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Abstract

Nowadays Web users are facing the problems ofnmdition overload and drowning due
to the significant and rapid growth in the amouhinformation and the number of users.
As a result, how to provide Web users with morecdyaneeded information is becoming
a critical issue in web-based information retrieaatl WWeb applications. In this work, we
aim to address improving the performance of Welormation retrieval and Web

presentation through developing and employing Wagh chining paradigms.

Web data mining is a process that discovers thenant relationships among Web data,
which are expressed in the forms of textual, lirkag usage information, via analysing
the features of the Web and web-based data usitagnaiaing techniques. Particularly,
we concentrate on discovering Web usage patteriela usage mining, and then utilize
the discovered usage knowledge for presenting Véelbsuvith more personalized Web
contents, i.e. Web recommendation.

For analysing Web user behaviour, we first esthldisnathematical framework, called
the usage data analysis model, to characteris@liberved co-occurrence of Web log
files. In this mathematical model, the relationshipetween Web users and pages are
expressed by a matrix-based usage data schemaemagis of this data model, we aim
to devise algorithms to discover mutual associatibbetween Web pages and user
sessions hidden in the collected Web log data,immain, to use this kind of knowledge
to uncover user access patterns.

To reveal the underlying relationships among Wejeaib, such as Web pages or user
sessions, and find the Web page categories anck yssiterns from Web log files, we
have proposed three kinds of latent semantic analytechniques based on three
statistical models, namely traditional Latent Setwcaindexing, Probabilistic Latent
Semantic Analysis and Latent Dirichlet Allocatiomadel. In comparison to conventional
Web usage mining approaches, the main strengthetesft semantic based analysis are
their capabilities that can not only, capture théual correlations hidden in the observed
objects explicitly, but also reveal the unseen niatactors/tasks associated with the
discovered knowledge implicitly.

In the traditional Latent Semantic Indexing, a $fp@enatrix operation, i.e. Singular
Value Decomposition algorithm, is employed on tsage data to discover the Web user
behaviour pattern over a transformed latent Webepsgace, which contains the
maximum approximation of the original Web page spakhen, a k-means clustering
algorithm is applied to the transformed usage datgoartition user sessions. The
discovered Web user session group is eventuallyeileas a user session aggregation, in
which all users share like-minded access task ¢ention. The centroids of the
discovered user session clusters are, then, cotedras user profiles.



In addition to intuitive latent semantic analydipbabilistic Latent Semantic Analysis
and Latent Dirichlet Allocation approaches are afgooduced into Web usage mining
for Web page grouping and usage profiling via abphility inference approach.
Meanwhile, the latent task space is captured bgrpnéting the contents of prominent
Web pages, which significantly contribute to theruaccess preference. In contrast to
traditional latent semantic analysis, the latteo tapproaches are capable of not only
revealing the underlying associations between Waep and users, but also capturing
the latent task space, which is corresponding & navigational patterns and Web site
functionality. Experiments are performed to disgouser access patterns, reveal the
latent task space and evaluate the proposed teawin terms of quality of clustering.

The discovered user profiles, which are represehtethe centroids of the Web user
session clusters, are then used to make usage-bak&gbrative recommendation via a
top-N weighted scoring scheme algorithm. In thisesoe, the generated user profiles are
learned from usage data in an offline stage usimgve described methods, and are
considered as a usage pattern knowledge base. &M@ active user session is coming,
a matching operation is carried out to find the moatched/closest usage pattern/user
profile by measuring the similarity between thehacuser session and the learned user
profiles. The user profile with the largest simiiais selected as the most matched usage
profile, which reflects the most similar acces&iast to the active user session. Then, the
pages in the most matched usage profile are ramkaddescending order by examining
the normalized page weights, which are correspantbrhow likely it is that the pages
will be visited in near future. Finally, the topyges in the ranked list are recommended
to the user as the recommendation pages that aydikely to be visited in the coming
period. To evaluate the effectiveness and effigiasfdhe recommendation, experiments
are conducted in terms of the proposed recommendasiccuracy metric. The
experimental results have demonstrated that theogeml latent semantic analysis models
and related algorithms are able to efficiently agtrneeded usage knowledge and to
accurately make Web recommendations.

Data mining techniques have been widely used inynoéimer domains recently due to the
powerful capability of non-linear learning from ade range of data sources. In this
study, we also extend the proposed methodologidgenhnologies to a biomechanical
data mining application, namely gait pattern minihgewise in the context of Web
mining, various clustering-based learning approadre performed on the constructed
gait variable data model, which is expressed a&atufe vector of kinematic variables, to
discover the subject gait classes. The centroideeopartitioned gait clusters are used to
represent different specific walking charactergtithe data analysis on two gait datasets
corresponding to various specific populations isied out to demonstrate the feasibility
and applicability of gait pattern mining. The rdsuhave shown the discovered gait
pattern knowledge can be used as a useful meansufoan movement research and
clinical applications.
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Chapter 1 Introduction 1

1. Introduction

1.1. Overview

With the dramatically quick and explosive growth ioformation available over the
Internet, World Wide Web has become a powerfulfptat to store, disseminate and
retrieve information as well as mine useful knowgedDue to the properties of the huge,
diverse, dynamic and unstructured nature of Wela,d&/eb data research has
encountered a lot of challenges, such as scalghtitilitimedia and temporal issues etc.
As a result, Web users are always drowning in a@éda” of information and facing the
problem of information overload when interactinghwihe web. Typically, the following
problems are often mentioned in Web related rekesrd applications:

(). Finding relevant information: To find specificformation on the web, users often
either browse Web documents directly or use a beamgine as a search assistant. When
a user utilizes a search engine to locate infolwnatie or she often enters one or several
keywords as a query, then the search engine retutiss of ranked pages based on the
relevance to the query. However, there are usuaiymajor concerns associated with
the query-based Web search [1]. The first probkeihow precision, which is caused by a
lot of irrelevant pages returned by the searchrengrhe second problem is low recall,
which is due to the lack of capability of indexial) Web pages available on the Internet.

This causes the difficulty in locating the unindeéxeformation that is actually relevant.
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How to find more relevant pages to the query, timi®ecoming a popular topic in Web
data management in last decade [2].

(2). Finding needed information: Most search engiperform in a query-triggered way
that is mainly on a basis of one keyword or sevkegwords entered. Sometimes the
results returned by the search engine don’t exactich what a user really needs due to
the fact of the existence of the homology. For eplamwhen one user with an
information technology background wishes to seantformation with respect to
“Python” programming language, he/she might be el with information on the
creatural python, one kind of snake rather tharptbgramming language, given entering
only one “python” word as query. In other wordse #emantics of Web data [3] is rarely
taken into account in the context of Web search.

(3). Learning useful knowledge: With traditional WVeearch service, query results
relevant to query input are returned to Web useesrianked list of pages. In some cases,
we are interested in not only browsing the returneliection of Web pages, but also
extracting potentially useful knowledge out of thdjgata mining oriented). More
interestingly, more studies [4-6] have been coretlicdn how to utilize the Web as a
knowledge base for decision making or knowledgealisry recently.

(4). Recommendation/personalization of informatiddhile a user interacts with the
web, there is a wide diversity of user’s navigasilopreference, which results in needing
different contents and presentations of informatido improve the Internet service
quality and increase the user click rate on a fipesebsite, thus, it is necessary for a

Web developer or designer to know what the uséiyreants to do, predict which pages
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the user is potentially interested in, and pretiemtcustomized Web pages to the user by
learning user navigational pattern knowledge [38]7,

The above problems place the existing search esgind other Web applications under
significant stress. A variety of efforts have beentributed to deal with these difficulties
by developing advanced computational intelligenthteques or algorithms from
different research domains, such as databasepdaiag, machine learning, information
retrieval and knowledge management etc. Theretbee emerging of the Web has put
forward a great number of challenges to Web rekeascand engineers for web-based

data management and Web application development.

Characteristics of Web Data

For the data on the web, it has its own distinctieatures compared to the data in
conventional database management systems. Webudagdly exhibits the following
characteristics:
- The data on the Web is huge in amount. Currerttlig hard to estimate the
exact data volume available on the Internet dughéoexponential growth of
Web data every day. For example, in 1994, one effitst Web search
engines, the World Wide Web Worm (WWWW) had an maé¢ 110,000
Web pages and Web accessible documents. As of Nmrerh997, the top
search engines claim to index from 2 million (Wed@ler) to 100 million
Web documents (from [9]). The enormous volume daédm the Web makes
it difficult to handle Web data via well traditidndatabase techniques.
- The data on the Web is distributed and heterogendoue to the essential

property of the Web being an interconnection ofiougs nodes over the
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Internet, Web data is usually distributed acros@de range of computers or
servers, which are located at different places raddine world. Meanwhile,
Web data is often exhibiting the intrinsic natufenaultimedia: that is, in
addition to textual information, which is mostlyedsto express content in
terms of text message, many other types of Weh datdh as images, audio
files and video slips are often included in a Wedge It requires the
developed techniques for Web data processing Welability of dealing with
heterogeneity of multimedia data.

- The data on the Web is unstructured. There arérsmo rigid and uniform
data structures or schemas which Web pages shuigtlysfollowe, that are
common requirements in conventional database mamage Instead, Web
designers are able to arbitrarily organize relatgdrmation on the Web
together in their own ways, as long as the inforomaarrangement meets the
basic layout requirements of Web documents, suchHaML format.
Although Web pages in well-defined HTML format cgutontain some
preliminary Web data structures, e.g. tags or arschthese structural
components, however, can primarily benefit the gméstion quality of Web
documents rather than reveal the semantics coudtainé/eb documents. As a
result, there is an increasing requirement to bekal with the unstructured
nature of Web documents and extract the mutualieakhips hidden in Web
data for facilitating users to locate needed Wétrmation or service.

- The data on the Web is dynamic. The implicit angdliei structure of Web

data is updated frequently. Especially, due toed#it applications of web-
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based data management systems, a variety of pagisestof Web documents
will be generated as contents in database updAtes.dangling links and
relocation problems will be produced when domaitiilernames changes or
disappear. This feature leads to frequent schemdificetions of Web
documents, which often suffer traditional infornoatiretrieval.
The aforementioned features indicate that Web mataspecific type of data different
from the data residing in traditional databaseesyst As a result, there is an increasing
demand to develop more advanced techniques to sslilveb information search and
data management. According to the aims and purptsese studies and developments
are mainly about two aspects of Web data managerhents, how to accurately find the
needed information on the Internet, i.e. Web infation search, and how to efficiently
and fully manage and utilize the information/knosde available from the Internet, i.e.
Web data/knowledge management. Especially, with tleeent popularity and
development of the Internet, such as semantic Wk 2.0 and so on, more and more
advanced Web data based services and applicatieresreerging for Web users to easily
locate the needed information and efficiently sharf®rmation in a collaborative

environment.

Web Data Search
Web search engine technology [10, 11] has emerggsting for the rapid growth and

exponential flux of Web data on the Internet, ttph&'eb users find desired information,
and has resulted in various commercial Web seangines available online such as
Yahoo! Google AltaVista Baidu and so on. Search engines can be categorizetinoto

types: one is a general-purpose search engine rasttleat is a specific-purpose search
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engine. The general-purpose search engines, fon@gathe well-known Google search
engine, are to retrieve as many Web pages avaiabkbe Internet that are relevant to
the query as possible to Web users. The returneb péges to user are ranked in a
sequence according to their relevant weights togtesy, and the satisfaction with the
search results from users is dependent on how Iguackl how accurately users can find
the desired information. The specific—purpose $eargines, on the other hand, aim at
searching those Web pages for a specific task edeartified community. For example,
Google ScholaandDBLP are two representatives of the specific-purposecheengines.
The former is a search engine for searching acadpapers or books as well as their
citation information for different disciplines, waithe latter is designed for a specific
researcher community, i.e. computer science, wipcbvides various information
regarding conferences or journals in the computemse domain, such as conference
homepage, abstracts or full text of papers pubdishehe computer science journals or
conference proceedingdBLP has become a helpful and practicable tool forareseers

or engineers in computer science area to find dseled literature easily, or to assess the
track record of one researcher conveniently. Naenathich type the search engine is,
each search engine owns a background text dataidmeh is indexed by a set of
keywords extracted from the collected documents. satsfy the higher recall and
accuracy rate of the search, Web search engineeguested to provide an efficient and
effective mechanism to collect and manage the Wah, chnd the capabilities to match
the user query with the background indexing datalpsckly and to rank the returned
Web contents in an efficient way so that Web userlocate the desired Web pages in a

short time or via clicking a few hyperlinks. To &e these aims, a variety of algorithms
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or strategies are involved in handling the abovetored tasks [10-16], which lead to a

hot and popular topic in the context of web-bassgarch, i.e. Web data management.

Data mining and its Applications

Data mining is proposed recently as a useful agpraathe domain of data engineering
and knowledge discovery [17]. Basically, data minimefers to extracting informative
knowledge from a large amount of data, which cdaddexpressed in different data types,
such as transaction data in e-commerce applicationsgenetic expressions in
bioinformatics research domains. No matter whigbetpf data is, the main purpose of
data mining is to discover the hidden or unseenskemge, normally in the forms of
patterns, from the available data repository. Naayaddata mining has attracted more
and more attentions from academia and industries agreat amount of progresses have
been achieved in many applications. In the lasadecdata mining has been successfully
introduced into the research of Web data managenremthich a board range of Web
objects including Web documents, Web linkage stmast, Web user transactions, Web
semantics are become the mined targets. Obviotl®yjnformative knowledge mined
from various types of Web data can provide us wiips in discovering and
understanding the intrinsic relationships amongouer Web objects, and in turn, will be
utilized to benefit the improvement of Web data agement [6, 18-23].

Although much work has been done in web-based matzagement and a great amount
of achievement has been made so far, there stilhiremany open research problems to
be solved in this area due to the fact of the mtisitrte characteristics of Web data, the
complexity of Web data model, the diversity of wais Web applications, the progress of

the related research areas and the increased demanterms of efficiency and
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effectiveness from Web users. How to efficiently affectively handle web-based data
management by using more advanced data processihgiques, thus, is becoming an
active research topic that is full of many challengThis is also the main motivation of

this study.

1.2. Motivation

Nowadays the Internet has been well known as adbtg repository consisting of a
variety of data types as well as a large amouninskeen informative knowledge, which
can be discovered via a wide range of data minmmachine learning paradigms. All
these kinds of techniques are based on intelligentputing approaches, or so-called
computational intelligence, which are widely usedthe research of database, data
mining, machine learning, and information retriegall so on. Although the progress of
the web-based data management research resulev@ogments of many useful Web
applications or services, like Web search engiossys are still facing the problems of
information overload and drowning due to the sigaifit and rapid growth in the amount
of information and the number of users. In paraculWeb users usually suffer from the
difficulties of finding desirable and accurate inf@tion on the Web due to two problems
of low precision and low recall caused by the ab@asons. For example, if a user wants
to search the desired information by utilizing arsh engine such as Google, the search
engine may provide the user not only the Web cdntdated to the query topic, but also
a large mount of irrelevant information. It is samees hard for users to obtain their
exactly needed information [1, 24] by using conuwamdl search engines alone. Thus, the
emerging of Web has put forward a great deal ofi@hges to Web researchers for web-

based information management and retrieval. Webareh academia is requested to
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develop more efficient and effective techniquesabsfy the increasing demands of Web
users, such as retrieving the desirable and relafedmation [25], creating good quality
Web communities [2, 26], extracting the informatikeowledge from the available
information [27], capturing the underlying usagét@a from the Web observation data
[28], recommending user customized informationfferdoetter Internet service [29], and
furthermore mining valuable business informatioonir the common or individual
customer navigational behaviour as well [3].

Web (data) mining could be partly used to solvegt@blems mentioned above directly
or indirectly. In principle, Web mining is the meaaf utilizing data mining methods to
induce and extract useful information from Web daftarmation. Web mining research
has attracted a variety of academics and engin&ers database management,
information retrieval, artificial intelligence remeh areas, especially from data mining,
knowledge discovery, and machine learning etc. dadlgi Web mining could be
classified into three categories based on the migmals, which determine the part of
Web to be minedwWeb content mining/Veb structure miningandWeb usage minin[28,
30]. Web content mining tries to discover the vhlaanformation from Web contents
(i.e. Web documents). Generally, Web content isntyaieferred to the textual objects,
thus, it is also alternatively termed as text mgngometimes [31]. Web structure mining
involves in modelling Web site in terms of linkirgructures. The mutual linkage
information obtained could, in turn, be used tostorct Web page community or find
relevant pages based on the similarity or relevdreteveen Web pages. A successful
application addressing this topic is building Welmenunities [25, 26, 32-35]. Web

usage mining tries to reveal the underlying acpadterns from Web transaction or user
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session data that recorded in Web log files [29, G@nerally, Web users are usually
performing their interest-driven visits by clickimmpe or more functional Web objects.
They may exhibit different types of access interestsociated with their navigational
tasks during their surfing periods. Thus, employih@a mining techniques on the
observed usage data may lead to finding the urnidgrlysage patterns. In addition,
capturing Web user access interest or pattern wanonly provide helps for better
understanding user navigational behaviour, but &scefficiently improving Web site
structure or design. This, furthermore, can beizedd to recommend or predict Web
contents tailored and personalized to Web users esamobenefit from obtaining more
preferred information and reducing waiting time 33).

Web recommendation or personalization could be &tkas a process that recommends
the customized Web presentations or predicts tiheréd Web contents to Web users
according to their specific tastes or preferencEs-date, there are two kinds of
approaches commonly used in recommender systemm&lyaontent-based filtering and
collaborative filtering systems [38, 39]. Contemisbd filtering systems such as
WebWatcher [40] and client-side agent Letizia [4&pally generate recommendation
based on pre-constructed user profiles by measuhegsimilarity of Web content to
these profiles, while collaborative filtering sysi® make recommendation by referring
other users’ preference that is closely similarctorent one. Recently collaborative
filtering has been widely adopted in Web recommé&ndaapplications and has achieved
great successes as well [42-44]. In addition, Wsdga mining has been proposed as an
alternative method for not only revealing user ascpatterns, but also making Web

recommendations in the past decade [29]. In thdegbrof Web usage mining, one
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important goal is to extract the informative knoglde from Web log files and identify
underlying user functional interest that leadsdmmon navigational activity. Basically,
a user profile is created for representing a spgeoaser navigational pattern based on
mining the usage data. Moreover, presenting theetk¥Veb content in a personalized
style to user is carried out by matching the curestive user session with the discovered
usage patterns. With the benefit of the great msgps in data mining research
communities, many data mining techniques, suchoaborative filtering based on the
k-Nearest NeighboukNN) [42-44], Web user or page clustering [29, 45, 48kociation
rule mining [47, 48] and sequential pattern miniaghnique [19] have been adopted in
current Web usage mining methods. Consequentlyyrefforts have been contributed
and great achievements have been made in suchralededds as Web personalization
and recommendation systems [40, 41, 49, 50], Wetesyimprovement [51], Web site
modification or redesign [46, 52], and businessliigence and e-commerce [53-55].

In most cases, Web usage mining techniques areipally based on Web page
information, such as viewing time and frequencsgitiig order, as well as a variety of
similarity measures employed in the mining proced86]. Common interests among
Web users can be captured directly from these vasen data using different similarity-
based criteria [56]. The Web users, in turn, wal &ble to be classified into different
categories depending on their different intere&tdiough these user categories can be
represented as user access patterns explicitlyevewthey do not reveal the intrinsic
characteristics of Web users’ navigational actgtinor can they uncover the underlying
and unobservable factors associated with the speshge pattern extracted from Web

transaction histories. For example, such discoveusdge patterns provide little
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knowledge of the underlying reasons why such Wejepand user sessions are grouped
together. Therefore, there has been an increaginguad for developing techniques that
can extract user navigational patterns and disdatent semantic factors associated [57].
Many applicable commercial recommender systems ha&en launched to satisfy the
needs such as electronic news filtering, meetingedwaling and entertainment
recommendation etc [21, 58, 59]. Recently, withitifeased attention to semantic Web
and ontology, there are emerging a lot of challenf@ recommender systems to
integrate the semantic knowledge from the domatology into the whole stages of a
recommendation process. Ontology-based knowledfebeiitaken into account during
data preparation, pattern discovery as well asmeoendation stage [8]. An ontology-
based application system has been developed aAltf@ [60], which is capable of
presenting personalized views on the ontology.

On the other hand,atent Semantic Indexin@ Sl) is an approach to capture the latent or
hidden semantic relationships among co-occurrenctvitees [61]. In practical
applications,Singular Value Decompositio(SVD) or Principal Component Analysis
(PCA) algorithms are employed to generate a redlatedt semantic space, which is the
best approximation of the original input space aggkrves the main latent information
among the co-occurrence activities [61-63]. LS| bagn widely used in information
indexing and retrieval applications [62, 64], Weitk&dge analysis [25, 34] and Web page
clustering [65]. Although LSI has achieved greatcasses in some applications, it still
has some shortcomings [66], such as the compugdtebificulty of the sparsity problem
in a co-occurrence matrix, the overfitting probleie capability of capturing the latent

semantic factor space etc. To address these, dodieshave extended the standard LSI
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techniques via introducing various statistical the Unlike other data mining or
machine learning algorithms, this kind of knowledgarning algorithms utilizes a so-
called generative model, which learns the needesviedge from a large amount of data
via iteratively computing the likelihood of the abpgation until reaching an optimal
value. This procedure is, therefore, called a mgéekrative procesBrobability Latent
Semantic Analysi¢PLSA) [66] andLatent Dirichlet Allocation(LDA) [67] are two
representatives of the generative models, whickv draich attention from data mining
and machine learning research communities recentlg. former one is to estimate the
correlation among the observation in terms of pbdlig distribution based on Bayesian
rule, while the latter is about capturing the asstcan among the observed objects via
computing the posterior Dirichlet distribution. Adiugh these two models are based on
different statistical background, however, they arerking in a similar probability
inference manner. The main outstanding strengthtesfe techniques are, not only the
capability of discovering the underlying associatiamong the co-occurrence

observations, but also the power of revealing aéitent semantic factor space associated.
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Both of these approaches discussed are constradedily of Latent Semantic Analysis
(LSA) approaches. In this study, we aim to addrégsb usage mining for Web
recommendation by using LSA paradigms. The whotzguure of using Web usage
mining for Web recommendation consists of thre@ssté.e. data collection and pre-
processing, pattern mining (or knowledge discovaywell as knowledge application.
Figure 1-1 depicts the scheme of the process.

To achieve the proposed aims, the objectives efrdgearch are accordingly stated as the

following sub-goals:

1. To establish a mathematical framework for Web meo@ndation based on Web usage
mining. For the purpose of extracting latent semgaimformation conveyed by the
Web usage data, it is important to model Web caweace observations within a
proper framework, such that the usage informatian be analysed and intrinsic
associations among Web objects, i.e. Web pagesarsessions, can be captured by
employing data mining or machine learning algorshon the framework. In this work,
particularly, we will model the user behaviour asirafied usage data matrix, and
exploit the linear algebra, statistical, probabiltheories and matrix operations to
analyse the usage data, discover the underlyirgiorships among Web objects and
predict the Web user navigational preferences. Whk introduction of this
framework, mining Web usage pattern for Web recondagon can be performed on

a solid mathematical base.

2.To discover latent semantic associations among @gbcts via the LS| approach.
Web usage data usually contains user behavioumnafiion; therefore, the bigger the

size of the usage data is, the more informative @rdprehensive the usage pattern
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knowledge is. In this manner, Web usage data isesspd in a high-dimensional
space, which is in a size of hundred thousandsilions of user sessions each being
over hundreds to thousands attributes. The higtesion of the original input space
usually leads to highly computational difficultiexd serious scalability problems,
thus, it is necessary to reduce the dimension @fitput space without loss of main
informative knowledge conveyed by the Web usagea Hatore applying data mining
algorithms. LSI algorithms can effectively handhe task of the dimension reduction
and latent semantic analysis in Web usage minmghis work, we first introduce a
standard LSI algorithm based on SVD implementation reveal the intrinsic
relationships among the Web objects. Due to thetfet the transformed usage vector
space keeps the maximum approximation of the aigimput space but in a lower
dimension, we then intend to measure the similarfityser sessions in the transformed
space, and cluster the corresponding user sessiting number of session clusters,
which represent various usage patterns. We pro@odeSI-based algorithm to
accomplish the above goals. The main advantagehef LiSI-based approach is
capturing the intrinsic associations among usesiges in a transformed low-

dimensional space, which reflects the latent seimaature of the original input space.

3.To reveal the latent semantic factor space andodescWeb user navigational
behaviours via the PLSA model. Although the tradisil LSI-based knowledge
discovery algorithms are able to efficiently redule dimensionality of the original
input space to better deal with the computing eflilgh-dimensional vector space and
maintaining the major informative knowledge hiddenthe observed co-occurrence

data, however, they are lack of the capabilityd®htifying the latent semantic factor
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space associated with the discovered usage knoséaghis work, we aim to address
this by introducing a variant of the traditionalll8gorithms, a so-called PLSA model,
to characterize Web co-occurrence activities and fassociations among the Web
objects based on Bayesian rule. The PLSA modelhéoretically based on an
assumption that there is a statistical model, dalee aspect model that characterizes
the co-occurrence observations; each factor irafipect model is associated with the
co-occurrence activity by a varying degree, whishdetermined by a conditional
probability of Web objects over the factor spacéhe Tconditional probability
distribution is estimated by an iteratiExpectation-Maximizatior(EM) execution,
which maximizes the likelihood of the observatioatad The derived conditional
probability distribution is, in turn, to represehe associations among the Web objects

via a probability inference algorithm.

4.To group Web pages based on their usage-orientadasty. In Web hyperlink
analysis, Web page similarity or relevance is uJgualefined by the linkage
information or other related measures like coriehatin this case, the linkage-based
page similarity actually reflects the Web page afise in terms of topological
information from the viewing point of a Web desigme developer. However, Web
users might have different opinions of the releeantthe Web pages while they are
visiting a website. Hence the similarity of the Wjehge based on user navigational
behaviour can, sometime, provides an additionalnséa find the functional closeness
of the Web pages, which leads to the improvemethefvebsite structure design and
increasing user click rates on a website. Basethisndea, we propose a usage-based

Web page similarity to partition Web pages withirsgecific site into various page
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groups. The discovered page groups could be caesides different functional page

aggregations.

5.To predict Web user’s task preference distributitorsWeb recommendations. The
ultimate goal of Web usage discovery is makingafdbe usage pattern knowledge for
Web recommendations. Because the conditional pilityabstimates over the latent
semantic factor space derived from the PLSA moedal lze used to predict Web user
task preferences, we then make Web recommenddiioreferring to task-based Web
page groups.

6.To recommend the customized Web content by usinigea profiling approach. In
addition to capturing the Web user's task prefeserdistribution for Web
recommendations, another efficient and effectigo@hm for Web recommendations
is the user profiling approach, which is on a basisollaborative filtering techniques,
a kind of commonly used algorithms in recommengstesns. This algorithm works
as follows. First we define a new similarity of Waber sessions by introducing the
conditional probability of the user session ovex ldfitent semantic space. Based on the
proposed similarity, the user sessions, which ekbililar navigational behaviour are
partitioned into the same session cluster. Theraehof the discovered user session
cluster is viewed as a user profile, which can testlered the representative of one

specific usage pattern.

7.To better address Web recommendations by exploltibg model. Apart from the
PLSA model, LDA model is another generative modehich is based on the
computation of posterior probability and Dirichietlue of co-occurrence observations.

With LDA model, the associations between Web pages latent semantic factors,
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user sessions and latent semantic factors are haddey estimating the posterior
probability distribution and Dirichlet values viavariant of EM algorithm. We then
build up the usage pattern knowledge based onitftevkred associations, and make

collaborative Web recommendations.

8.Two case studies of the extension of the curremdlysin biomedical data mining
domains. The novel user profiling approach usethis study could be extended to
develop algorithms for other data mining applicasidike biomedical data mining
applications. In this study, we also adopt the teltiisg-based user profiling approach
in gait pattern mining, which is one important antéresting topic in healthcare and
biomechanics domains. We conduct two case studieswo gait datasets, within
which one is to investigate the existence of gaittggns inCerebral Palsy(CP)
patients and another is for monitoring the falkria an elderly population due to

ageing or walking impairments.

1.3. Claims of the Dissertation

This dissertation is mainly focused on discoveNligb usage patterns in terms of user
profiles and latent semantic factors from Web litgsfto support Web recommendations
based varioud.atent Semantic Analysid. SA) models, and extending the proposed
methodologies and technologies to other data miappdications.

The basic research philosophy of this study com®stthree procedures: the first is to
create a unified mathematical analysis model, orchviaarious data mining algorithms

could be employed no matter which research backgrasi addressed. To conduct the
Web usage mining, three latent semantic analyserithms are investigated and

implemented to find Web user groups and Web pa¢egodes as well as the latent
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semantic factors associated, which are used tarcmhs usage-base Web navigational
base via a user profiling method. At the third etatpe discovered usage knowledge is
used for a further Web application, i.e. Web rec@ndation. In addition to Web data
mining, the proposed analytical methodology coldo &#e extended to other data mining
applications, which use similar research technigaed analytical algorithms but in
different application background. In this study, @xend our developed methodologies
and technologies to a healthcare data mining danfdirs thesis consists of all these
studies and results mentioned above. The researthiced in this thesis, indeed, spans
a number of different research communities — Webimgi Web recommendation,
clustering, text retrieval and health data minihgwever, it is encircling one focus of
using intelligent computational algorithms to death knowledge discovery tasks. It is
believed it is the main contribution of this thesis

In particular, to conduct these studies, a mathiealdramework is established for Web
usage mining and a series of algorithms are praptseredict Web user navigational
preferences and recommend the customized Web dsriteiVeb users. Three kinds of
latent semantic analysis models, namely standatdRISSA and LDA, are proposed to
address the Web usage mining and Web recommenslatiepectively. Two case studies
of the extension of the proposed pattern mininghwdtlogies and algorithms are carried
out in an application of gait pattern mining, omeportant topic in healthcare and
biomechanical data mining domains. The main coutidins of the dissertation can be
summarized as follows:

A Mathematical Framework of Web Usage Mining for Web Recommendation

This model is based on the matrix theory in linidgebra. Different from other Web data
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models, such as Web content or Web linkage infdonathis framework represents the
mathematical expression with respect to Web usafggniation e.g. click number or
visiting duration on various Web pages. On the oth@nd, unlike other usage data
models such as directed graphs or visit sequed®$8-70], this usage data model is in
the form of a usage matrix. From the usage mathne,intrinsic association among Web
objects such as Web pages or user sessions aswiie latent semantic relationships
between the latent task space and Web objects gedvey the usage information, is
discovered by a series of matrix operations or ggive procedures, such as singular
value decomposition, matrix approximation, Bayes@qjuation conversion, Bayesian
updating, Expectation-Maximization iterative opemtand so on. Other usage-based
information or expressions, such as task-based Yé&ge similarity, task-based user
session similarity, user task preference distrdoytuser profile, and top-N recommended
page list are also represented and derived byuwanmatrix operations and other engaged
algorithms. This framework makes it feasible totegstically perform analysis on the
collected Web usage data using the mathematicakidsein a unified way that can
extend the developed methodologies and technoldgiether data mining applications,
which have similar data expressions. As a resbis framework provides a solid
mathematical base for discovering Web wusage pattamd making Web
recommendations.

Latent Semantic Analysis Models For Web Usage Mining In this work, we aim to
intensively investigate using latent semantic asialyparadigms for discovering Web
usage pattern and making Web recommendations, whicludes the following

analytical models:
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- Traditional Latent Semantic IndexifgSI)

- Probabilistic Latent Semantic AnalygRBLSA)

- Latent Dirichlet AllocationLDA)
Tradition LSI is based on @&ingular Value Decompositiai®VD) operation, which is to
reduce the dimensionality of the original input gpabut holding the maximum
approximation of the original matrix. The main adtzge of LSI is its capability of
uncovering the underlying relationships among theeoved objects that aren’t exhibited
explicitly and directly. In this study, we aim tamploy the traditional LS| analysis on the
usage data matrix to analyse the associations amseqg sessions in the transformed
vector space resulted from the SVD implementation.
PLSA model is a variant of the tradition LS| modeidich introduces an aspect space as
an inter-medium between two usage attributesuser session and Web page. With the
PLSA model, the original usage data is mappedtimtonew usage vectors, in which the
associations between user sessions and the |ajeettaspace, and between Web pages
and the latent aspect space, are modelled by timatss of the conditional probabilities.
The new mapped usage vectors along with the neefipetl user session similarity and
Web page similarity provide a novel Web usage ngninethod, with which we can
derive usage based page groups and session aggregat
LDA model is a recently emerging generative modehich reveals the intrinsic
correlation among co-occurrence via a generatieequture. Different from mining Web
usage pattern by the PLSA model, LDA is to leamtifdden usage knowledge based on
computing the Dirichlet value and posterior prolighbiThe discovered usage knowledge

is then used to predict user potentially interestéb contents. The common strength of
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the latter two models is the capability of captgrthe aspect space that associates with
the discovered usage knowledge in addition to upagiern mining itself.

Algorithmsfor Web Usage Mining and Web Recommendation  In this research, we
propose several algorithms and concepts basedree ld@tent semantic analysis models
described above respectively.

For the tradition LSI model, the following algonitis and definitions are proposed:

- Latent Usage Information(LUI) algorithm. This algorithm is about
transforming the original usage data matrix inttai@nt usage information
space, which not only maintains the main usagerimition within a new
dimensionality-reduced usage space, but also rewsshantic relationships
hidden in the usage data. In this algorithm, a S)@eration is performed to
conduct the latent semantic analysis explicitly.

- User session distance in the semantic space. Tégsure is to calculate the
distance between two user sessions in the semaptice. Due to the
advantage of the SVD operation, this kind of diseafunction is based on a
low-dimensional but semantic-based vector spaces,tlt is possible to
partition user sessions at a level of semanticyaiglthat is, the user sessions
in same aggregation are more like-minded.

For the PLSA model, the following algorithms andimiéons are proposed:

- Expectation-Maximum(EM) algorithm. EM algorithm is an iterative
operation, which is to estimate the maximum likedd value of the co-
occurrence observations. In the proposed EM algaoriior the PLSA model,

we first formulate a set of equations that comgh&conditional probability
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distribution of Web objects against the latent dacpace based on Bayesian
equation. The EM algorithm starts from an initiabut, iteratively executing
the Expectation step, which updates the conditipmabability distribution,
and Maximum step, which aims to re-calculate tkelihood value with the
updated conditional probability distribution untiéaching a local optimal
point. The conditional probability distributionsreesponding to the optimal
value could be viewed as the final estimates ofrétaionships between the
Web object and the latent factor.

- Usage-based Web page similarity and user sessilasty measures. Based
on the derived probability estimates via the EMoathm, we propose two
new similarity measures for Web pages and usercsesgespectively; one is
used for modelling the common functionality of Wplges and another is
about measuring the like-minded navigational pesfees of user sessions.
With the two proposed similarity measures, we alde ato find the
aggregations of the Web objects by utilizing thecdivered usage knowledge.

- Usage-based Web page grouping algorithm. In thidystwe develop a new
k-means algorithm for grouping Web pages by ushe usage-based page
similarity. This clustering algorithm generates antomated Web pages
groups based on the mutual distance of two paghse. discovered page
groups can be, in turn, viewed as the task-drivayepggregations, which can
be used to improve or re-structure the Web sitegdesnd organization.

- Determining user task preference distribution atgor. In this algorithm, we

aim to identify the user task preference distritmutby analysing the very first
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clicks of the user via a Bayesian updating approddie dominant task

preferences are determined by selecting those tasise corresponding
probability weights are exceeding a certain threshdncorporating the

dominant task preferences with the correspondiskstaharacterized by a set
of predominant pages, results in the determinatidnthe pages with

significant weights as the recommended page list.

- User profiling algorithm for Web recommendation. this research, we
propose a novel user profiling algorithm to represgsage pattern derived
from Web usage mining, by using a collaborativiefihg approach. The user
sessions are first clustered into a number of gessiusters based on the
usage-based session similarity measure, and theoicenof the discovered
user session clusters, in the forms of weightec [s@gjuences, are created as
user profiles. When a new active user sessioniisrgy a most matched user
profile is selected by measuring the distance betwtbe active user session
and the constructed user profiles, and a weightedirey scheme is then
applied to determine the N pages having the topgNdst weights as the page
recommendation list. In other words, the recommdnueges are chosen by
referring to the historic visits by other users,owhave the like-minded
visiting preferences. In this sense, this algoriiralso called a collaborative
recommendation approach.

For LDA model, we develop the following algorithms:
- A variational EM algorithm. In this research, weoptl a variational EM

algorithm to find the variational parameters thaiximizes the log likelihood
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of the usage data. The estimates of the variatipa@meters are the posterior
probability and Dirichlet value of the data, thernmf@r reflecting the
underlying relationships between user sessionslaedt factors while the
latter representing the linking between Web pageslatent factors.

- Collaborative recommendation algorithm. Similar tbe collaborative
recommendation algorithm proposed for the PLSA maue also incorporate
the usage knowledge derived by LDA model into datalrative filtering
algorithm. We first partition user sessions intoimas session clusters based
on the calculated posterior probability valuestum, view the centroids of
the session clusters as the representatives ofstige patterns. Integrating the
usage knowledge into the proposed weighted scosicigeme eventually
generates the recommended page list.

Case Studies of Gait Pattern Mining In this research, we aim to extend the
developed methodologies and technologies to a lmbarecal data mining application,
i.e. gait pattern mining. Gait analysis is an impot topic in the movement clinical
research and application for different specific ylagions, such as CP patients or elderly
people. In this study, we conduct the followingecatudies:

- Case study of CP gait pattern mining using theiticaghl clustering based
algorithms. We develop standard k-means and hieicaicclustering based
approaches to find CP-specific gait patterns. Thé@ gharacteristics of
healthy children and CP patients at different plaiioal level are modelled
by different gait vectors of kinematic variablese.i temporal-distance

parameters. The discovered gait pattern knowledge mrovide a useful
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means for researchers or clinicians to monitor degelopment of CP or
assess the effectiveness of the intervention.

- Case study for monitoring the fall risk of eldeggpulation using a SOM-
based clustering approach. We employ a SOM-baseddecing algorithm to
investigate the locality of the gait in a transfeanSOM grid map. The
derived SOM grid could offer us a visualized repreation of gait patterns

for screening the fall risk in an elderly populatio

1.4. Outline of the Dissertation

This dissertation contains nine chapters. Figuillustrates the structure of the thesis
chapters, where TO denotes Task-Oriented and URlstar User Profiling. Form the
figure, it is seen, after introducing the reseapmbblems and some mathematical
concepts, formulas and algorithms used in the lel@pters, we aim to employ three
kinds of latent semantic analysis models to addvésb usage mining in the following
three chapters; in chapter 6 and 7, we investigsiteg the discovered usage knowledge
for Web recommendations. Meanwhile, two applicationestigations of gait pattern
mining are carried out in chapter to evaluate tipplieability of the developed
methodologies and technologies in chapter 8. Wateadly summarize the claims of the
thesis and indicate some future research directionshapter. In a summary, we put
forward a mathematical foundation first, then cartdwarious specific knowledge
discovery tasks followed a task of knowledge apian, which are logically bunched

into a whole data mining cycle. The remainder efdissertation is organized as follows.
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Figure 1-2. The structure of the thesis

Chapter 2 describes the basic concepts and tedmingecessary for Web usage mining
and Web recommendations. A mathematical usagerdatkel (matrix) is presented in
this chapter, and the related mathematical knovdealygd background are provided for
better understanding the algorithms and technigiee®loped in this dissertation. The
developed algorithms and techniques for Web usagmgj latent semantic analysis and
Web recommendation are also reviewed and discusased on which this dissertation
develops. This chapter provides a foundation foth&r study of Web usage mining and
Web recommendation described in the following céiept

In chapter 3, we address the Web usage mining bgloying the traditional LSI
approach. A LUI algorithm is proposed to extraet tent semantic knowledge from the
usage data via computing the singular values of dhginal usage data, which

approximates the original semantics hidden in tkage matrix. Apart from other
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algorithms, such as [29], that employed a standarstering algorithm on the usage data
directly to find the aggregates of user sessions, dsvelop another algorithm that
performs clustering on the transformed usage sfueiceprove the Web usage mining.

In this algorithm, each user session is represehte@ dimensionality-reduced page
vector, which conveys the latent semantic relatiggss among the Web objects in the
usage data model. From the revealed relationshges, session aggregates that contain
highly semantic similarity are eventually generat&xkperiments are conducted to
demonstrate the effectiveness of the algorithnuéage pattern mining.

Chapter 4 presents an alternative latent semanttysis model, the PLSA model. In
contrast to the tradition LSl approaches, the Pu8édel is based on a more solid
foundation of statistical analysis. It is capabfedscovering the latent semantic factor
space associated with the usage patterns in addibidhe traditional latent semantic
analysis. In this chapter, a series of equatioesfarmulated based on Bayesian and
uncertainty theory, which characterize the assworiatbetween Web objects (i.e. Web
pages and user sessions) and latent semantic Sadieanwhile, an EM algorithm is
developed to estimate the parameters of the PLSAemthat leads to a maximum
likelihood of the usage data. The parameters ofPh8A model are termed as a set of
conditional probability distribution of Web pages aser sessions against the latent
semantic factors, which convey the intrinsic aggtem property of the Web objects. We
then utilize these factor-based feature vectorgrémp Web pages and user sessions as
well as identify the latent semantic factor spai@earprobability inference approach. In
particular, two sets of similarity measures of Wiglges and user sessions are proposed.

The effective of the algorithm is shown by a seaeexperiments.
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In chapter 5, we address the Web usage mining plyiag a novel generative model, i.e.
LDA model, which is also an alternative latent satita analysis model. We first
systematically summarize the evolution of the getieg models, and intensively discuss
the strength of the analytical model employed. \Wentdescribe the algorithm of a
variational EM algorithm to calculate the parametef LDA model. The parameters in
terms of posterior probability and Dirichlet valaee used to derive user access patterns.
We carry out an experimental analysis to evaluaeeffectiveness and efficiency of the
proposed analytical models.

We turn to address Web recommendations in chaptgr 6sing the usage knowledge
discovered based on the above analytical modelsfilMteintroduce a top-N weighted
scoring scheme, which forms the common base ofowariweb recommendation
algorithms. This algorithm is to compute the recandation score of each page based
on the probability weight, which represents thelitkood being visited. In this chapter,
we also present a Web recommendation algorithmdewntifying user task preference
distributions and integrating the latent task spat®the collaborative filtering approach.
Analysis of the very first clicks on Web pages Hssun capturing the task-driven
probability distribution of one user session ovaskt space, in turn, determines the
predominant tasks having significant probabilityyues. We eventually calculate the
recommendation scores by integrating the predomitesks with the discovered task
representatives. The evaluation is done by a sefiesperiments on real world log files.
Chapter 7 concentrates on the study of employingex profiling approach for Web
recommendations. In this chapter, we utilize theppsed user profile approach to deal

with Web recommendations based on the PLSA and biddlels. The user profiles are
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applied into the collaborative recommendation atbor to select the most matched
usage pattern and predict the most potentiallyfadspages by referring to the visiting
histories of other users who exhibit similar natigia preferences. Experimental results
on two Web log files show the effectiveness ofpihgposed algorithms.

We extend the developed technologies and methoesldg two case studies of gait
pattern mining in chapter 8. First we address disdog gait patterns of CP patients,
which are represented by the attribute vectorsheftemporal-distance kinematic gait
variables. The CP gait pattern mining algorithmingplemented by employing the
traditional clustering algorithms, i.e. k-means &nerarchical clustering algorithms. Gait
patterns are derived by the centroids of the dasters, in turn, treated as the diagnostic
indicatives for assessing the walking impairmenthef CP patients. In the second part of
this chapter, we develop a SOM-based clusteringridiign to address gait analysis for
monitoring fall risk of elderly population. By ugina specific gait variabldylinimum
Foot Clearancg MFC) to model elder people walking charactersstive construct a gait
data model in terms of various statistical paramsetéd the MFC variable. Then we
employ a SOM-based clustering algorithm on a gatiasket which consists of three
groups of gait data, i.e. younger subjects, eldeutyhealthy subjects and elderly subjects
with impaired walking ability, to separate theséjsats into different gait groups. In the
transformed gait SOM grid, it is shown there argots groups of subjects assigned to
different portions of the figure. The locality dfe aggregation indicates the gait pattern
knowledge. Meanwhile, the centroids of the clusstesd for the characteristics of the
gait information. Experimental results are visuatizand tabulated to show the

application potential of gait pattern mining witletproposed approaches.
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We conclude the dissertation and outline possiltieré work in chapter 9.

31
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2. Fundamentals of Web Data Mining and
Web Recommendation

2.1. Introduction

It is well known that Internet has become a verpuar a powerful platform to store,
disseminate and retrieve information as well asa#a drespiratory for knowledge
discovery. However, Web users always suffer froemgloblems of information overload
and drowning due to the significant and rapid glrowt the amount of information and
the number of users. The problems of low precisiod low recall rate caused by above
reasons are two major concerns that users haveabwdth while searching for the
needed information over the Internet. On the othand, the huge amount of
data/information residing over the Internet corgaia large amount of valuable
informative knowledge that could be discoveredadaanced data mining approaches. It
is believed that mining this kind of knowledge wglieatly benefit Web site designs and
Web application developments, and promote othatedlapplications, such as business
intelligence, e-Commerce, and entertainment braadete. Thus, the emerging of Web
has put forward a large number of challenges to Wetearchers for web-based
information management and retrieval. Web reseascaed engineers are requested to
develop more efficient and effective techniquesatsfy the demands of Web users.
Web data mining is one kind of these techniques$ dfiéciently handle the tasks of
searching the needed information from the Intermeproving the Web site structure to
provide better Internet service quality and discmgethe informative knowledge from

the Internet for advanced Web applications. In@ple, Web mining techniques are the
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means of utilizing data mining methods to inducd amtract useful information from
Web data and services. Web mining research heectattk a variety of academics and
researchers from database management, informagtreval, artificial intelligence
research areas especially from knowledge discoaedy machine learning, and many
research communities have addressed this topiedent years due to the tremendous
growth of data contents available on the Intermet the urgent needs of e-commerce
applications especially. Dependent on various nginargets, Web data mining could be
categorized into three types of Web content, Welcgire and Web usage mining. In
this study, we focus on Web usage mining: thatdiscovering user access pattern
knowledge from Web log files, which contain thetbig visiting records of users on the
website. The discovered usage knowledge makesssilgle for Web designers and
developers to better understand user navigaticgtzbour, which will not only provide
them with helps in re-structuring Web sites, bgbamprove the Web presentations.
Web recommendation or personalization is a prodess utilizes the informative
knowledge learned from Web data mining as a knogdeblase, then predicts user
potential access preferences, and recommends shenuaed Web contents by referring
to the knowledge base. The knowledge base can de oqa of content, linkage, usage
and semantic information. Recommender systems aife studied in the context of
artificial intelligence and information retrievallTo-date, there are two kinds of
approaches and techniqgues commonly used in recodenaystems, namely content-
based filtering and collaborative filtering systerf&3, 39]. Recently collaborative
filtering approaches have been extensively useWé@b recommendation applications

and have achieved great success as well [42-444niieile, with the progress of the
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Web usage mining research, Web researchers inencbmbine the usage pattern
knowledge into the recommendation to improve Weipmemendation systems. Using
the usage knowledge as a collaborative informagmurce will dramatically improve the
recommendation performance and the online respeffsgency. With the benefit of
great progress in data mining research communitiesy data mining techniques, such
as collaborative filtering based on the k-NearestgNbour algorithm KNN) [42-44],
Web user or page clustering [29, 45, 46], assariatile mining [47, 48] and sequential
pattern mining technique [19] have been adoptexdirrent Web usage mining methods.
To implement Web usage mining efficiently, it issestial to first introduce a solid
mathematical framework, on which the data mininglgsis is performed. There are
many types of data expressions could be used teelmbd co-occurrence of Web user
behaviours, such as matrices, directed graphs ridsequences and so on. Different
data expression models have different mathemataodl theoretical backgrounds. In
particular, we aim to adopt the commonly used matxipression, which is also widely
used in Web structure (linkage) mining, in thisdstuln this framework, the user
navigational behaviour is modelled by a usage maini the form of the session-page
vector. Based on the proposed mathematical frameweowrariety of data mining and
analysis operations can be employed to conduct Mgelge data mining. Clustering is a
main analytical approach used in this work, whilhoi partition Web objects into various
groups based on their mutual distance. On the dtaed, the latent semantic analysis
model is another focus of Web usage mining, whechble to discover the underlying
relationships among the Web objects. Some basurigéens regarding their algorithms

and concepts are discussed in this chapter.
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In the context of Web recommendation, there aresrs¢valgorithms and techniques,
which have been studied and developed in conveatimommender systems. In this
chapter, we also review and discuss the backgrowalved in Web recommendations.

All these fundamentals prepare us a necessary kadgelbase for better understanding
the studies addressed.

The remainder of this chapter is organized as ficdlowe first introduce a Web usage
data model in the form of the matrix expressiosestion 2.2. Clustering is discussed in
section 2.3. We review the theoretical backgrouhdhe latent semantic analysis in
section 2.4, and algorithms and similarity measunsgh respect to Web

recommendations are given in section 2.5.

2.2. Web Data Model and Matrix Expression

For efficient Web data management, the Web dataemisdessential and crucial, on
which a variety of data mining and machine learntaghniques are employed. To
achieve the desired mining tasks discussed abloeee aire different Web data models in
the forms of feature vectors engaged in pattercodery and knowledge application.
According to the three identified categories of Wining methods, three types of Web
data/sources, namely content data, structure datasage data, are mostly considered in
the context of Web mining. Before we start to psalifferent Web data models, we
firstly give a brief discussion on these three dgpes in the following paragraphs.

Web content data is a collection of objects usedoiavey content information of Web
pages to users. In most cases, it is composedxafré material and other types of
multimedia contents, which include static HTML/XMiages, images, sound and video

files, and dynamic pages generated from scripts datdbases. The content data also
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includes semantic or structured meta-data embeattbdh the site or individual pages.
In addition, the domain ontology might be considegis a complementary type of content
data hidden in the site implicitly or explicitly.h® underlying domain knowledge could
be incorporated into Web site designs in an imiphtanner, or be represented in some
explicit forms. The explicit form of domain ontolpgan be conceptual hierarchy e.g.
product category, and structural hierarchy sucya&®o directory etc [71].

Web structure data is a representation of linkelgtronships between Web pages, which
reflects the organization concept of a site from tfewing point of the designer [34]. It
is normally captured by the inter-page linkage ctrte within the site, thus, is called
linkage data. Particularly, the structure data sfta is usually represented by a specific
Web component, called “site map”, which is generadatomatically when the site is
completed. For dynamically generated pages, the siapping is becoming more
complicated to perform since more techniques ageired to deal with the dynamic
environment.

Web usage data is mainly sourced from Web log,fidsch include Web server access
logs and application server logs [28, 72]. The taa collected at Web access or
application servers reflects navigational behavimowledge of users in terms of access
patterns. In the context of Web usage mining, ustega that we need to deal with is
transformed and abstracted at different levelsggfegations, namely Web page sets and
user session collections. Web page is a basicaing Web site organization, which
contains a number of meaningful units serving fog main functionality of the page.
Physically, a page is a collection of Web itemsnegated statically or dynamically,

contributing to the display of the results in resg® to a user action. A page set is a
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collection of whole pages within a site. User s@$$$ a sequence of Web pages clicked
by a single user during a specific period. A usssgn is usually dominated by one
specific navigational task, which is exhibited thgh a set of visited relevant pages that
contribute greatly to the task conceptually. Theigetional interest/preference on one
particular page is represented by its significaeight value, which is dependent on user
visiting duration or click number. The user sessi¢or called usage data), which are
mainly collected in the server logs, can be tramséul into a processed data format for
the purpose of analysis via a data preparing agahohg process. In one word, usage data

is a collection of user sessions, which is in threnf of weight distribution over the page

space.
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Figure 2-1. The illustration of Web data model
Matrix expression has been widely used to modedamirrence activities like Web data.
The illustration of a matrix expression for Web alas shown in Figure 2-1. In this
scheme, the rows and columns correspond to vakiéets objects which are dependent
on various Web data mining tasks. In the contextVééb content mining, the
relationships between a set of documents and af $&etyword could be represented by a
document-keyword co-occurrence matrix, where thesrof the matrix represent the

documents, while the columns of the matrix correspim the keywords. The intersection
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value of the matrix indicates an occurrence ratex @pecific keyword appeared in a
particular document, i.e. if a keyword is appeamech document, the corresponding
matrix element value is 1, otherwise 0. Of coutbe, element value could also be a
precise weight rather than 1 or 0 only, which eyatflects the occurrence degree of
two concerned objects of document and keyword.example, the element value could
represent a frequent rate of a specific keyword igpecific document. Likewise, to
model the linkage information of a Web site, araadncy matrix is used to represent the
relationships between pages via their hyperlinksid Ausually the element of the
adjacency matrix is defined by the hyperlink lirdiitwo pages, that is, if there is a
hyperlink from page i to page j#ij), then the value of the elemestis 1, otherwise 0.
Since the linking relationship is directional, igiven a hyperlink directed from pagé&
pagej, the link is an out-link for, while an in-link forj, and vice versa. In this case, the
i"™ row of the adjacency matrix, which is a page vectepresents the out-link
relationships from pageto other pages; th’&‘ column of the matrix represents the in-link
relationships linked to pagdrom other pages.

In Web usage mining, we can model one user sessi@page vector in a similar way.
The user access interest exhibited may be refldayethe varying degree of visits on
different Web pages during one session. Thus, werepresent a user session as a
collection of pages visited in the period alonghwilheir significant weights. The total
collection of user sessions can, then, be expresssage matrix, where tiferow is the
sequence of pages visited by useluring this period; and th& column of the matrix

represents the fact which users have clicked thgepin server log files. The element
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value of the matrixa;, reflects the access interest exhibited by the usae the page,
which could be used to derive underlying accesepet of users.

The mathematical framework of Web data mining arebWecommendation is depicted
in Figure 2-2, which outlines the schematic streestaf the proposed prototype. It is
shown that Web data model, Web mining and recomateord algorithm are the three
main components of the whole scheme.

Object on which
prediction is done
0, O O; On

SE8
Uz B | prediction on itefn {(RuR. "R} Top-Nlisto

Target user jforthe target useri objects for the target user|i
wl ] > >
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Um

Input data CF-algorithm Recommendation

Figure 2-2. A framework for Web usage mining andovkecommendation
In this study, we mainly focus on introduction oeWusage data model. GivariWeb
pages in a Web site amd Web user sessions recorded in a Web log file fepexific
period, after data pre-processing, which considtspage identification and user

sessionization processes [73], we can built ug afsepages a® ={p, p,... B} and a
set of m user sessions &={g s ..., § . This process is executed in a similar way

happened in information retrieval, in which a wextabulary collection and document
corpus are created in the form of a document-kegwuoatrix and each entry in this
matrix is determined by the tf/idf value [61]. Ihet context of Web usage mining,
therefore, the user session and Web page collectiold be considered as the equivalent
concepts of document corpus and keyword vocabuslety in information retrieval. That

is, each user session can be, in turn, expressed sExjuence of weight-page pairs,
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s={(p &), (R &)-..( p, @)}, wherea, stands for a significant weight on the page
p; contributed by the user sess®rBy simplifying the above expression in terms afe
vectors, each user session can be considered asdanensional vector of pages,
s={a, & .- @} , whereg, denotes the weight for the pagein the s user session.
Figure 2-3 illustrates the constructed Web usada dedel in a matrix expression, in

which each row indicates a user session over tlge z@t, while each column is

corresponding to a weight distribution of one sfiegage over the session set.

(page crpus P1 P2 B ... Pn
S1
S

(session se S ai
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Figure 2-3. Web usage data model in a matrix espras
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4) Main Movies: 19sec Movies News: 21sec News B8sec
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5) Movies Box: 32sec Box-Office News: 17sec Newdado
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Figure 2-4: A usage snapshot and its session-pag@maxpression
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As a result, the whole user session data can beedtito form Web usage data

represented by a session-page m&Hx, ={ g} . The element value in the session-page
matrix, g; , can be represented by a weight associated wéhptgep, in the user
sessiorg , which is usually determined by the number of bitshe amount time spent on
the specific page. Generally, the weightassociated with the page in the session

§ should be normalized across pages in the samesassion in order to eliminate the

influence caused by the relative amount differen€evisiting time durations or hit
numbers. The so-called session normalization imeleation is capable of capturing the
relative significance of a page within one usersges with respect to other pages
accessed by the same user. Figure 2-4 illustratexample of a usage data snapshot, in
which the names (intalic) are the titles of Web pages followed by the lirdsd
corresponding link times (underlined), and its esponding session-page matrix in terms

of normalized weight forms from [36, 56] is dispéalyas well.

2.3. Clustering Algorithms

Clustering analysis is a widely used data minirgpathm for many data management
applications. Clustering is a process of partitigna set of data objects into a number of
object clusters, where each data object sharekigtesimilarity with the other objects
within the same cluster but is quite dissimilaotgects in other clusters. Different from
classification algorithm that assigns a set of ddigcts with various labels previously
defined via a supervised learning process, clugiesinalysis is to partition data objects
objectively based on measuring the mutual simyabiétween data objects, i.e. via a

unsupervised learning process. Due to the factthieatlass labels are often not known
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before data analysis, for example, in case of bbéegl to assign class labels in large
databases, clustering analysis is sometimes aniegffiapproach for analysing such kind
of data. To perform clustering analysis, similanitgasures are often utilized to assess
the distance between a pair of data objects basetieo feature vectors describing the
objects, in turn, to help assigning them into diéfe object classes/clusters. There are a
variety of distance functions used in differentreéos, which are really dependent on
the application background. For example, cosinectfan and Euclidean distance
function are two commonly used distance functiongnformation retrieval and pattern
recognition [61]. On the other hand, assignmenatsfyy is another important point
involved in partitioning the data objects. Therefodistance function and assignment
algorithm are two core research focuses that ataréat of efforts contributed by various
research domain experts, such as from database, rdating, statistics, business
intelligence and machine learning etc.

The main data type typically used in clusteringlgsia is the matrix expression of data.
Suppose that a data object is represented by aeseguof attributes/features with
corresponding weights, for example, in the cont#x¥Web usage mining, a usage data
piece (i.e. user session) is modelled as a weigtdgd sequence. Like what we discussed
above, this data structure is in the form of thgatby-attribute structure, or an n-by-m
matrix wheren denotes the number of data objects amdepresents the number of
attributes. In addition to data matrix, similarityatrix, where the element value reflects
the similarity between two objects is also useddaoistering analysis. In this case, the
similarity matrix is expressed by an n-by-n tabi@r example, an adjacency matrix

addressed in Web linkage analysis is actually alaity/relevance matrix. In this work,
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we adopt the first data expression, i.e. data matraddress Web usage mining and Web
recommendation.

To date, there are a large number of approacheslgodthms developed for clustering
analysis in the literature [2, 17, 29, 35, 45, 68, 74-76]. Based on the operation targets
and procedures, the major clustering methods cancdiegorized as: Partitioning
methods, hierarchical methods, density-based mstlgrdi-based methods, model-based
methods, high-dimensional clustering and constia@sed clustering [17]. Partitioning
method is to assign objects intok predefined groups, where each group represents a
data segment sharing the highest average similaritpmparison to other groups. The
well-known k-means is one of the most conventional partitiorchgtering algorithms.
The algorithm is expressed as follows:

Step 1: arbitrarily choodedata points as initial cluster mean centres;

Step 2: then assign each data to the cluster i&iméarest centres, and update each mean
centre of cluster;

Step 3: repeat step 2 until all centres don't cleaangd no reassignment is needed;

Step 4: finally output subject clusters and theiresponding centres.

Hierarchical clustering is to construct a hieracahitree of the given set of data objects
instead of crisply classifying each data objects andistinct data segment. The algorithm
is executed in the following way:

Step 1: calculate the mutual distance of two datatp (distance matrix) as the clustering
criteria;

Step 2: decompose the dataset into a set of lefdle nested aggregations based on the

distance matrix (i.e. the tree of clusters);
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Step 3: cut the hierarchical tree at the desirgdllby selecting a predefined threshold,
and then explicitly merge all connected subjectewehe cut level to create various
clusters;

Step 4: output the dendrograms and the clusters.

Hierarchical clustering provides an easily visuadizvay to modelling the underlying
relationships among the data objects. Hierarchadabtering can be considered an
agglomerative approach, which suffers from the j@obof one-way construction, that is,
it can not be undone during the hierarchical ti@@struction procedure.

Model-based methods hypothesize that there existedel for each of the clusters, into
which one data object is best fitted by measuridgrasity function. The density function
that associates with the special distribution of tfata helps to determine the cluster
number and to assign the data objects into vakdtusiers. For exampl&elf Organizing
Map (SOM) based clustering is one of the model-basethads, which is to map a data
object in a high-dimensional space into a low-dimenal (e.g. 2-D or 3-D) grid map via
a neural network based algorithm. The SOM-basestariing algorithm is eventually to
map the original data objects onto different ddtachs/segments of the SOM grid and
the locality of the data points indicates the viega clustering information. The detailed
description of SOM-based clustering algorithm iefty summarized as follows:

Step 1. The SOM process consists of a regular,llysweéo-dimensional, grid of map

units. Each unit is represented by an n-dimensional prototype veoto=[m,,---, m],

wheren is the dimension of the input space. In the gtitt units are connected to

adjacent ones by a neighbourhood relation. The eurabthe map units, which varies
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depending on the size of the input space, detesrine accuracy and generalization

capability of the SOM;

Step 2: On each learning step, a data sampeselected and the nearest map unit (i.e.

Best Matching Unit BMU) is found on the map. The prototype vectbthe BMU and

its neighbouring units on the grid are merged tovthe sample vector:
m(t+1)=m()+a () f (9 % (X (2.1)

wherea(t) is the learning rate arfw(t) is a neighbourhood kernel centred on the winner

unit. Both of learning units and neighbourhood késnradius decrease monotonically

with time;

Step 3: The SOM s trained iteratively until thdldwing error function reaches the

minimum:

N M

e=$ S x| @2

i=l j=1

whereN is the number of the training data dids the number of the map units.

2.4. Latent Semantic AnalysisModels

Different from clustering algorithm, latent semardnalysis is one kind of statistical data
analytical models, which is to perform analysisaoso-called latent semantic space rather
than on the original data matrix. The latent semasgace is usually a transformed data
space derived from the original input space, witah convey the semantic information
in some extentsLatent Semantic Indexin@-Sl1), one kind of LSA model, was firstly
proposed to address finding semantic relevandeeicontext of information retrieval and
digital library. Researchers utilized it to idegtthe semantic themes hidden in a large

amount of document collections. LSI algorithm heli@aved great success in text mining
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and has been extended to other related applicafijs The standard LSI algorithm is
based on a SVD operation. The SVD definition ofatrir is illustrated as follows [77]:

For a real matrixA:[qj ]mxn, without loss of generality, suppos®=> nand there exists

a SVD of A (shown in Figure 2-5):

>
A=U [OljvT = UMZ - nV,;

(2.3)
whereU and V are orthogonal matridgsU =1_,V'V = | . MatricesU andV can be

respectively denoted ad) . =[u,U,---u,] —andV,, =[v,%-v] , where

mxm n

u,,(i=1;-- m) is a m-dimensional vectar = (u,,u, - y;) andv,,(j=1,--,n) is a n-

dimensional vectow, =(vlj Voo Y )T . Supposeank( A) = rand the singular values of

A are the diagonal elementsYfas follows:

o, 0 -« 0
0 R

>l .sz S =diag(o,,0,,--0y,)
0 0 o

n

whereo, > o,

i+1

>0, forl<i<r-1; o, =0, forj>r +1, thatis

For a given threshold (0<e<1), choose a parametérsuch thafo, —o,,)/o, > €.
Then, denotd, =[u, W, U] . Vi =[V% % ] 0 D =diag(oy,0,,+-0,), and

A= Ukz kaT
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A = ir,

Figure 2-5. An lllustration of SVD approximation

As known from the theorem in algebra [7A,is the best approximation matrix Aoand

conveys the maximum latent information among tleegssed data. This property makes
it possible to find out the underlying semanticoasastion from the original feature space
with a reduced computational cost, in turn, is ablbe used for latent semantic analysis.
While SVD is usually used in the conventional L&hniques, some variants of the LSA
methods have been proposed recently in the confekteb information processing and
text mining. Apart from the difference at the thetaral formulation, the common
characteristics of these methods are to map thginali feature space into a new
transformed feature space, and maintain the maxirapproximation of the original
feature space. For example, PLSA and LDA modetaoerepresentatives of such kinds
of approaches [67, 78]. More details regarding éhe& models will be intensively

presented in the following chapter 5 and 6.

2.5. Recommendation Algorithms

As discussed in the introduction part, the aim @b/Wecommendation is to find the most
matched user access pattern to the active useoseasdich is derived from Web usage

mining, and to recommend a list of pages that tberaumight be interested in, via
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referring to the visiting preferences of the chosesage pattern. To perform
recommendations efficiently and effectively, theme a variety of machine learning
algorithms that have been well studied and develo@end can be used in Web
recommendation. In this section, we simply revieavesal related algorithms that are

often used in recommendation processes.

2.5.1. k-Nearest Neighbour Algorithm

K-Nearest-NeighboufkNN) approach, which is to compare the curreet astivity with
the historic records of other users for finding tpk users who share the most similar
behaviours to the current one, is the most oftexd uecommendation scoring algorithm
in recommender systems. In conventional recommesgstems, findingk nearest
neighbours is usually accomplished by measuringsthelarity in rating of items or
visiting on Web pages between the current useioémets. The found neighbouring users
are then used to produce a prediction list of itémas are potentially rated or visited but
not done yet by the current active user via collatiee filtering approaches. Therefore,
the core component of the kNN algorithm is the kinty function that is used to
measure the similarity or correlation between ugetsrms of attribute vectors, in which
each user activity is characterized as a sequericattdbutes associated with
corresponding weights.

A variety of similarity functions can be used asasw@ing metrics. Among these
measures, Pearson correlation coefficient and ecsmilarity are two well-known and

widely used similarity functions in recommenderteyss [79].
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Correlation-based Similarity

Pearson correlation coefficient, which is to catelthe deviations of users’ ratings on
various items from their mean ratings on the réteihs, is a commonly used similarity

function in traditional collaborative filtering apgaches, where the attribute weight is
expressed by a feature vector of numeric ratingsasious items, e.g. the rating can be
from 1 to 5 where 1 stands for the lest like votamgl 5 for the most preferable one. The
Pearson correlation coefficient can well deal vatiiaborative filtering since all ratings

are on a discrete scale rather than on an anal@gails. The measure is described below.

Given two userd andj, and their rating vector® andR. , the Pearson correlation

coefficient is then defined by:

o 2.(R.-RH{(R, - )
sim(i, j)=corr(R, R )= —= : (2.4)
R S5

where R, denotes the rating of the useon the iterk, ﬁ is the average rating of the

useri.

However, this measure is not appropriate for theb \Wening scenario where the data
type encountered (i.e. user session) is actuadgoaence of analogous page weights. To
address this intrinsic property of usage data, dbgine coefficient is a better choice
instead, which is to measure the cosine functioh®fangle between two feature vectors.

Cosine function is widely used in information retral.
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Cosine-Based Similarity

The cosine coefficient can be calculated by the rat the dot product of two vectors

with respect to their vector norms. Given two vest# andB, the cosine similarity is
defined as:

sim( A B = cos(A,@ W ‘B{

(2.5)

where “” denotes the dot operation and “x” denotes themimrm.

2.5.2. Content-Based Recommendation

Content-based recommendation is a textual infoonafiltering approach based on
user’s historic ratings on items. In a content-daseommendation, a user is associated
with the attributes of the items that rated, angser profile is learned from the attributes
of the items to model the interest of the user. ild@@mmendation score is computed by
measuring the similarity of the attributes the usded with those not being rated, to
determine which attributes might be potentiallyedaby the same user. As a result of
attribute similarity comparison, this method is uadly a conventional information
processing approach in the case of recommendatimnlearned user profile reflects the
long-time preference of the user within a periaaj aould be updated as more different
rated attributes representing the user's interest abserved. Content-based
recommendation is helpful for predicting individgapreference since it is on the basis
of referring to the individual’s historic rating @arather than taking other’s preferences

into consideration.
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2.5.3. Collaborative Filtering Recommendation

Collaborative filtering recommendation is probatitg most commonly and widely used
technique that has been well developed for recomderesystems. As the name indicated,
collaborative filtering recommendation in recommenslystems works in a collaborative
referring way that is to aggregate ratings or pexfees on items, discover user
profiles/patterns via learning from users’ historating records, and generate a new
recommendation on a basis of inter-pattern comparidA typical user profile in
recommender systems is expressed as a vector oftings on different items. The
rating values could be either binary (like/dislike) analogous-valued indicating the
degree of preference, which is dependent on apilicacenarios. In the context of
collaborative filtering recommendation, there akgotmajor kinds of algorithms
mentioned in literatures, namely memory-based andetbased collaborative filtering

algorithms [39, 76, 79].

Memory-Based Collaborative Recommendation

Memory-based algorithms use the total ratings adraign training databases while
computing recommendations. These systems can aseldssified into two sub-
categories: user-based and item-based algorith&jsHar example, the user-based kNN
algorithm, which is based on calculating the sintyebetween two users, is to discover a
set of users who have a similar rating taste totaéinget user, i.e. neighbouring users,
using the kNN algorithm. Aftek nearest neighbouring users are found, this syssas a
collaborative filtering algorithm to produce a picttbn of the top-N recommendations
that the user may be interested in later. Givearget usew, the prediction on the item

is then calculated by:



Chapter 2 Fundamentals of Web Data Mining and WetoRimendation 52

Z(Rjyi-sirr( u J))
P, = (2.6)

iz:sim(u, j)

Here R; denotes the rating on the itémoted by the usgr and the onlk most similar

users (i.e. the k nearest neighbours of the u$emre considered in making
recommendations.
In contrast to the user-based kNN, the item-ba$éid &lgorithm [79, 80] is a different
collaborative filtering algorithm, which is based computing the similarity between two
columns, i.e. two items. In an item-based kNN systa mutual item-item similarity
relation table is constructed first on a basisafiparing the item vectors, in which each
item is modelled as a set of ratings by all usosproduce the prediction on an itéror
the usemw, it computes the ratio of the sum of the rating®ig by the user on all items
that are similar to the itemwith respect to the sum of the involved item samiles as
follows:

k

Z(R“--sin'(i )

pu,i = = (27)

JZ:sim( i )

Here R, ; denotes the prediction of the rating given by tkeru on the itenj, and only

the k most similar items (k nearest neighbours of itBmare used to generate the

prediction.

M odel-based Recommendation

A model-based collaborative filtering algorithmtes derive a model from the historic

rating data, and in turn, uses it for making recandations. To derive the hidden model,
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a variety of statistical machine learning algorithwan be employed on the training
database, such as Bayesian networks, neural netwoldstering and latent semantic
analysis and so on. For example, in a model-basmmimmender system, a nanteafile
Aggregations based on Clustering Transact{®ACT) [29] clustering algorithm was
employed to generate aggregations of user sessidnish are viewed as profiles via
grouping users with a similar access taste intmuarclusters. The centroids of the user
session clusters can be considered as accesqpatiedels learned from the Web usage
data, in turn, used to make recommendations vexnef to the Web objects visited by
other users who share the most similar accesgddable current target user.

Although existence of different recommendation athms in recommender systems, it
is easily found that these algorithms are both etkeg in a collaborative manner, and the
recommendation scores are dependent on the s@gmifrecommendation weights. In the

following parts, we adopt these findings into owrky



Chapter 3 Discovering Web Usage Pattern with Lagsrantic Indexing Approach 54

3. Discovering Web Usage Pattern with
L atent Semantic Indexing Approach

3.1. Introduction

Web clustering is one of the mostly used techniguele context of Web mining, which
is to aggregate similar Web objects, such as Wekgar users session, into a number of
object groups via measuring their mutual vectotasice. Basically, clustering can be
performed upon these two types of Web objects, lwhesults in clustering Web users or
Web pages, respectively. The resulting Web usesi@esgroups are considered as
representatives of user navigational behaviouepat while Web page clusters are used
for generating task-oriented functionality aggregat of Web organizations. Moreover,
the mined usage knowledge in terms of Web usagerpatand page aggregates can be
utilized to improve Web site structure designs.

There has been a considerable amount of work oaghkcations of Web usage mining
and recommender systems. For example, Mobashelr [@BJaproposed an aggregate
usage profile technique to cluster Web user trdimsa into various usage groups by
using standard clustering algorithms, suclk-aseans clustering algorithm. On the other
hand, an algorithm called PageGather [52] was megpdy Perkowith and Etzioni to
discover significant page segments, which were usdaelp Web designers to add an
additional index page that not existed before talifate Web users to locate their

interested contents quickly, by using a Clique (ptate link) clustering algorithm.
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In the context of clustering, computational costsai major concerned issue suffering
researchers due to the particular characterisficd/eb data, e.g. the problems of the
high-dimension and the sparsity nature of Web d&a. example, it is difficult,
sometimes, to simply apply a standard clusteriggrghm on the Web usage data with
millions of user sessions to derive a collectionVééb pages, which is resulting in a
tough computational task. The reason is that idstdausing pages as dimensions, the
user sessions must be treated as dimensions astdratg is performed on this very high-
dimensional space. To address there issues, diomatisy reduction techniques and
alternative clustering algorithms are explored. Aggt thesel.atent Semantic Analysis
(LSA) is considered as an efficient dimensionat#guction algorithm with the latent
semantic analysis capability, that is, the capgbdf discovering the hidden knowledge
from Web data by taking the semantic property dddato consideration.

Latent Semantic Indexin@-Sl), one kind of traditional LSA algorithms, & statistical
method, which is to reconstruct a co-occurrenceeagion space into a dimension-
reduced latent space that keeps the maximum appatioin of the original space by
using mathematical transformation procedures sucBimgular Value Decomposition
(SVD). With the reduced dimensionality of the trfamsied data expression, the
computational cost is significantly decreased atiogity, and the problem of sparsity of
data is handled well as well. Besides, LS| baselrnigues are capable of capturing the
semantic knowledge from the observation data, wthideconventional statistical analysis
approaches such as clustering or classification iardack of finding underlying
association among the observed co-occurrence. dh dacades, LSl is extensively

adopted in applications of information retrievahgige processing, Web research and data
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mining, and a large amount of successes have l#evad. In this chapter, we aim to
integrate LSI analysis with Web clustering procesde discover Web user session
aggregates with better clustering quality, in otlverds, this techniques is on the basis of
combination of latent semantic analysis and Welgeisaining.

The remainder of this chapter is structured aso¥l Section 3.2 first describes the
theoretical background of LSI algorithm, which igsbd on a SVD calculation. Some
basic concepts and formulas are presented to Hesttre details of the algorithm. We
then propose an algorithm of Web clustering folding user profiles by incorporating
latent semantic analysis in section 3.3. Experiglergsults are demonstrated in section
3.4. Related work and discussion are given in gec8.5. Finally we conclude this

chapter in section 3.6.

3.2. Latent Semantic Indexing Algorithm

In this section, we first focus on introducing L&gorithm and its related mathematical
background, especially the knowledge of linear lalgein terms of Singular Value
Decomposition operation, which forms the foundatimin LSI algorithm. Upon the

transformed semantic space, we propose a novelasityifunction to measure the

distance between two user sessions, which woulgsed in Web clustering.

3.1.1. Web Usage Data M oddl

The Web usage data is originally collected andestam Web sever logs of websites, and
is pre-processed for data analysis after perforrdiaig cleaning, page identification, and

user identification for constructing the co-occage observation. In this study, we are
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mainly interested in the refined usage data instédkde raw data, more details regarding
data preparation steps could be found in [73].

At this stage, we first review the usage data mdestribed in the previous chapter, and
particularly introduce the concept of the sessiagepmatrix for Web usage mining.

As discussed above, in the context of Web usagéngjimve construct two sets of Web

objects: Web session s6t={ g s,... g and Web page s®={p, p,... R} -

(page corpus) P1 , P S ] P
Sl
S

(session se Si ai

Figure 3-1. The schematic structure of a sessige-paatrix

And each user session is considered as a sequengege-weight pairs, say
s={(p &).(p a),...( p, a)}. For the reason of simplicity expression, eachr use
session can be re-written as a sequence of weigh&s the page space, i.e.
s ={a, & ..- @} , wherea; denotes the weight for the page in the 5 user session.
As a result, the whole user session data can beefbras a Web usage data matrix
represented by a session-page mab#x  ={ g} (Figure 3-1 illustrates the schematic
structure of the session-page matrix).

The entry value in the session-page matgjxjs usually determined by the number of

hits or the amount time spent by specific usert@ndorresponding page. Generally, in
order to eliminate the influence caused by thetik®aamount difference of visiting time

duration or hit number, a normalization manipulatacross page space in the same user
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session is performed. Figure 3-2 illustrates twapshots of Web log records extracted
from a Web access log, in which each field is s&earby a space. Particularly, note that
the first and fourth fields are identified as thsiter IP address and the requested URL
respectively, and are utilized to help collectirgpge data. Thus, the first field can be

identified as user session ID and the fourth attabs treated as the page ID.

202.161.108.167- - [01/Feb/2003:00:00:03 +1100] "GET/timetables/ci§@3s1/cc
4logo.gif HTTP/1.1" 206 14102 “http://www.cs.rmilileau/timetables/city/2003s1
cover.html "Mozilla/4.0 (compatible; MSIE 5.5; Wiods 98)"

~

213.183.13.65 - - [01/Feb/2003:00:00:16 +1100] "Gw@wihikoff/palm/dev.html HTT
P/1.1" 302 244 '"http://www.google.de/search?g=sestronboardc+examples&ie=UTF
8&0e=UTF-8&hl=de&meta=" Scooter/3.3"

Figure 3-2. Snapshots from a Web access log
Once the usage matrix is constructed, we may applygonventional clustering
algorithms on the user session data to classify ssgsions into various groups, within
which the classified sessions share the similaesginterest. It is intuitive to perform
clustering algorithms directly on each row vectbrtlte usage matrix to determine the
relative “close” session cluster by using a sinitjabased measure, such as the
commonly adopted cosine similarity from InformatiBetrieval. In [29], for example, an
algorithm named PACT is proposed to address usatjerp mining based on the above
mentioned technigue. However, this kind of clusigritechnique only captures the
mutual relationships between session data expiicitl is incapable of revealing the
“deeper” underlying characteristics of usage pasierin this work, we propose an
algorithm, namedLatent Usage Informatio(LUI) to group user sessions semantically by
taking the latent semantic information into accoulRobr better understanding LUI

algorithm, we first discuss some theoretical bacligds of the SVD algorithm.
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3.1.2. Singular Value Decomposition Algorithm
The SVD definition of a matrix is illustrated aslléaws [77]: For a real matrix

A= [aj ]m, without loss of generality, suppose> nand there exists a SVD of A:

A= Umxmz nx nVISI n (31)
where U and V are orthogonal matrices. Matricés and V can be denoted as
U,.=lu,u,...ul, andV. =[V,V,,..., V] whereu (1 = 1,...m) is am

dimensional vectou, ={u;, W, ... y;}" andv, ( = 1,...,n) is an-dimensional matrix
v, ={V;, V- Vj}T. Supposerank( A) = rand singular values oA are the diagonal
elements o}, as follows:

0,20,20,20,,==0,=0 (3.2)
For a given threshold (0<e<1), we choose a parametesuch thafo, —o,,,)/c, > ¢.
Then, we denot®, [u,, U,,+-,u] Vi =[V%, %, ] .. D k= diag(c,,0,, -0, ), and
A= Ukz KV,
Known from the theorem in algebra [77),is the best approximation matrix foand

conveys the latent semantic information among tege data. This property makes it
possible to find out relative “close” user sessiahghe semantic latent level based on

their mutual similarity.

3.1.3. Representation of User Session in Latent Semantic Space

Once the SVD implementation is completed, we mayrite user sessions with the

obtained approximation matrly, , Zk and V, by mapping them into anothéde



Chapter 3 Discovering Web Usage Pattern with Lagsrantic Indexing Approach 60

dimensional latent semantic space. For a givenasessit is represented as a coordinate
vector with respect to pages, written 8s={g, &, ..., @} . The projection of

coordinate vectos in thek-dimensional latent semantic subspace is re-pasaipetl as

S =SV >y =t tipety) (3.3)

wheret, =>" a0, j=12,.. k.

3.1.4. Similarity Measure
We adopt the traditional cosine function to captime common interests shared by user
sessions, i.e. for two vectoss= (X, %,,..., % )and y= (Y, ¥,..., Y,) in ak-dimensional

space, the similarity between them is defined as

sim(x =% Y/(| k| ¥). wherex-y=3" xy, |x],= > % . In this manner,

the similarity between two transformed user sessiswulefined as:

sim(s. )= (s 8)/] 4. [ . 34)

3.3. Latent Usage I nformation Algorithm

In this section, we present an algorithm callatent Usage Informatior(LUI) for
clustering Web sessions and generating user psdfigsed on the discovered clusters.
This algorithm consists of two steps, the firspste a clustering algorithm, which is to
cluster the converted latent usage data into a puwibsession groups; and the next step
is about generating a set of user profiles, whrehderived from calculating the centroids

of the discovered session clusters.
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3.3.1. Algorithm for Clustering User Session

Here we adopt &means clustering algorithm, named MK-means clusgeto partition
user sessions based on the transformed usage d#ia aver the latenk-dimensional
space. This algorithm does not need to predefimanpeterk and k initial centroids,
whereas the standakedmeans has to do so to start clustering. The dlguoris described
as follows:

[Algorithm 3.1]: MK-means clustering

[Input]: A converted usage matr&Pand a similarity threshold

[Output]: A set of user session clusteBCL={ SC[t and corresponding centroids
Cid ={Cid}

Step 1: Choose the first user sessipas the initial cluste6SCL and the centroid of this
cluster, i.e.SCL ={ ¢ andCid, =5s.

Step 2: For each sessign calculate the similarity betweenand the centroids of other
existing clusterssim(s, Cid).

Step 3: if sim(s, Cig)=max(sin{s Cid))>¢ , then allocates into SCL,_ and
J

recalculate the centroid of the clus®€L, asCid, =1/|C|>_ s;

jeCy
Otherwise, lets itself construct a new cluster and be the centbithis cluster.

Step 4: Repeat step 2 to 4 until all user sessaoagprocessed and all centroids do not

change any more.
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3.3.2. Building User Profile

As we mentioned above, each user session is repeesas a weight-based page vector.
In this way, it is reasonable to derive the cewditili the cluster obtained by the described
clustering algorithm as a user profile. In this kowe compute the mean vector to
represent the centroid. For each session cl88kre SCI, the mean page vector of all
sessions in the cluster (i.e. centroid), is deteedhi by the ratio of the sum of page
weights in SCL. to the number of sessions in the cluster. In otd@&liminate the impact
of difference in visiting time or click numbers @&ach session, the weights are
normalized while calculating the centroid of clustEhat is, the maximum weight in the
constructed user profile is tuned to be 1, wheoghsr page weights are divided by the
maximum weigh accordingly. Meanwhile, some lesstitbated pages (i.e. those with
mean weights being less than one certain limit) fdtered out. The algorithm for
constructing user profile is as follows:

[Algorithm 3.2]: Building user profile based on LSI

[Input]: A set of user session cluste8€L={ SC|}
[Output]: A set of user profile§)P = {up,}

Step 1: For each pagen the clusterSCL, , we compute the mean weight value of pages

wi(p, SCL)=1| SCIl 3 @ p} (35)

se SCl

wherew( p, 9is the weight of the page in the sessiorse SCi,, and|SCLk| denotes

the session number in the clus&ClL, .

Step 2: For each cluster, furthermore, we calcutateean vector (i.e. centroid) as
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my ={< pw{ pSCh>| e P (3.6)
Step 3: For each page within the cluster, if theievas less than the threshagld the
corresponding page will be filtered out, otherwbgeekept.
Step 4: Sort pages with their weights in a deseendrder and output the mean vector as

the user profile.
up, ={< P W R SCY >< P, Wt g, SC>...< p Wt,p SEE (3.7)
wherewt(p,, SCl)> w( p,, SCh>---> Wt p SGl> .

Step 5: Repeat step 1 to 4 until all session alsistee processed, output user profiles.

3.4. Experimental Results

In order to evaluate the effectiveness of the psepoLUI algorithm, which consists of
the Web clustering algorithm and the user profgé@egating algorithm, and evaluate the
discovered user access patterns, we conduct exg@sn two real world data sets and

make comparisons with the previous work.

3.4.1. Experimental Design and Data Sets

We take two Web log files, which are public to &scen the Internet for the purpose of
research, as the usage data for experiments. Taésasets are either in a raw data format
or a pre-processed format. The first data set usdtis study is downloaded from a

KDDCUP website rww.ecn.purdue.edu/kddcpThe data set is a commonly-used data

source provided to test and compare knowledge desganethods (prediction algorithm,
clustering approaches, etc.) for the data mining@se. Data pre-processing is needed to

perform on the raw data set since there are som gber sessions existing in the data
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set, which mean they are of less contribution fadnining. Support filtering technique
is used to eliminate these user sessions, leakngrily sessions with at least four pages.
After data preparation, we have setup a data stdimg 9308 user sessions and 69
pages, where each session consists of 11.88 pageerage. We refer to this data set as
“KDDCUP data”. In this data set, the entries in Hession-page matrix associated with
the specific page in a given session are deternbgatle numbers of Web page hits by a
given user.

The second data set is from a university websigefile and was made available by the
author in [8]. The data is based on a random didle®f users visiting this site for a 2-
week period during April of 2002. After data prespessing, the filtered data contains
13745 sessions and 683 pages. This data file iess@d as a session-page matrix where
each column is a page and each row is a sessiosserpied as a vector. The entry in the
table corresponds to the amount of time (in sedoedent on a page during a given
session. For convenience, we refer to this datdCds data”. For each dataset, we
randomly choose 1000 user sessions as the evalsgtpwhereas the remainder part is
selected as the training set for constructing pssfiles.

The whole experiment design is structured as falowe use the constructed usage data
in the form of a matrix as a input data source, apply appropriate data mining or
analysis algorithms on it to extract usage knowdedgd latent semantic relationships,
which are formed as a usage knowledge base. Evgnwea employ the developed
algorithms along with the knowledge base to makéd Véeommendations. To assess the
employed algorithms and data analytical modelsjni®duce some evaluation metrics

and carry out comparisons with other related stidie
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Other experiments performed in this thesis alldiwlithis experimental design with
various data analytical models. In this chapter,awve to address usage pattern mining

with LSI approach. The experimental results arsgméed in the following parts.

3.4.2. Results of User Profiles

We first utilize LUI algorithm to conduct Web usagening on the selected two usage
datasets respectively. We tabulate some resultselow Table 3-1 and Table 3-2. In

these tables, each user profile is representeddmgaence of significant pages together
with corresponding weights. As we indicated beftie,calculated weight is expressed in
a normalized form, that is, the biggest value @nthis set to be 1 while others are the

relatively proportional values, which are alwayssl¢han 1.

Table 3-1. Examples of generated user profiles fikidd dataset

Page # Page content weight
29 Main-shopping_cart 1.00
4 Products-productDetailleagwear 0.86
27 Main-Login2 0.67

8 Main-home 0.53
44 Check-express_Checkout 0.38
65 Main-welcome 0.33
32 Main-registration 0.32
45 Checkout-confirm_order 0.26
Page # Page content weight
11 Main-vendor2 1.00
8 Main-home 0.40

12 Articles-dpt_about 0.34
13 Articles-dpt_about_mgmtteam 0.15
14 Articles-dpt_about_broadofdirectors 0.11
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Table 3-2. Examples of generated user profiles f@rhdataset

Page # Page content weight
19 Admissions-requirement 1.00
3 Admissions-costs 0.41
15 Admissions-international 0.24
13 Admissions-120visa 0.21
387 Homepage 0.11
0 Admission 0.11
Page # Page content weight
349 Gradapp-tologin 1.00
20 Admissions-statuscheck 0.35
340 Gradapp-login 0.32
333 Gradapp-appstat_shell 0.13
0 Admissions 0.11
Page # Page content weight
387 Homepage 1.00
59 Courses 0.78
71 Course-syllabilist 0.40
661 Program-course 0.17
72 Course-syllabisearch 0.12

Table 3-1 depicts 2 user profiles generated fronDKdataset using LUl approach. Each
user profile is listed in an ordered page sequemitie corresponding weights, which
means the greater weight a page contributes, thie hkely it is to be visited. The first
profile in Table 3-1 represents the activities iwed in online-shopping behaviours, such
as login, shopping cart, and checkout operation etpecially occurred in purchasing
leg-wear products, whereas the second user prefilects the customers’ concern with

regard to the department store itself.
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Analogously, some informative findings can be aiedi in Table 3-2, which is derived
from CTI dataset. In this table, three profiles gemerated: the first one reflects the main
topic of international students concerning isswegarding applying for admission, and
the second one involves in the online applying esscfor graduation, whereas the final
one indicates the most common activities happenadngl students browsing the
university website, especially while they are deieing course selection, i.e. selecting
course, searching syllabus list, and then goinguiin specific syllabus.

Looking at the generated user profile examples, ghown that most of them do reflect

one specific navigational intention, but some mgyesent more than one access themes.

3.4.3. Quality Evaluation of User Session Clusters

When the user session clustering is accomplishedybtain a number of session clusters.
However, how to assess the quality of the obtaclesters is another big concern for us
in Web usage mining. A better clustering resultustidoe that the sessions within the
same cluster aggregate closely enough but keepmigdm other clusters enough. After
completing user session clustering, the next geatoi evaluate the quality of the
generated clusters.

In order to evaluate the quality of clusters detiviey LUl approach, we adopt one
specific metric, namedWeighted Average Visit Percentag®/AVP) [29]. This
evaluation method is based on assessing each efée mndividually according to the
likelihood that a user session which contains aayeg in the session cluster will include
the rest pages in the cluster during the samemsesEne calculating procedure of WAVP
metric is discussed as follows: suppdses one of transaction set within the evaluation

set, and for s specific clust&; let Tc denote a subset df whose elements contain at
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least one page fro®. Moreover, the weighted average visit percentad @may
conceptually be determined by the similarity betw&e and the cluste€ if we consider

theTcandC as in the form of page vector. Therefore, the WAYPomputed as:

ECY /Y wep (3.8)

c| pe Pf

WAVP= (3’

teT,

From the definition of WAVP, it is known that thégher the WAVP value is, the better

the quality of obtained session cluster possesses.

KDD Data - Transaction cluster Quality

L 1 1 L L L L
1 2 3 4 Gl B 7 8
Top Rank cluster

Figure 3-3. User cluster quality analysis resultseerms of WAVP for KDD dataset

CTI Data - Transaction cluster Quality

Figure 3-4. User cluster quality analysis resulteerms of WAVP for CTI dataset
To compare the effectiveness and efficiency of pheposed algorithm with existing

algorithms, here we use the PACT algorithm. We cohdata simulations upon two real

world datasets by using these two approaches. &ig8 and Figure 3-4 depict the
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comparison results in terms of WAVP values for KdBd CTI datasets with PACT
respectively. In each figure, the obtained usefilpare arrayed in a descending rank
according to their WAVP values, which reflect theatity of various clustering
algorithms. From these two curves, it is easilyototed that the proposed LUI-based
technique overweighs the stand&ftheans based algorithm in term of WAVP parameter.
This is mainly due to the distinct latent analysapability of LUI algorithm. In other
words, LUl approach is capable of capturing theeratrelationships among Web
transactions and discovering user profiles reptesgrthe actual navigational patterns

more effectively and accurately.

3.5. Related Work and Discussion

In the context of Web usage mining, there are types$ of clustering methods performed
on the usage data: Web transaction clustering aredb \Wage clustering [8]. One

successful application of Web page clustering ésataptive Web site. For example, the
algorithm called PageGather [46, 81] is proposedytthesize index pages that do not
exist initially, based on partitioning Web pagewimarious groups. The generated index
pages are conceptually representing the varioussacmterests of users according to
their navigational histories. Another example isttllustering user rating results has
been successfully adopted in collaborative filtgrapplications as a data preparing step
to improve the scalability of recommendation usikdNearest-Neighbour (kNN)

algorithm [76]. Mobasher et al. [29] utilize Webarmsaction and page clustering
techniques, which is employing the traditionkimeans clustering algorithm to

characterize user access patterns for Web pergatiah based on mining Web usage

data. These proposed clustering-based techniquesldeen proven to be efficient from
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their experimental results since they are reallpabte of identifying the intrinsic
common attributes revealed from their historic kdiceam data. Generally, these usage
patterns are explicitly captured at the level drusession or page. They, however, do not
reveal the underlying characteristics of user ratiogal activities as well as Web pages.
For example, such discovered usage patterns prdéittidanformation of why such Web
transactions or Web pages are grouped togetherlagerat relationships among the co-
occurrence observation data have not been incdgubiato the mining processes as
well. Thus, it is necessary to develop LSA-basepr@gches that can reveal not only
common trends explicitly, but also take the latgribrmation into account implicitly
during mining. In [37], an algorithm based on Piat¢ Factor Analysis (PFA) model
derived from statistical analysis, is proposeddodgate user access patterns and uncover
latent factors by clustering user transactions amalysing principal factors involved in
the Web usage mining. Analogous, some studies #32a82 addressed to derive user
access patterns and Web page segments from vayjoes of Web data, by utilizing a
so-called Probabilistic Semantic Latent Analysi$§R) model, which is based on a

maximum likelihood principle from statistics.

3.6. Conclusion

In this chapter, we have proposed a LSI-based appronamed LUI, for grouping Web
transactions and generating user profiles. Firstly,model the relationships among the
co-occurrence observations (i.e. user sessiong)ainisage data model in the form of a
session-page matrix. Then, a dimensionality redactlgorithm based on the SVD
algorithm has been employed on the usage matiwapture the latent usage information

for partitioning user sessions. Based on the deoset latent usage information, we
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propose &-means clustering algorithm to generate user sessisters. Moreover, the
discovered user groups are utilized to construet psofiles expressed in the form of a
weighted page collection, which represent the commgage pattern associated with one
specific user access pattern. The constructedpueéles corresponding to various task-
oriented behaviours are represented as a set efweaight pairs, in which each weight
reflects the significance contributed by the pdgeperiments have been conducted on
two real world datasets to validate the effectiwsnand efficiency of the proposed LUI
algorithm. Meanwhile, an evaluation metric is a@dopto assess the quality of the
discovered clusters in comparison with existingstdting algorithms. The experimental
results have shown that the proposed approachpabtaof effectively discovering user

access patterns and revealing the underlying oalstiips among user visiting records.
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4. Discovering Usage Pattern and L atent
Factor with Probabilistic Latent Semantic
Analysis

4.1. Introduction

In the context of Web usage mining, one importagktis to reveal intrinsic user
navigational patterns and a latent task space. &imsh of usage knowledge can be
discovered by a wide range of statistical methadachine learning and data mining
algorithms. Amongst these techniques, LSA based probability inference approach is
a promising paradigm which can not only reveal tinelerlying correlations hidden in
Web co-occurrence observations, but also identiéylatent task factor associated with
usage knowledge.

In this chapter we aim to introducePaobabilistic Latent Semantic AnalysiBLSA)
model to generate Web user groups and Web pagerddsmsed on latent usage analysis.
The remainder of this chapter is structured ao¥at we first introduce the theoretical
background of the PLSA model in section 4.2, theonppse the algorithms for
discovering user access patterns and latent fabsmsed on the PLSA model in section
4.3, experiments and analysis are carried out toodstrate the effectiveness of the
proposed approaches in section 4.4, section 4¢! @ssents the experimental result
discussions regarding the derived usage knowledgevedl as the latent task space.
Finally, related work and conclusion of this chapaee given in section 4.5 and 4.6,

respectively.
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4.2. Probabilistic Latent Semantic Analysis M odel

The PLSA model has been firstly presented and sstdéy applied in text mining by
[66]. In contrast to standard LSI algorithms, whigtilize the Frobenius norm as an
optimization criterion, PLSA model is based on aximam likelihood principle, which

is derived from the uncertainty theory in statistic

Basically, the PLSA model is based on a statisticeh called aspect model, which can
be utilized to identify the hidden semantic relatibips among general co-occurrence
activities. Theoretically, we can conceptually vi¢we user sessions over Web pages
space as co-occurrence activities in the contexWelb usage mining, to infer the latent

usage pattern. Given the aspect model over theagsesss pattern in the context of Web
usage mining, it is first assumed that there iatenit factor spac& =(z, z,--- z), and
each co-occurrence observation désg p) (i.e. the visit of a pagep;, in a user

sessiorg ) is associated with the factay € Z by a varying degree ta . According to

the viewpoint of aspect model, it can be inferfeak there do exist different relationships
among Web users or pages corresponding to difféaetdrs. Furthermore, the different
factors can be considered to represent the comedspp user access patterns. For
example, during a Web usage mining process on @menerce website, we can define
that there exisk latent factors associated witkkinds of navigational behaviour patterns,

such asz, factor standing for having interests in sportsesfpeproduct categoryz, for
sale product interest argj for browsing through a variety of product pagesliffierent
categories and, ... etc,. In this manner, each co-occurrence obsiervalata(s, p)

may convey user navigational interest by mapping tibservation data into &
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dimensional latent factor space. The degree, tahvhiich relationship is “explained” by

each factor, is derived by a conditional probapitltstribution associated with the Web

usage data. Thus, the goal of employing the PLSAeahis to determine the conditional

probability distribution, in turn, to reveal thetrimsic relationships among Web users or
pages based on a probability inference approaclonghword, the PLSA model is to

model and infer user navigational behaviours iatarit semantic space, and identify the
latent factors associated. Before we propose theAPhased algorithm for Web usage
mining, it is necessary to introduce the matherahtimckground of the PLSA model,

and the algorithm which is used to estimate thelitmmal probability distribution.

Firstly, let’s introduce the following probabiligefinitions:
- P(s) denotes the probability that a particular usesisess will be observed
in the occurrence data,
- P(zk| s) denotes a user session-specific probability distion on the latent
factor z, ,
- P(p; | z) denotes the class-conditional probability distiidm of pages over

a specific latent factog, .

Based on these definitions, the probabilistic lat@mantic model can be expressed in

the following way:

- Select a user sessignwith a probabilityP(s),
- Pick a hidden factog, with a probabilityP(z | S),

- Generate a pagg with a probabilityP(p,| ) ;
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As a result, we can obtain an occurrence probghiftan observed paifs, p) by

adopting the latent factor variab®. Translating this process into a probability model

results in the expression:
P(s. p)=H#9- R pl9 (4.1)

where,

P(p 1$)=> Apld R%9 (4.2)

zeZ
By applying Bayesian rule, a re-parameterized wersvill be transformed based on

equations (4.1) and (4.2) as

P(s.p)=> R2Rsl ® Pl ) (4.3)

ze”Z
Following the likelihood principle, we can determirthe total likelihoodLi of the

observation as

Li= > m(s, p)-log A(s, p) (4.4)

wherem(s, p)corresponds to the entry of the session-page massociated with the
sessiong and the pagep;, which is discussed in the Web usage data modeiapter 2.

In order to maximize the total likelihood, we ndedepeatedly generate the conditional

probabilities of P(2) , P(§|z) and P( pj|z) by utilizing the usage observation data.

Known from statistics,Expectation Maximization(EM) algorithm is an efficient
procedure to perform maximum likelihood estimationsa latent variable model [85].
Generally, two steps need to be implemented altelyng1) Expectation(E) step where
posterior probabilities are calculated for the datiactors based on the current estimates

of conditional probability, and (2Maximization (M) step, where the estimated
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conditional probabilities are updated and used &ximize the likelihood based on the
posterior probabilities computed in the previoust&p.

We now discuss the whole procedure in details ksae:
Firstly, suppose randomized initial value$¢z, ) , P(3| Z.), P(p, |4) are given.

Then, in the E-step, we can simply apply Bayes@mila to generate the following

variable based on the usage observation:

P(z) Rs| 2)- R pl D

p 3 - 4.5
(1% 8) D> P(z)Rs|l 2+ R pl D (*:9)
ze”Z
Furthermore, in M-step, we can compute:
> m(s, prRzls p
P(p =38 : : 4.6
Pl S s B Res P o)
s€S pe P
> m(s,grRzls p
P S — . 4.7
S S G Rl s p &
SeS pe P
P(z) =2 X s prRZ S P 48)
§5€S pe P
where
R= > n(s, p) (4.9)
§€S pe P

Basically, substituting equations (4.6)-(4.8) int.3) and (4.4) will result in the
monotonically increasing of total likelihood of the observation data. The iterative
implementation of E-step and M-step is repeating Wnis converging to a local optimal

limit, which means the calculated results can regmethe optimal probability estimates
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of the usage observation data. From the previousaulation, it is easily found that the

computational complexity of the PLSA model@mnk , wherem, n andk denote the
numbers of user sessions, Web pages and lateatdactspectively.

By now, we have obtained the conditional probapdistribution of P(z), P(§| z) and

P(p, | z) by performing E- and M-step iteratively. The estted probability distribution

which is corresponding to the local maximum likebld Li contains the useful
information for inferring semantic usage factorstfprming Web user session clustering

and generating the aggregated user profiles whigklescribed in next sections.

4.3. Constructing User Access Pattern and Identifying
L atent Factor with PL SA

As discussed in section 4.2, each latent fagfodo really represent a specific aspect

associated with the usage co-occurrence activitiesature. In other words, for each
factor, there might exist a task-oriented user s&gattern corresponding to it. We, thus,
can utilize the class-conditional probability esites generated by the PLSA model to
produce the aggregated user profiles for charaatgriuser navigational behaviours.
Conceptually, each aggregated user profile willelkpressed as a collection of pages,
which are accompanied by their corresponding wsighdicating the contributions to

such user group made by those pages. Furthermmalysang the generated user profile
can lead to revealing common user access intergstdy as dominant or secondary

“theme” by sorting the page weights.
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4.3.1. Partitioning User Sessions

Firstly, we begin with the probabilistic variabIB(sf| z) , which represents the
occurrence probability in the condition of a latetdss factorz, exhibited by a given

user sessiorg . On the other hand, the probabilistic distributower the factor space of a

specific user sessiog can reflect the specific user access preferenee the whole

latent factor space, therefore, it may be utilizeduncover the dominant factors by

distinguishing the top probability values. Therefofor each user sessign, we can

further compute a set of probabilitié%{4|$) over the latent factor space via Bayesian

formula as follows:

P(s|z) R g
P 5) = 4.10
(z1%) > P(slz)R?) (4.10)
Zel

Actually, the set of probabilitieﬁ’(zk| $) is tending to be “sparse”, that is, for a givgn

typically only a few entries are significantly difent from the predefined threshold.
Hence we can classify the user into correspondingters based on these probabilities
exceeding the given threshold. Since each useiosessn be expressed as a pages vector
in the original n-dimensional space, we can create a mixture reptasen of the
collection of user sessions within same clustet éisaociated with the facta in terms

of a collection of weighted pages. The algorithnm frartitioning user sessions is
described as following.

[Algorithm 4.1]: Partitioning user session
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[Input]: A set of calculated probability values B(zk|$), a user session-page matrix

SP

ij?

and a predefined threshojd.

[Output]: A set of session cluste8CL=( SCL, SCJ,--- SGl\.

Step 1: SeSCL = SCL=---= SCL=¢,

Step 2: For each e S, selectP(z|s), if P(z|$)> u, thenSCL, = SCLU ¢

Step 3: If there are still users sessions to b&tetad, go back to step 2,

Step 4: Output session clust8€L={ SC|}.

[Algorithm 4.2]: Generating user profile

[Input]: A session cluster s&CL={ SC|}.

[Output]: A set of user profilet)P = {UR}.

Step 1: For each factay, choose all candidate sessionsSE@L, ,

Step 2: Represent each sessip@as a page vector and compute tleantroidsin the

form of page vector as:

2.5+P(z]9)

UP = 4.11
? R (4.11)

where|R| denotes the total number of sessions in the cluste

Step 3: if there are still user session clustetdmbe processed, go back to step 1,

Step 4: Output theentroid of each session cluster in the form of page vea®the

aggregated user profile corresponding to each ffagto
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By now, we assign user sessions into the correspgrmtlisters which can be considered
to represent user navigational patterns based ercalculated conditional probability
distributions from the PLSA model and characterire representations of the user
profiles in terms of weighted page vector as wadl.discussed above, it can be seen that
a particular user session does not only belongusd gne cluster, but also to other
different clusters associated with different latittors. For example, a user session may

exhibit different interests (with different probaties) on two aspectg, andz,. This

can be “explained” as that a user may, indeedpperdifferent tasks during the same
session and really reflect the nature of user acpasterns in real world. It can be
implied, in turn, the PLSA model partitions usessen-page pairs, which is different
from clustering either user sessions or pages tr. bo other words, the user session-
page probabilities in the PLSA model reflect “oegil of latent factors, while the
conventional clustering model assumes there is que cluster-specific distribution

contributed by all user sessions in the cluste}.[66

4.3.2. Characterizing Latent Semantic Factor

As mentioned in the previous section, the coreldA model is the latent factor space.
From this point of view, how to characterize thetdas space or explain the semantic
meaning of factors is a crucial issue in PLSA mod&milarly, we can also utilize

another obtained conditional probability distriloutiP( p, |4) by PLSA model to identify

the semantic meaning of the latent factor by paniihg Web pages into corresponding

categories associated with the latent factors.
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For each hidden facta, , we may consider that the pages, whose conditional

probabilities P( pj|4) are greater than a predefined threshold, can kwed as

providing similar functional components correspargdio the latent factor. In this way,
we can select all pages with probabilities excegdilcertain threshold to form an aspect-
specific page group. By analysing the URLs of thggs and their weights derived from
the conditional probabilities, which are associateith the specific factor, we may
characterize and explain the semantic meaning df éactor. In section 4.4, we will
present two examples with respect to the discovéatsht factors. The algorithm to
generate the factor-oriented Web page group islypdescribed as follows:

[Algorithm 4.3]: Characterizing latent semantic factor

[Input]: A set of conditional probabilitiesi?( P, |4) a predefined threshold .

[Output]: A set of latent semantic factors represented $gt @f dominant pages.

Step 1: SefPCL = PCL, =---= PCl. =4¢,
Step 2: For each, choose all Web pages such tRétp |z )> x and P(z| p) = u,

then construd®CL, = p, v PCl,,

Step 3: If there are still pages to be classifgedback to step 2,

Step 4: OutpuPCL={ PCL}.

4.4. Experimental Results and Discussions

In this section, we present some results regardie usage patterns and latent semantic

factors obtained by conducting experiments on telected Web log datasets. We first
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give the latent semantic factor knowledge minednftavo datasets, which is titled by the
interpretation of the dominant pages. Some exangileser profiles via partitioning the

user sessions and calculating the centroids adeéhsion clusters are presented as well.

4.4.1. Data Sets

The first dataset named KDDCUP for experiments leesn described in the previous
chapter. Here, we would not repeat the descriptioatsonly outline the brief information
in terms of dataset size and attribute number. Bl#aing technique is used to filter out
those user sessions visiting less than 4 pagest ddita preparation, it includes 9308 user
sessions and 69 pages, where the average sessgth ie 11.88 pages. In this data set,
the entries in session-page matrix are determiyethd numbers of Web page hits since
the number of a user coming back to a specific imgegood measure to reflect the user
interest on the page.

The second data set is downloaded from msnbc.¢aip:/(kdd.ics.uci.edu/databasges/

which describes the page visits by users who dsitenbc.com on September 28, 1999.
Visits are recorded at the level of URL categorg ama time order. There are 989818
user sessions with 5.7 visits of pages in averagedr user in the original data set. After
filtering out the user sessions with low visit fuegcies, we have constructed the data set
for further analysis, which includes 373229 usessgmns and 17 URL categories as well.
The 17 categories are "frontpage", "news", "te¢ld¢al”, "opinion”, "on-air", "misc",
"weather", "health", "living", "business", "sporfs"summary"”, "bbs" (bulletin board
service), "travel”, "msn-news", and "msn-sports'atdition, the visit frequency for each

user is taken to calculate the weight of the cpoading usage data. We name this data

set as “msnbc” dataset.
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By considering the number of Web pages and theeotsof the Web site carefully and
referring to the selection criteria of factors 84[ 86], we choos& =13 (i.e. 13 factors)
for KDDCUP dataset andl =6 for msnbs dataset as the initial parameters us&iL5A

implementation.

4.4.2. Examples of Latent Semantic Factors

We conduct the experiments on the datasets toattira latent factors and generate user
profiles. Firstly, we present the examples of titerit factors derived from two real data

sets by using the proposed PLSA model.

Table 4-1. Latent factors and their characteridéiscriptions from KDDCUP

Factor ; Characteristic titl

1 Department_search_resi
2 ProductDetailLegwe:

3 Vendcr_ servic

4 Freegif

5 ProductDetailLegca

6 Shopping_ca

7 Online_shoppin

8 Lifestyle_assortme

9 Assortment

10 Boutique

11 Departmet_replenishme
12 Department_artic

13 Home pag

Table 4-1 first lists 13 extracted latent factorsl aheir corresponding characteristic
descriptions from KDDCUP dataset. And Table 4-2icdsp3 factor examples selected
from the whole factor space in terms of associgiade information including page
number, probability and description. From this ¢glifl is seen that factor #3 indicates the
concerns about vendor service message such asmaistervice, contact number,

payment methods as well as delivery support. Thetofa#7 describes the specific
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progress which may include customer login, prodadder, express checkout and
financial information input such steps occurre@minternet shopping scenario, whereas
factors #13 actually captures another focus exddbity Web contents, which reveals the
fact that some Web users may pay more attentionshéoinformation regarding

department itself.

Table 4-2. Factor examples and their associated pdgrmation from KDDCUP

Facto # | Page# | P(pjlz) Page descption
10 0.86¢ main/vendd\.jhtml
36 0.035 main/cust_serv\.jhtml
37 0.021 articles/dpt_contact\.jhtml
#3 39 0.020 articles/dpt_shipping\.jhtml
38 0.016 articles/dpt_payment\.jhtml
41 0.016 articles/dpt_fags\.jhtml
40 0.013 articles/dpt_returns\.jhtml
27 0.24¢ main/logind.jhtml
44 0.18 checkout/expresCheckout.jhmt
32 0.141 main/registration\.jhtml
#7 65 0.135 main/welcome\.jhtml
45 0.135 checkout/confirm_order\.jhtml
42 0.045 account/your_account\.jhtml
60 0.040 checkout/thankyou\.jhtml
12 0.23: articles/dpt_abo\.jhtml
22 0.127 articles/new_shipping\.jhtml
13 0.087 articles/dpt_about_mgmtteam
#13 14 0.058 articles\dpt_about_boardofdirectors
20 0.058 articles/dpt_affiliate\.jhtml
16 0.053 articles/dpt_about_careers
19 0.052 articles/dpt_refer\.jhtml
23 0.051 articles/new_returns\.jhtml

As for msnbc dataset, it is hard to extract thecexatent factor space as the page
information provided is described at a coarser gaaity level, i.e. URL category level.
Hence we only list two examples of discovered lafactors to illustrate the general
usage knowledge hidden in the usage data (showralohe 4-3). The two extracted

factors indicate that factor #1 is associated wlttkinds of local information that come
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from miscellaneous information channels such as, bldsle factor #2 reflects the
interests or opinions which are often linked withalh, sport as well as technical

developments in physical exercises.

Table 4-3. Factor examples from msnbc data set

Factor; | Categor# | P(pj|z) URL categor
4 0.31¢ local
7 0.313 misc
Factor #1 | 6 0.295 on-air
15 0.047 summary
16 0.029 bbs
10 0.29¢ healtt
5 0.262 opinion
Facto #2 13 0.237 msn-sport
3 0.203 tech

4.4.3. Examples of User Profiles
Furthermore, we can generate user profiles acapitdinhe session-specified conditional

probabilities P(z | $) which represent the common visit interests/acpa#ierns of users

within the session group. Generally, the aggregassat access profile is expressed as a
collection of Web pages ranked by their associateights, which can reflect the
contributions to the specific profile by the copeading pages. Table 4-4 presents two
examples of the generated user profiles. For eaafilgy the pages are listed in a page
sequence ordered by their associated significandesms of probabilistic values. It may
be inferred that the greater weight a page possegsemore significant contribution the
page exhibits. In other words, it is more likelylde visited by users compared to other
pages in the user session group. For example,bie a4, the user profile #7 represents
the detailed online-shopping activities, especiallgcurring in purchasing leg-wear

products or fashion clothes, whereas user profllg #eflects one kind of customers’
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concern focused on the information with regard e tlepartment store itself. Such
explanations of user profiles drawn from Table 4ré consistent with the knowledge
discovered from Table 4-2.

In addition, from the discovered user profiles,caa further conclude that there are more
than one kinds of access interests or exists “apprhg” of visiting tendencies involved
in one user profile. But we may still distinguigtetdominant or secondary “theme” from
the other based on the corresponding weights agedavith Web contents. Furthermore,
the discovered user access profiles make it feadibl benefit further Web analysis

applications, for example, Web recommendation edigation.

Table 4-4. Example of user access profile

Page : Weight Page descriptic
4 1.20E-4 products/productDetailLegwe
29 8.44E-5 main/shopping_cart
27 6.50E-5 main/login2
8 5.20E-5 main/home
44 5.03E-5 checkout/expresCheckout
Profile #7 | 65 3.86E-5 main/welcome
2 3.77E-5 main/boutique
7 3.75E-5 main/search_results
6 3.75E-5 main/departments
45 3.72E-5 checkout/confirm_order
32 3.57E-5 main/registration
42 1.65E-5 account/your_account
12 1.73E-4 articles/dpt_abol
8 9.77E-5 main/home
13 7.17E-5 articles/dpt_about_mgmtteam
4 5.91E-5 products/productDetailLegwear
14 5.17E-5 articles\dpt_about_boardofdirectors
, 2 4.85E-5 main/boutique
Profile #13 16 4.79E-5 articles/dpt_about_careers
22 4.55E-5 articles/new_shipping
17 4.26E-5 articles/dpt_about_investor
18 4,14E-5 dpt_about_pressreleases
15 3.83E-5 dpt_about_healthwellness
20 3.78E-5 articles/dpt_affiliate
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45. Related Work and Discussion

The Internet has become very popular recently aonddght us a powerful platform to
disseminate, retrieve information as well as cohdugsiness. Generally, users are
usually performing their interest-oriented actedtiby clicking or visiting one or more
functional Web items. In this manner, differentcklistreams of Web pages will be
recorded in Web log files. Thus, capturing diffdréveb user access interests or patterns
can, not only provide helps for Web site structumprovements, but also for better
understanding common user navigational behaviotininvithe same customer group.
This, furthermore, can help to recommend or pretiiettailored and personalized Web
contents to users, and benefit users obtaining rmp@terred information and reducing
waiting time as well.

In order to characterize access patterns from Webes log files, many Web usage
mining techniques have been developed by researfiuen a variety of academia areas,
and many studies have been published to presentgiteat successes achieved in such
fields as Web personalization and recommendatistesys [40, 41, 49, 50], Web system
improvement [51], Web site modification or redes|d6, 52], and business intelligence
and e-commerce [5]. With the benefit of great pesgrin data mining research
community, many data mining techniques, such as Wl or page clustering [29, 45,
46], association rule mining [47, 48] and sequérgattern mining technique [19] are
adopted in current Web usage mining methods ane &elvieved great successes as well.
Latent Semantic Indexin(.SI) model is an approach to capture the lategnhidden
semantic relationships among co-occurrence a@s/jpl]. Generally, in order to reveal

such deeply latent information, the relationshipssMgen co-occurrence objects are first
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modelled into a high dimensional matrix. Then, melsional reducing algorithm such as
Singular Value Decompositio(SVD) or Principal Component AnalysigPCA)
algorithm, is applied to perform a linear projeatiof the original relationship space to
generate a dimensionality-reduced latent spac&®1LSI has been widely used in Web
information indexing and retrieval applications [62].

Although LSI has achieved great successes in sqopécations, it still has some
shortcomings due to its improvable statistical fdation [66]. Probabilistic latent
semantic analysis (PLSA) model is a probabilistariant of LSI just as its name
indicates. Although they share similar conceptatémt semantic analysis, but there still
exists distinct difference between them on thelle¥¢heoretical basis. Due to the sound
solid foundation, PLSA model may outweigh the comimnal LS| algorithms in some
particular applications. Recently, approaches based PLSA model have been
successfully applied in collaborative filtering [A8/eb usage and content mining [84],

text learning and mining [86, 87], co-citation aysa [88] and related topics.

4.6. Conclusion

In this chapter, we have developedPeobabilistic Latent Semantic Analys{PLSA)
model, which can infer the hidden semantic facém® uncover user access patterns from
the session-page observation data. We started wittoducing the theoretical
background of PLSA model. The motivation behindttus model is on a basis of an
assumption that each co-occurrence observatiossiscated with a set of latent aspects
or tasks, whose degrees could be determined fragrolaability inference process. By
using PLSA model, the latent factor space and psefiles have been successfully

revealed by employing algorithms of clustering maged user sessions based on the
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estimates of conditional probability distributiobhe experiments on two real world data
sets have been conducted to evaluate the effeeSgenf the proposed method. The
experimental results have shown that the latetbfacan be textually inferred based on
the interpretation of the semantic factor spaceaddition, the user access patterns have
also been characterized by the user profiles, waierexpressed in the forms of weighted
page sets. The significance weights of pages inuer profiles can be utilized to
determine the main and secondary “theme” of thagaéwonal behaviours, which will

provide helps for further Web applications, suctW&h recommendation.
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5. Web Usage Mining Using Latent Dirichlet
Allocation Model

5.1. Introduction

In the previous two chapters, we presented a cdiorent LSA model and a variant of
LSA model for Web usage mining, which results iscoivering usage based user session
segments and Web page groups. However, the formernsolack of the capability of
capturing latent semantic factors and suffers ftbenproblems of sparsity of input data,
especially in case of a huge number of Web objapfseared in the constructed usage
data, while the latter one often incurs overfittpr@blems, which is very common in the
context of data mining and machine learning. Toresklthese difficulties occurred in the
proposed approaches, in this chapter, we aim téoex@ new LSA-based paradigm,
named Latent Dirichlet Allocation(LDA) model, for Web usage mining and Web
recommendation.

The remainder of this chapter is structured asofedt section 5.2 discusses the
theoretical background of LDA model, and the algions for estimating the variational
parameters of LDA model and for discovering usaaftepn knowledge; in particular, we
systematically review the development of generativelels, including the algorithms of
LSI, PLSA and LDA for latent semantic analysis im evolution manner, and describe
how these techniques are used to deal with thdifidehresearch problems. We present

the experiments conducted on the collected datasse¢ction 5.3. Evaluation of LDA
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model is also given in this section. The relatedkne reviewed in section 5.4. Finally

we conclude this chapter in section 5.5.

5.2. Latent Dirichlet Allocation M odel

Prior to presenting the algorithm based on LDA mdde Web usage mining and Web
recommendation, we first discuss the usage datehaydl the evolution of generative

models, which address the data analytical modedd imsthis study.

5.2.1. Usage Data M atrix

To explore capturing of the inherent property ofruaccess behaviour for predicting a
user’'s access task, here, we briefly review thgeistata model in the forms of vector
matrix that we intend to manipulate at first. We tise following notations to model the

co-occurrence activities of Web users and pages:
— S={s, $,-- §}: asetof muser sessions.
— P={p. p, R}:asetof n Web pages.
- For each user, the navigational session is repiedes a sequence of visited
pages with corresponding weighgs={a,, a,,-- 4 }, wherea, denotes the
weight for a pagep; visited in as user session. The corresponding weight is

usually determined by the number of hits or the @amhdime spent on the
specific page.

- sk

mxn

={3}: the ultimate usage data in the form of weight rivatith

dimensionality ofmx n.
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Generally, the element in the session-page ma#gjx, is the normalized weight
associated with the page in the user sessiog. The session normalization is able to

capture the relative significance of a page withime user session with respect to other
pages accessed by same user. For example, Figuepicts a usage snapshot from a
Web log file and its corresponding usage data enftihm of weighted page vector [84].
Particularly, the session begins with a line offtbren:

SESSION #n (USER_ID = k)
wheren is the session number, akds the user id. Within a given session, each line
corresponds to one specific page access. Eacinlasession is a tab delimited sequence
of 3 fields: time stamp, page accessed, and tlegreef The time stamp represents the
number of seconds relative to January 1, 2002. limirate the influence of the
variational visit duration each element in the @sawptrix is normalized by calculating
the ratio of the visiting time on its correspondpape to total visiting time, e.g.

W,c002.par = D5 (14+ 68+ 326- @ 55)*108 11.%... and so on.

e

SESSION #925 (USER_ID = 3:

9745438 /news/default.asp -

9745452 /admissions/  /news/default.asp

9745520 /fadmissions/requirements.asp  /admissions/

9745846 /programs/ /admissions/requirements.asp

9745852 /programs/2002/gradect2002.asp /programs/
9745907 /pdf/promos/2002/ect2002.pdf /programs/afiadect2002.asp

Page url Duration(s) weight(%)
/news/default.asp: 14 2.98
/admissions/ 68 145
/admissions/requirements.asp 326 69.51
/programs/ 6 1.28
/programs/2002/gradect2002.asp 55 11.73

/pdf/promos/2002/ect2002.pdf

Figure 5-1. A usage snapshot and its normalizedheixpression
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5.2.2. Generative Models

Based on the constructed Web usage data modetifotin of weight vector over the
page space, we then intend to develop a mechanissarn the underlying properties of
the usage data and extract the informative knovdedg/Neb access behaviour to model
user access patterns. Before we present LDA modé&VeEb usage mining, it is essential
to first recall various analytical models useddoroccurrence observations in the context
of text mining [89]. Although these data analysied®ls are initially proposed for
revealing intrinsic association between documemts words, it is appropriate and
reasonable to introduce the basic idea into outtified research problems, which helps
us to easily understand the theoretical bases dsawehe strengths of the proposed
techniques, for accomplishing the required taskbencontext of Web usage mining.
Currently there are generally two kinds of machiearning techniques that can
accomplish the tasks, namely generative and digwatme model. In the generative
model, we discover the model of date source thr@ugbnerating procedure, whereas we
learn directly the desired outcome from the tragndata in the descriptive model. In this
study, we will apply the generative model to extMeb usage knowledge.

In particular, here we aim to introduce a recenkiyveloped generative model called
Latent Dirichlet allocation(LDA), and explore how to employ it to model thaderlying
correlation amongst usage data. LDA is one kindesferative probabilistic models that
are able to effectively generate infinitive sequeenof samples according to a probability
distribution. The probability inference algorithrs then used to capture the aggregate

property of user sessions or Web pages associatldtive user access patterns, and
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reveal the semantics of the topic space via refgrto the derived distribution of user

sessions or page objects over the latent task spgdieitly.

The generative model, sometimes called Gaussiaturaixnodel, can be generally used
to represent user sessions via a vector expredsitims model, each user session/visit is
considered to be generated by a mixture of topibgre each topic is represented by a
Gaussian distribution with a mean and variatiorugalThe parameters of mean and
variation are estimated by an EM algorithm.

Like language models of information retrieval whaeverds are modelled as the co-

occurrence in a document, we intend to formulatr bgs or duration spent on different

pages as a session-page occurrence. Here eacbegsam that consists of a number of
weighted Web pages, is considered to be equivateat document whereas the whole
Web page set is treated as similarly as a “bagafiivconcept in text mining.

The simplest probability model in text mining isignam model, where the probability of

each word is independent of other words which redkeady appeared in the document.
This model is considered as a single probabilisgriiutionU over an entire vocabulary

V, i.e. a vector of probabilitieg) (v) for each wordv in the vocabulary.

Under the unigram model, words appeared in eveoument are randomly taken out
from a bag-of-word, and then their values are estoh Therefore, the probability of an

observed sequence of wordg= W, W, --- W, is:

Py (W) =T TU(W) @12

The main limitation of the unigram model is thaagsumes all documents are only of

homogeneous word collections, that is, all docusenthibit a single topic, which is
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theoretically modelled as the probability distrioat U. However, this assumption is
often not true in real scenarios, since typicathgst documents are in relation to more
than one topic, which would be represented by &ealy distinctive set of distributions.
Especially, in the context of mining user accedsepa, almost every visitor would have
different preferences rather than only one intentio

In order to handle the heterogeneous property ofish@nts, mixture model is introduced
to overcome the previous problem. In this geneeathodel, we first choose a topiz,
according to a probability distributioff,, and then, based on this topic, we select words
according to the probability distribution of tl#topic. Similarly, the probability of a

observed sequence of wordg= W, W,--- W, is formulated as:

P (W)=Y T[] W) (4.13)

71
The main drawback with the mixture model is thatdtil considers each document to be
homogeneous although it could better tackle therbgeneity in document collections.
Similar problem will occur in the context of Webage mining. It is thus needed to
develop a better model to tackle the heterogenmatyre of document collections, i.e.
multi-topic distributions of probability.

Probabilistic Latent Semantic AnalysiPLSA) model is an appropriate model that is
capable of handling the multi-topic property in thh@cess of Web text or usage mining
[66]. In this model, for each word that we obsewe pick up a topic according to a
distribution, T , which is dependent on the document. The disiobumodels the
mixture of topics for one specific document. Andcleaopic is associated with a

probability distribution over the space of the wenatabulary and the document corpus,
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derived from a generative process. The probaldlisyribution of an observed sequence

W= W, W, W is parameterized as:

Pplsa(W) = ﬁ (Z Tvy( 3 Uz( W)) (414)

il 71
There are two main problems with PLSA model: 1)sithard to estimate probability
distributions of a previously unseen document; &) tb the linear growth in parameters
that depend on the document itself, PLSA suffessfthe problems of over-fitting and
inappropriate generative semantics.

To address these problemkatent Dirichlet Allocation (LDA) is introduced by
combining the basic generative models with a ppiebability on topics to provide a
complete generative model for documents. The hdsi of LDA is that documents are
modelled as random mixtures over latent topics witprobability distribution, where
each topic is represented by a distribution overdwmeocabulary. In this sense, any

random mixing distributionT (2) is determined by an underlying distribution thgreb
representing an uncertainty over a partic#lay asp,(6(-)) , where p, is defined over
all @€ R, the set of all possiblgk—I) -simplex. That is, the Dirichlet parameters

determine the uncertainty, which models the randaxture distribution over semantic

topics. The generative model is, therefore, exgikss follows:
- pick a mixing distributiond(:) from P with a probability p, ()

for each word

Choose a topiz with a probability6(z).

Choose a wordy, from the topicz with a probability T, (w).



Chapter 5 Web Usage Mining Using Latent Dirichldbgation Model 97

The probability of observing a sequence of womds; W, w, --- w, in this model is:

n

Ron()= [ {TT20( T(W| 0(0) @ @15)

i=1 z=1

where

p.(6)= F(Zk: a}]ﬁ[ 01" (4.16)

=1 21 F(052)
is the Dirichlet distribution with parametees, o, -, . In this model, the ultimate aim
is to estimate the parameters of Dirichlet disttitou and the parameters for each of the
k topic models. Although the integral in this expiessis intractable for an exact
inference,T, (w)is actually estimated by using a wide range of axipnation inference

algorithms, such as the variational inference adtigor. The graphical model

representation of LDA is illustrated in Figure 5-2.

SN NGH NNy

o 0 m

Figure 5-2. Graphical model representation of LDA
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5.3. Using L DA for Discovering Access Pattern

Alike capturing the underlying topics over the wordcabulary and each document’s
probability distributions over the mixing topic ggg LDA could also be used to discover
hidden access topics (i.e. tasks) and user preferemixtures over the uncovered topic
space from the user surfing history. That is, frin@ usage data, LDA can identify the
latent topics in the form of a simplex of Web pagasd characterizes each Web user
session as a simplex of these discovered topiasthier words, LDA reveals two aspects
of underlying usage information to us, that is, thidden topic space and the topic
mixture distribution of each Web user session, Whiflects the underlying correlation
between Web pages as well as Web user sessionis. théitdiscovered topic-simplex
expression, it is possible to model user accesterpat in terms of topic mixture
distributions, in turn, to predict user's poterialnterested pages by employing a
collaborative recommendation algorithm. In the daling parts, we discuss how to
discover user access patterns in terms of topipisknexpressions as well as the latent
topic space based on LDA model.

Similar to the implementation of the document-togxpression in text mining discussed
above, viewing Web user sessions as mixtures aofdapakes it possible to formulate
the problem of identifying the underlying topicska hidden in the usage data. Givan

Web user sessions expressingtopics overn distinctive pages, we can represent

P( p|z) with a set of z multinomial distributionsg over then pages, such that
P(p|z= D=¢{", and P(2) with a set ofm multinomial distributionsg over thez

topics, such that for a page in Web sessjoR(z= )) = HJ.‘S’ . To discover the set of topics
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hidden in a collection of Web pages-{p, p..... R}, Where eachp, appears in some

Web sessions, our aim is to obtain an estimatg thfat gives a high probability over the
pages in the page collection. Here we use LDA mddstribed above to estimateand

@ parameters that result in a maximum log likelih@édhe usage data. The complete
probability model is as follows:

@ ~ Dirichlet(ex)

z ‘95 ~ Discretdd*)

¢ ~ Dirichlet(3)

p, ‘z,gb‘ ~ Discretég*)

(4.17)

Here, z stands for a set of hidden topia®} denotes a Web sessigris preference

distribution over the topics an@* represents the specific topi’s association
distribution over the page collection.andg are hyperparameters of the prior éfand

¢ . In this manner, the equation (4.15) is re-paranmgd as

P(s|aB) = [ Ol H20) 1 pl 29) @ (4.18)

i1 ez

wheres denotes a user sessianjs the number of pages. More details regarding the
formulation is referred to [67].

We use a variational inference algorithm to estaxesich Web session’s correlation with
multiple topics ¢ ), and the associations between the topics and pégbs (3), with
which we can capture user visit preference distigiouexhibited by each Web session
and identify the semantics of topic space.

Given a collection of user sessions, we aim torede the parameters efandg that

maximize the log likelihood of the usage data
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()= Y. o & |o.) (4.19)

wheremis the number of user sessions.

The variational EM algorithm [67] executes as folfo E-step updates the optimizing
values of the parameters and re-calculates thepostalue of the equation (4.18); M-

step maximizes the log likelihood with respecthe tipdated parameters. This iterative

execution results in finding parameters @fand g that correspond to a maximum

likelihood of the usage data.

Interpreting the contents of prominent pages rdlate each topic based ofi will

eventually result in defining the meaning of eagpid. Meanwhile, the topic-oriented
user access patterns are constructed by examiriieg célculated user session’s
association with multiple topics and aggregatirigsaksions whose associations with a
specific topic are greater than a threshold. Wernilgs our approach to discovering the
topic-oriented access pattern below.

Given this representation, for each latent topie, @an consider user sessions with

0% exceeding a threshold as “prototypical” user sessiassociated with that topic. In
other words, these top user sessions that cordrifighificantly to this topic via their
navigational behaviour, are used to constructttpg-specific user access pattern.

Thus, for each latent topic, we choose all usesigas withg® exceeding a certain
threshold as candidates of this specific accedsrpatAs a user session is represented by
a weighted page vector in the original space ofepegllections, we can create an

aggregate collection of user sessions to reprébentopic-specific access pattern in the
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form of weighted page vector. The algorithm to gateethe topic-specific access pattern
is described as follows:

[Algorithm 5.1]: Building user access pattern based on LDA model

[Input]: The calculated session-topic preference disiobu?, the usage dat8P and a

predefined threshold: .

[Output]: A set of user access patterA® ={ ap} .

Step 1: For each latent topze, choose all user sessions W'azl > 1 to construct a user
session aggregatioR, corresponding te,,

Step 2: For each latent togic compute the topic-specific aggregated user aqua$sm

of the selected user sessionsRrnby taking the discovered sessions’ associatidnégth
z; into account

Z@Z-S
SR

=R (4.20)

ap

where|Rj| is the number of the selected user sessiom} in

Step 3: Output a set of topic-oriented user acpasternsAP over k multiple topics,

AP={ap, ap,... ap}.

5.4. Experiments and Results

In order to evaluate the effectiveness of the psedd_DA model for topic-oriented user
access pattern mining, we conduct several expetsm@nreal Web log dataset. Firstly,
we employ LDA to extract semantics of topics viaerpreting the contents of

predominant pages, which possess the estimatedalplities exceeding a predefined
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threshold, and then, discover the topic-orienteer @ecess pattern using the algorithm
5.1 discussed above. Meanwhile, the quality of uker access pattern is assessed by
employing the evaluation metric of clustering gtyalinalysis. Eventually, we carry out
comparison against various generative models toodstrate the effectiveness of the

proposed analytical model.

5.4.1. Dataset

The Web log dataset used in this chapter is theesasnthe one used in the previous
chapters. In brief, after data pre-processing stingefiltered data contains a user visit log
file with 13745 user sessions and a Web page d¢mlteof 683 pages. By referring to the
previous analysis and taking the analysis on tinsigeity of the involved Web content
into account, we eventually choose a latent taskespvith 30 topics as the initial input

parameter that used in LDA model.

5.4.2 Evaluation Metric for User Access Pattern

In the context of Web usage mining, one importaeasure to evaluate the effectiveness
of the proposed approach is the quality of usesigesclusters, derived from above
discussed approach. Here, we adopt one previossy metric for evaluating the cluster
quality, namedNeighted Average Visit Percenta@®&’AVP), which is a commonly used
parameter in applications of Web usage mining [Z8]s evaluation method is to assess
the quality of each user profile individually bymaputing how likely a user session
which contains any pages in the transaction clusifirinclude the rest pages in the
cluster during the same session. In other words,higher parameter the value is, the

better the quality of the cluster is.
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5.4.3 Samples of Topicsand User Access Preference Distributions

As stated in section 5.3, we can use LDA to idgritie semantics of latent topics from
the contents of prominent pages contributing sigaiitly to each topic. We first present
two examples of topics out of 30 discovered topicsTable 5-1. To illustrate theses
topics, we also list the URLs of the prominent sagéong with their corresponding

probabilities (based on) respectively. Meanwhile, the estimate of eachr gsssion’s

association with multiple topicsg() could be used to model each user’'s navigational
preference over the topic space. Figure 5-3 depibts navigational preference
distribution of one specific user session illustthin Figure 5-1 over the predefined 30
topics.

Table 5-1 indicates two topic examples out of atfle set discovered from the CTI

dataset based ghderived by LDA model. By interpreting the URL conte of the

predominant pages with probabilities exceeding % known that the topic #1 is in

relation to the activities of searching informatienth respect to Master degrees in
disciplines of IS or MIS, such as admission andreewsyllabus etc, whereas the topic
#18 is referred to common access interests on limmgwassociated pages regarding
Postgraduate and PhD program, course costs, ajmticaf assistantship as well as
related faculty and syllabus information. Furtherepdhe associated probability of each
URL of the specific topic reveals the significanmentributed by each corresponding
page.

Figure 5-3 illustrates the navigational prefererdistribution of the user session
described in Figure 5-1 over the topic space based. From the figure, it seems that

the topic # 16, #28, and #1 dominate the navigatigpmeference of this specific user
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session. Moreover, we could further infer that tbhser session is more related to
requiring wanted information regarding applying &mmission in postgraduate programs
related to business course, e.g. ECT course, aadctiurse syllabus information
associated with those programs via examining tineasécs of all involved topics, e.g.
topic # 16 being about whole admission applicaporcedure, #28 being about syllabus
information search and the description of topic (Hisplayed in Table 5-1). In this
occasion, this user session could be used to medmliribute the construction of the user

access pattern #16, which is corresponding to tépécfor Web recommendation.

Table 5-1 Examples of two topics discovered from CTI dataset

Topic #1

Page URL Prcbability
1 /admission: 0.33:
59( /programs/2002/gradis2002.; 0.22i
591 /programs/2002/gradmis2002.. 0.115
25¢€ /courses/syllabus.asp?course=-97-301&q=3&y=2002&id=65: | 0.08¢
39C /news/news.a: 0.07¢
414 /pdf/promos/2002/is2002.p 0.02¢
594 /programs/2002/maat2002.i 0.02¢
57t /programs 0.01¢
66€ /programs/masters.é 0.017
Topic #1¢

4 /admissionscosts.as 0.28i
59: /programs/2002/gradtc2002.. 0.14¢
592 /programs/2002/gradse2002. 0.13¢
35E [cti/gradassist/assistsubmit.. 0.11¢(
19¢ /courses/syllabus.asp?course=-96-305&0=3&y=2002&id=27. | 0.03}
464 /people/facultyinfo.asp?id=2 0.03¢
577 /programs/2001/phdincs2001.. 0.03:
60~ /programs/courses.asp?depcode=21&deptmne=csc&idu?dd | 0.02
24¢ /courses/syllabus.asp?course=-98-301&0q=3&y=2002&id=30. | 0.02¢
354 [cti/lgradassist/assistantship_form.asp?section= 0.02¢
247 /courses/dlabus.asp?course=5-98-301&0q=3&y=2002&id=30. | 0.02¢
597 /programs/bulletin.as 0.01¢
38¢ /hyperlink/hyperspring2002/lobby.& 0.01¢
24¢ /courses/syllabus.asp?course=-98-302&0q=3&y=2002&id=42. | 0.01¢t
641 /programs/courses.asp?depcode=98&deptmne=twrseid=46. | 0.01¢t
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session-topic distribution
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Figure 5-3 The specific user session-topic task distributigar the discovered topics

5.4.4. User Access Pattern Evaluation Using Clustering Quality Metric

To investigate the effectiveness of the proposed lapproach for mining usage pattern
from Web log files, evaluation analysis has beemie@ out to compare the proposed
techniqgue with other two models used in the previchapters. Here we make the
comparison by using the metric discussed in seciagh2. Figure 5-4 depicts the

comparison results in terms of the WAVP metric.rirhe figure, it is shown that both

of PLSA-based and LDA-based techniques are ablechieve better results of cluster
quality in comparison with clustering alone appigaespecially in the ranges of high
WAVP values. For example, for the first five begisters, the WAVP values derived

from the first two techniques are almost 50% highan that derived by using clustering
alone method. When the cluster number increasesgltistering performances of three
models trends to be closer and closer, eventuadiygentogether nearly. This observation
is becoming significant when the number of clustelaches the values of 10 or more.
Therefore, we can draw the conclusion that thentasemantic analysis paradigms are

capable of discovering the underlying linkage betvEveb user sessions and generating
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better quality clusters in comparison with the camtional clustering-based method.
Furthermore, from two curves of the LSA based m&dels seen that these two kinds of
latent semantic analysis have very similar capgbilf efficiently partitioning Web user

sessions. However, it seems that LDA-based approatperforms the PLSA-based
model a bit more in terms of WAVP, especially ire ttange of the very first clusters.
This observation could also be justified by the ekpental results in terms of

recommendation precision, which are presenteddridtiowing chapter 7.

CTl Data - Transaction cluster Quality
T T

—+H— PLSA-based
—<— Clustering-based

oeb_Q___________________ ‘ —o6— LDA-based T

WAVP

=
S—

0 2 4 6 8 10 12 14 16
Top Rank cluster

Figure 5-4. Cluster quality comparison of threehoes in terms of WAVP metric

5.5. Related work

In the past decades, using latent semantic anatysdels for characterizing documents
and Web transactions has become a promising tremchine learning and data mining.
The first well-known LSA model, namelyatent Semantic Indexin@-Sl), was firstly
introduced by Deerwester in 1990. The main idehSifis to map the high-dimensional
input space to a reduced-dimensional feature spaadksd latent semantic space that

captures the underlying associations between tlserebd co-occurrence observations,
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for example, the semantic relations between wodldotument, or Web page and Web
user session. The mapping is usually carried ouiniplementing a Singular Value
Decomposition (SVD) operation, which is to extrduw maximally approximate matrix
to the original input space. LSI assumes therekanederlying latent topics, over which
documents or Web sessions are associated withdaegty. Those latent topics are, in
turn, conceptually considered as document class&at session categories, in some
extents, which leads to document categorizatioeb session clustering.

Based on a more solid statistical base, Hoffma# pB6éposed an alternative to LSI, by
introducing Probabilistic Latent Semantic Analysmodel (PLSA), which is able to
discover the latent variables from the co-occureentzservations. The model is described
as an aspect model, which assumes the existereseaifof unseen factors hidden in the
co-occurrences between two sets of objects, likecuohents/words or Web
sessions/pages. This model is essentially a lat&ttstical mixture model, that is,
different words within a document contribute toaigty of topics with various degrees.
To tackle PLSA model for revealing the underlyiredations, a specifi&€xpectation-
Maximization(EM) algorithm is employed to maximize the likeldd of the data. The
estimation is done in an iterative running manrreil the likelihood converges to a local
optimal value. Due to its capability and flexiblitPLSA has achieved a great amount of
successes in many research studies. Hoffman olfigipeoposed it for text mining and
collaborative filtering, while Zhou et al extend#ds model for Web usage mining by
treating Web log data as observed co-occurrencds I8 [90], Song et al used it for
disambiguating author names within a large docuroeléction. They first employed it

to extract the topic distribution with respect &rgona and words, and then, incorporated
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a hierarchical agglomerative clustering algorittordisambiguate authors. Additionally,
PLSA is also successfully introduced in persondlix@eb search and Web service
composition [91] studies.

A main shortcoming of PLSA is the overfitting prebi, resulted from the fact that the
estimated parameters in this model grow linearhe size of the document collection
or Web transaction database, which is often ocduimemachine learning procedures.
Blei at al. [67] later introduced a Bayesian hiehacal model, namedatent Dirichlet
Allocation (LDA) for modelling underlying relations in the mext of document-topic
analysis, in which each document has a distinctoggc distribution, drawn from a
conjugate Dirichlet prior that remains unchangeddib documents in a collection. The
words within that document are then expressed twertopic space discovered. The
model training and parameter estimation can beopmadd efficiently by employing a
variational EM algorithm [67]. In contrast to PLS#d other generative models, LDA is
considered as a full generative aspect model, whials a better generalization
performance. Many studies have been extensivelyedaout to employ LDA model in
other applications. Wei et al. [92] proposed LDAséd models for documental retrieval
by performing LDA analysis in an ad-hoc retrievakk. Li et al. [93] successfully
addressed the problems of nature scene classiisatio improve the capability of
computer vision with this Bayesian hierarchical mlodAnd Wang et al utilized it for

identifying topical trends through a time seriealgsis [94].

5.6. Conclusion

In this chapter, we have proposed a novel Web usagmg approach based on Latent

Dirichlet Allocation (LDA) model. With LDA model, e associations between user
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sessions and navigational topics and the assatsati@tween topics and Web page
collection hidden in user click log files are digeced via a model generating process.
Interpreting the predominant Web pages with theni@ant contributed probabilities
results in revealing the semantics of the undeglyiopic space, and examining the
association between user sessions and multiplesdgads to discovering the user access
preference distribution over the topic space, m,tprovides a better way of identifying
various common access patterns by aggregating ssssions with similar access
preference. The experimental results on the selagtage data set have shown that the
proposed LDA-based Web usage mining is capablew#aling the latent task space and
generating the user session clusters with bettadityuin comparison with other

conventional LSA based approaches.
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6. Discovering Task-Oriented Navigational
Distribution for Web Recommendation

6.1. Introduction

Web recommendation is to present more preferablé Wantents to Web users by
predicting user’s navigational preferences fronfhas very first clicks on Web pages.
The recommended Web content is usually determimgddibcovering user access
preferences and referring to the historic visitipgeferences of other users with the
similar access pattern via a collaborative filtgritrechnique. Particularly, we address
incorporating the usage pattern knowledge discalvére Web usage mining methods
that discussed in the previous chapters, with enaof K-Nearest NeighbouringkNN)
algorithm, which is one of the most commonly usedommendation algorithms in
machine learning, to build up a Web recommendaframework in the following
sections. The proposed recommendation scoring idigoris called Top-N weighted
scoring schem¢€TopN-WSS). The schematic recommendation framevi@utlined as
follows: we first utilize the probability estimatescovered from Web usage mining
process to extract the latent task/factor spacecandtruct user access patterns (i.e. user
profiling). This step can be accomplished offlimeaesults in a usage knowledge base
for Web recommendation. When a new user comessib asiWeb site, we predict the
user’s task preference and recommend the custoriadzpages to the user by referring

to the discovered usage knowledge base. Basedi®iframework, we propose several
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algorithms to address Web recommendation. In tHheviong chapters, we propose two
types of recommendation approaches. This chapterfosusing on making
recommendation by discovering task-oriented naiwogat distributions, which is
determined by PLSA model, while chapter 7 will diss a unified user profiling
algorithm that could be used with PLSA and LDA nidde recommendation.

To implement the algorithm proposed in this chagpige first identify the user’s
dominant task sequence from the probability esesiata a Bayesian updating approach.
Then, incorporating the identified dominant taskéhwhe weights of pages, which
corresponds to the captured dominant factors, antecommendation scoring scheme,
results in generating a top-N recommendation pagie\V¥e, therefore, predict the most
likely visited Web pages and recommend them to \A&srs.

This chapter is structured as follows: we firstradiuce the proposed TopN-WSS
algorithm in section 6.2. Then in section 6.3, wespnt a Web recommendation
algorithm based on discovering user task-orientadgational distributions over the task
space and incorporating the navigational distrdngiinto the TopN-WSS algorithm.
Eventually, we present some experimental resultssection 6.4 to evaluate the
effectiveness and efficiency of the proposed apgrodhis chapter is concluded in

section 6.5.

6.2. Top-N Weighted Scoring Scheme for Web
Recommendation

Before we propose the Web recommendation algorithns, essential to describe the
theoretical background of the recommendation sgostheme used in the later sections,

which is considered as the core point of Web recendation algorithms. In this study,
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we introduce a unified recommendation scoring allgor, namedTop-N Weighted
Scoring SchemgTopN-WSS), which is a variant of the well knowmNK algorithm. In
the Top-N WSS scheme, usage information deriveth filleb mining process is first
used to represent the user profiles, which are teatl@s vectors of weighted page
sequences. When a new user comes in, we then detetime task preference of the user
and predict the potentially visited pages basedhenpage weights in the determined
usage pattern via collaborative referring techrsque

The procedure of the TopN-WSS algorithm is desdriéxefollows:

[Algorithm 6.1]: Top-N weighted scoring scheme for Web recommeondat

[Input]: An active user sessios) and a usage knowledge base.

[Output]: A set of Web pages in a descending order of vigigh

Step 1: Given an active user sessgand the usage pattern knowledge discovered by

Web usage mining processes,

Step 2: Capture the access task preference ofutient user by matching the current
user session with the discovered usage patternlidge via various learning algorithms,
Step 3: Calculate the recommendation scores ofspagfin the selected usage pattern
based on the derived page weights,

Step 4: Re-sort the recommendation scores in aeddsw order, where each score
stands for the possibility of page being potentialisited by the current user in next
steps, and select the top-N pages with the N higreesommendation scores as the

recommendation list of pages.
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In the following sections, we aim to combine thages knowledge discovered by various
Web usage mining techniques, into the top-N wemjlgeoring scheme to produce

predictions of pages that are potentially visited.

6.3. |dentifying Task-Oriented Navigational
Distribution for Web Recommendation with PL SA
M odel

As we discussed before, each latent fadprdo really represent a specific aspect

associated with the co-occurrence observationgiare. In this sense, we can utilize the
factor-conditional probability estimates generdigdPLSA model to partition Web pages
and induce latent factors by extracting the costerit“dominant” Web pages whose

probabilities are exceeding a predefined threshold.

6.3.1. Characterizing L atent Factor Space

First, we discuss how to capture the latent facamsociated with user navigational
behaviours. This aim is accomplished by charadtegithe “dominant” pages. Note that

P(p;|z) represents the conditional occurrence probabibiyer the page space
corresponding to a specific factor, whereR¢z | p) represents the conditional
probability distribution over the factor space esponding to a specific page, which is

expressed in the form of

(6.1)

P(p1%) A7)
P — i
(z1n) > P(p %) A7)

zeZ
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In such an expression, we may consider that thegpadnose conditional probabilities

P(p;1z) andP(z | p) are both greater than a predefined threshaten be viewed to

contribute significantly to one particular functadity related to the latent factor.
Furthermore, we choose all pages satisfying theeafentioned condition to form a
number of “dominant” page sets. By exploring thenteats of these pages, we may
characterize the semantic meaning of each faatosettion 6.4, we will present some
examples of latent factors derived from two redhdsets. The algorithm to characterize
the task-oriented semantic latent factor is deedrits follows:
[Algorithm 6.2]: Characterize Latent Factors
[Input]: A set of probability estimateB(p, | z) andP(z | p), a predefined threshold
L.
[Output]: A set of characteristic page base defts = (LF,LF,,:--,LF, ).
Step 1:LF, =LF,=---= LF =4,
Step 2: For each, choose all pagesp, € P,

If P(p,|1%) 2pxandP(z | p) = u then

LF, = LF, U p,
Else go back to step 2,

Step 3: If there are still pages to be classifgeback to step 2,

Step 4: OutpulLF ={LF} .
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6.3.2. Identifying Web Page Category
Note that the set oP(z | p) is conceptually representing the probability dosttion
over the latent factor space for a specific Webeppg we, thus, construct the page-

factor matrix based on the calculated probabilgyireates, to reflect the relationships

between Web pages and latent factors, which isesgpd as follows:

VB =(G 1 G oren G ) (6.2)

Where C;  is the occurrence probability estimate of the pagen a factog,. In this
way, the distance between two page vectors magatethe functionality similarity

exhibited by them. We, therefore, define the simitaby applying the well-known

cosine similarity as:

sim(p, g)=(vp. vp)/ v, | vi,) (63)

where(vR, vR) =3 ¢, .- [vRl, =X G

With the defined page similarity measure (6.3), pvepose a clustering algorithm to
partition Web pages into various page categoriée. Web page clustering algorithm is
described as follows:

[Algorithm 6.3]: Clustering Web pages

[Input]: A setof P(Z | p,), a predefined threshold
[Output]: A set of Web page -categorie®CL = {PCL,---, PCL} and the

corresponding centroid§id ={Cid, ..., Cid.} .
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Step 1: Select the first page as the initial clustePCL ={ p} and the centroid of this
clusterCid, = p,,

Step 2: For each page, measure the similarity betwegs and the centroid of each
existing clustersim( p, Ciq), if sim( p, Ciq) = max(sin( p, Cid))> 4, then insertp,

into the clusterPCL, and update the centroid &CL, as

PCL =PCLuU p (6.4)
Cid, =1/|PCL|- >  vp (6.5)
jePCL

where|PCL| is the number of sessions in the cluse@L, .
Otherwise, p; will create a new cluster itself and is the ceidtiaf the new cluster,

Step 3: If there are still sessions to be clagkiiito one of existing clusters or a session
that itself is a cluster, go back to step 2 iteedyi until it converges (i.e. all clusters’
centroids are no longer changed),

Step 4: OutpuPCL={ PCL} andCid ={Cid} .

6.3.3. Web Recommendation Based on I dentifying Task Distribution

Generally, Web recommendation process is to predetcustomized Web contents to
users according to the navigational interests ébdulby individual or groups of users.

Suppose that the conditional probabilities arenestttd by PLSA model as described
above, we can, in turn, utilize them to identife thser’s underlying access interest or

task and recommend the potentially interested Webegntation to users.
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Since each user session is represented as a sedfansited pages along with different
weights, which are determined by the degrees ofnfeeests on these pages of the user,
we can capture the interest-oriented task sequagrieed from the clicked pages within
the session accordingly. This aim is accomplisheddmputing the posterior probability
of each task based on a Bayesian updating apprgaem that pages are independent on
tasks each other. These posterior probabilitiescested with the various tasks indicate
the likelihood of the user’s underlying intentiofhe navigational preference, therefore,
is characterized as a sequence of tasks with @amneling probabilities. By presetting an
appropriate threshold, we can choose all tasks &lposterior probabilities are greater
than the defined value as a collection of the damirtasks to reflect the user’s initial
intention. Moreover, incorporating the identifiedgsience of dominant tasks with the
task-based page categories derived from the preweation will lead to discovering the
page candidates that are more likely to be vistiednterested by the user later. The
algorithm is described as follows.

[Algorithm 6.4]: Discovering task-oriented navigational distriloati for Web

recommendation based on PLSA model

[Input]: An active user sessign=(g, B,--, ), B € F, a set of estimated conditional
probabilitiesP(p; | z) and a threshold p.
[Output]: The dominant task sequente={2, ---, Z} corresponding to the user session

and the top-N recommendation padeS={ q‘ pe P FL2,..., N.
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Step 1: For each task e Z, which is supposed to be independent on the pages,
calculate the posterior probability @f given all pages irs by employing a Bayesian
updating method [95]:

P(z|s)=a R[] R bl 2 (6.6)

pjeS
whereu is a constant,
Step 2: Choose all tasks whose conditional prottigsil are greater than the preset

threshold to form the dominant task sequence qooreting to the user session.
TL={z| z€ Z R g| 3>u} (6.7)

Step 3: For eaclz, in TL, incorporate the corresponding task-based paggaat, and

then compute the recommendation score for each pags

rs(p)= (>, Az|9 Wt p 2, pe Pz T (6.8)

Z.p
wherewt(p;, z) denotes the weight op, within z page category. Note that the

recommendation score will be 0 if the page is alyeasited in the current session,

Step 4: Sort the computed recommendation scores $tep 3 in a descending order, i.e.
rs=(rs([d),--, r( R)), and choose the N pages with the highest scoresrtstruct the
top-N recommendation set.

RS={ | 16 {)> 16 P, £L2,, N-1 (6.9)

6.4. Experiments and Evaluations

In order to evaluate the effectiveness of the pseddWNeb recommendation method and

demonstrate the capability of latent semantic aslyased on PLSA model, we conduct
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experiments on two real world data sets and sumzmahe results in the following

section.

6.4.1. Data Sets

The first data set we used is downloaded from KDP2QDO website. After data
preparation, we have setup a usage data set ingl@®H08 user sessions and 69 pages,
where each session consists of 11.88 pages ingeiekle refer to this data set as
“KDDCUP data”. In this data set, the numbers of Wedpe hits by the given user
determine the elements in session-page matrix a$sdcwith the specific page in the
given session.

The second data set is from a academic Websitélésg[8]. The data is based on a 2-
week Web log file during April of 2002. After dapae-processing stage, the filtered data
contains 13745 sessions and 683 pages. The entties table correspond to the amount
of time (in seconds) spent on pages during a gb&ssion. For convenience, we refer to
this data as “CTI data”. We make use of the usageviedge derived by PLSA model

for Web recommendation.

6.4.2. Latent Task Space

We conduct the experiments on the two data se¢xtract the latent factors and group
Web pages. Firstly, we present the experimentallteesegarding the derived latent
factors from two real data sets based on PLSA madddhle 6-1 tubulates the results
extracted from KDDCUP data set along with the dantnpage collection, whereas

Table 6-2 presents the results from CTI data set.
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From these tables, it is shown that the descripiitles of latent factors (or tasks) are
characterized by some “prominent” pages, whosedgtitibtic weights are exceeding one
predefined threshold. This work is done by intetipge the contents of corresponding
pages since these “dominant” pages contribute lgréatthe latent factors. With the

derived characteristic factors, we may semanticdilscover the usage-based task

patterns.
Table 6-1. Titles of tasks from KDDCUP

Facto Title Dominant Page

1 Department sear 6, 7

2 Product information of Legwe 4

3 Vendor service inf 10,36,37,3

4 Freeqift, especially legce 1,9,3¢

5 Product information of Legcs 5

6 Online shopping roces 27,29,32,42,44,45,

7 Assortment of various lifesty 3,2¢

8 Vendor2’'s Assortme 11,3¢

9 Boutique 2

10 Replenishment of Deptmen 6,25,26,3

11 Article regarding Departme 12,13,22,2

12 Home pag 8,3t

Table 6-2. Titles of tasks from CTI

Factor Title Facto title
1 specific syllakt 11 international_stuc
2 grad_app_proce 12 Faculty-searcl
3 grad_assist_a| 13 postgrad_progra
4 admissiol 14 UG_scholarshi
5 advising 15 tutoring_gradasist
6 program_bachole 16 Mycti_stud_profile
7 syllabi list 17 schedul
8 course infi 18 CS_PhD_resear
9 jobs 19 specific new
10 calendal 2C Home pag
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6.4.3. Examples of Web Page Categories

At this stage, we utilize the aforementioned clustealgorithm to partition Web pages
into various page clusters. By analysing the disced clusters, we may conclude that
many groups do really reflect the single user atask; whereas others may span two or
more tasks, which may be relevant in nature. Ascatdd above, the former can be
considered to correspond to an intuitive latentdiacand the latter may reveal the
“overlapping” property on contents among Web pages.

In Table 6-3, we list three Web page groups outhef total generated groups from
KDDCUP data set, which are expressed by the togechpage information such as page
numbers and their corresponding content labels. $een that each of these three page
groups reflects a sole usage task, which is cargisvith the corresponding factor
depicted in Table 6-1. Table 6-4 illustrates twoBAMEage groups from CTI data set
accordingly. In this table, the upper row lists th@p ranked pages and their
corresponding contents from the generated pagéecd svhich reflect the task regarding
searching postgraduate program information, armleasily to conclude that these pages
are all contributed to factor #13 displayed in Ealfl-2. On the other hand, the
significative pages listed in lower row of the &bhdicate the “overlapping” of two
dominant tasks, which are corresponding to facBoard #15 depicted in Table 6-2.

Note that with these generated Web page categoveesnay make use of these intrinsic
relationships among Web pages to improve Web ozgéon designs. For example, an
instrumental and suggestive task list based ordig@vered page groups can be added
into the original Web pages as the meanAddptive Web Site Desigto provide better

services to users.
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Table 6-3. Examples of Web page groups from KDDCUP

Pagt Conten Pagt Conten

10 main/vendc 38 articlesdpt_paymer
28 articles/dpt_privacy 39 articles/dpt_shipping
37 articles/dpt_contact 40 articles/dpt_returns
27 main/loginz 50 account/past_orde

32 main/registration 52 account/credit_info
42 account/your_account 60 checkout/thankyou
44 checkout/expresCheckout 64 account/create_credit
45 checkout/confirm_order 65 main/welcome

47 account/address 66 account/edit_credit
12 dpt_abol 2C dpt_affiliate

13 dpt_about_mgmtteam 21 new_security

14 dpt_about_boarddirectors 22 new_shipping

15 dpt_about_healthwellness 23 new_returns

16 dpt_about_careers 24 dpt_terms

17 dpt_about_investor 57 dpt_about_the_press
18 dpt_about_pressrelease 58 dpt_about_advisoryboard
19 dpt_refer

Table 6-4. Examples of Web page groups from CTI

Pag:t Conten Pagt Conten
38¢€ /News 58¢ /Prog/2002/Gradect20
575 /Programs 590 /Prog/2002/Gradis2002
586 /Prog/2002/Gradcs2002 591 /Prog/2002/Gradmis2002
587 /Prog/2002/Gradds2002 592 /Prog/2002/Gradse2002
65 /course/internsh . )
20 Icourse/studyabroad 406 /pdffforms/assistantship
. . ; 666 /program/master
352 [cti/.../applicant_login
. . X 678 /resource/default
353 [cti/.../assistantship_form 679 Jresource/tutorin
355 [cti/.../assistsubmit 9

6.4.4. Examples of Task-Oriented Usage Patterns

As described in section 6.3.3, we exploit the pasteprobability derived from PLSA

model to identify the task-oriented navigationadtdbution and predict the potentially
visited Web pages by combining the task-orientegepeategories into the TopN-WSS
recommendation process. In the following Table 6+, give two examples of the
derived navigational task distributions through éwimg the algorithm 6.4 on two real

user sessions from KDDCUP and CTI dataset respdygtivn particular, we list the
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active user sessions along with the correspondawygational task distribution over the
factor space.

From the table, it is easily found that the tworaskave visited 10 and 11 pages
respectively during their browsing periods. Thekthased usage patterns as well as their
corresponding probabilities are depicted in thedthind fourth column of the table. The
upper part of the table shows that the user’s iggtiactually involves in multiple
purposes. However, the user's main intention isp¢éoform online shopping as the
probability of task #6 is significantly greater thtéhe occurrence probabilities of other
tasks, which means task #6 dominates the wholéose3herefore, we conclude that the

dominant theme of the first user’s behaviour isialty more focused on task #6.

Table 6-5. Examples of task-oriented usage patterns

# Real user sessi Task # & title Prob
boutique
search-result

ProductDetailLegcare

shopping_cart
login2

Welcome
expressCheckout
your_account
confirm_order
vendor

Online shopping (#6) 0.94

Product Legcare (#2)
Boutique (#9)
Department search (#1)
Vendor info (3)

0.02
0.02
0.01
0.01

admissions
admissions/requirements
admissions/mailrequest
admissions/orientation
gradapp/appmain_right
/news/default
/programs/
programs/gradcs2002
programs/gradect2002
/programs/gradhci2002
/programs/core_guide

Admission (#4)
Postgrad Program (#13)

0.63
0.37
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For another user, we can find that the user is im@onducting two tasks, i.e. task #4
and task #13. Referring to the derived tasks iné &2, we can further identify that task
#4 represents prospective students searching fomisamn information, such as
requirement, orientation etc, whereas task #1&ctflthe activity of those students who
are particularly interested in postgraduate programIT disciplines. Unlike the first
user, the second user clearly exhibits the crassdst as the difference between the two
corresponding probabilities of the tasks is notejaignificant.

Once the task preference of a user is identifted,possible to accurately recommend the

preferred Web contents to the user.

6.4.5. Evaluation Result of Web Recommendation

From the viewpoint of users, the effectivenesshef proposed approach is evaluated by
the precision of recommendation. Here, we explanedric calledhit precision[29] to
measure the effectiveness in the context ofNagcommendation. Given a user session
in the test set, we extract the fijsppages as an active session to generate & top-
recommendation set via the procedure described ectiom 6.3. Since the

recommendation set is in a descending order, wedbgin the rank of +1 page in the

sorted recommendation list. Furthermore, for eaclkr > 0, we sum the number of test

data that exactly rank theth as Nb(r). Let S()=>"" NK1), and hitp= S(N/| T,

where|T| represents the number of testing data in the wiesteset. Thushitp stands for

the Web recommendation precision.
Obviously, the bigger the value of (the number of recommendations) is the more

accurate the recommendation is.
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In order to compare our approach with other exgstimethods, we implement a baseline
method that is based on a clustering technique [B8s method is to generate usage-
based session clusters by performingk-eneans clustering process on usage data
explicitly. Then the cluster centroids are deriestthe aggregated access patterns.

Figure 6-1 depicts comparison results in termsigfparameter using the two methods
discussed above on CTI dataset. The comparisotigemonstrate the improvement of
Web recommendation performance with the task-cetbntsage mining in comparison
with the traditional clustering-based algorithmténms of recommendation precision. In
this scenario, it can be concluded that our approsacapable of recommending user
more preferable or interested Web content. In amdib the recommendation accuracy,
this approach is able to identify the hidden taghkyg such user sessions or Web pages are

grouped together in a same category.

CTl Data - Recommendation Hit Precision

—& Task Oriented
—&— Clustering Based

07

Hit Precision
= = =
= (i) o

=
[ 5]

=
)

0.1 14

I I 1 I I 1 I 1
1} 5 10 15 20 25 30 35 40
Top-N Recommendation

Figure 6-1. Web recommendation evaluation upgp comparison for CTI dataset
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6.5. Conclusion

Web usage mining is a knowledge discovery procgbgh is not only to discover user
access pattern, but also enable Web user to |twateeeded information or content more
efficiently via Web recommendations. In this chaptere have developed a Web
recommendation technique by exploiting the knowtedd usage pattern from Web
usage mining based on PLSA model. With the propgsebabilistic method, we can
measure the co-occurrence activities (i.e. usei@es) in terms of probability estimates
to capture the underlying relationships among uaedspages. Analysis of the estimated
probabilities leads to building up the task-oriehtesage patterns and Web page
categories, and identifying the hidden factor sptéa conceptually representing user
interests or tasks. The user navigational taskilbligion is computed via a Bayesian
updating algorithm, in turn, is incorporated wittetdiscovered factor space for making
Web recommendations by using the top-N weightedrisgoscheme. We have
demonstrated the usability and effectiveness of tewhnique through experiments

performed on the real world datasets.
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7. User Profiling Algorithms for Web
Recommendation Based on PL SA and L DA
M odel

7.1. Introduction

In chapter 6, we introduce a Web recommendationoggh by identifying the user’s
task-oriented navigational distribution and incogimg it into the top-N weighted
scoring scheme. Experiments conducted on the redtwdata sets have evaluated the
proposed algorithm in terms of recommendation aur The main idea of this
approach is the use of the weights of pages withendominant task space; however, it
doesn't take the historical visits of other Webragato consideration. As a consequence,
we aim to develop a Web recommendation algorithra wollaborative filtering
techniques in this chapter. In particular, we psgpawo Web recommendation
algorithms, which are called user profiling apptoes based on two latent semantic
analysis models.

The rest of this chapter is organized as follows: fisst present two usage-based Web
recommendation algorithms based on PLSA and LDAehosspectively in section 7.2.
In section 7.3, we give Web recommendation perfogeaanalysis in terms of
recommendation accuracy from experiments condumteithe real world usage datasets,
with the proposed recommendation algorithms desdrilm section 7.2. In order to

evaluate the effectiveness of the proposed algosiiftomparison studies are carried out
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against existing Web recommendation algorithms entien 7.4. Related work and

conclusion are given in section 7.5 and 7.6, respdy.

7.2. User Profiling Algorithmsfor Web
Recommendation

In this section, we present two usage-based usefilipg algorithms for Web
recommendation based on PLSA and LDA model resgsygtiln chapter 4 and 5, we
have derived user access patterns and user profes probability inference algorithm.
In the following parts, we aim to incorporate thecdvered usage knowledge with the

collaborative filtering algorithm into the Web renmendation algorithm.

7.2.1. Recommendation Algorithm based on PL SA M odel

As discussed in the previous chapter, Web usagengnwill result in a set of user
session clusterSCL={ SCL, SCJ,--- SGL, where eactSCl, is a collection of user
sessions with similar access preferences. And tlerdiscovered user session clusters,
we can then generate their corresponding centadittee user session clusters, which are
considered as usage profiles, or user accessmmtiEne complete formulation of usage
profiling algorithm is expressed as follows:

Given a user session clust8CL., the corresponding usage profile of the cluster is

represented as a sequence of page weights, whaalhependent on the mean weights of

all pages engaged in the cluster
up = (W, v - ) (7.1)

where the contributed Weighﬂi,, of the pagep, within the user profileup is:
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1
w=—— ) 7.2
J |SC|“€SZC)L61,, (7.2)

And a;is the element weight of the pagein a user sessia s,e SCL. To further

select the most significant pages for recommendatice can use filtering method to
choose a set of dominant pages with weights exogedlicertain value as an expression

of user profile, that is, we preset a threshaléind filter out those pages with weights

greater than the threshold for constructing the pssile. GivenM , then

W= W > a (7.3)
0,otherwise

This process performs repeatedly on each userosessister and finally generates a
number of user profiles, which are expressed bybighted sequences of pages. These
usage patterns are then used into collaborativemewndation operations.

Generally, a Web recommendation is to predict amstacnize Web presentations in a
user preferable style according to the interesisbéed by individual or groups of users.
This goal is usually carried out in two ways. Oe thne hand, we can take the current
active user’s historic behaviour or pattern intmsideration, and predict the preferable
information to this specific user. On the other dhaly finding the most similar access
pattern to the current active user from the leanmgmye models of other users, we can
recommend the tailored Web content. The formerissemetimes called memory-based
approaches, whereas the latter one is called mmassld recommendations, respectively.
In this work, we adopt the model-based techniqueour Web recommendation
framework. We consider the usage-based user mofigmerated in section 4.3 as the

aggregated representations of common navigatioredlawours exhibited by all
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individuals in the same particular user categonyg atilize them as a usage knowledge
base for recommending potentially visited Web pageke current user.

Similar to the method proposed in [29] for représenuser access interest in the form of
a n-dimensional weighted page vector, we utilize tbmmonly used cosine function to
measure the similarity between the current actiger tsession and discovered usage
patterns. We, then, choose the best suitable profihich shares the highest similarity
with the current session, as the matched patteouwént user. Finally, we generate the
top-N recommendation pages based on the histgrigalted probabilities of pages by
other users in the selected profile. The detaitedgdure is described as follows:
[Algorithm 7.1]: User profiling algorithm for Web recommendaticasbd on PLSA

[Input]: An active user sessiog) and a set of user profilego={ up} .

[Output]: TopN recommendation pageBEG, ,(s) ={ g™

[f;“ate P EL2,..., N.

Step 1: The active sessi®) and the discovered user profilep are viewed asr-
dimensional vectors over the page space withirteg 5&.up, =[W, W,,---, W], where
w' is the significant weight contributed by the pagen the up, user profile, similarly

s, =[W, W,--- W], wherew” =1, if page p. is already accessed, and otherwige- 0,

Step 2: Measure the similarities between the ast@gsion and all derived usage profiles,
and choose the maximal one out of the calculatedlasities as the most matched

pattern:

sim(s, up)=( s up/|l 4, up, (7.4)

wheres, - up = Zinzl VV Vﬁ ’”Sa”z - \/Z?:l(wa)z ! Hupj Hz - V2?=1(W)2
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SIM(§, UR,) =max(sinf 5, up) (7.5)
Step 3: Incorporate the selected profile, . with the active sessia, then calculate the

recommendation scones(p) for each page. :

rs(R) =/ W™ x sin{ s, up,) (7.6)

Thus, each page in the profile will be assignedc@mmendation score between 0 and 1.
Note that the recommendation score will be O ifphge is already visited in the current

session,

Step 4: Sort the calculated recommendation scar&egned in step 3 in a descending

order, i.e. rs=(W"™, wW,--,w™) , and select the N pages with the highest

recommendation scores to construct the top-N recamdation set:

REGsu(s)={ 8% 16 §°) > & @), #12. NI (7.7)

7.2.2. Recommendation Algorithm Based on L DA Model

In this section, we present a user profiling altdpn for Web recommendation based on
LDA generative model. As introduced in chapter BALis one of the generative models,
which is to reveal the latent semantic correlagmmong the co-occurent activities via a
generative procedure. Similar to the Web recommigmdalgorithm proposed in the

previous section, we, first, discover the usagetepatby examining the posterior

probability estimates derived via LDA model, themeasure the similarities between the
active user session and the usage patterns ta seéemost matched user profile, and
eventually make the collaborative recommendatioringgrporating the usage patterns

with collaborative filtering, i.e. referring to ah users’ visiting preferences, who have
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similar navigational behaviours. Likewise, we enyplthe top-N weighted scoring
scheme algorithm into the collaborative recommeandaprocess, to predict the user’s
potentially interested pages via referring to tlagep weight distribution in the closest
access pattern. In the following part, we explamdetails of the algorithm.

Given a set of user access models and the curctime aiser session, the algorithm of
generating the topt most weighted pages recommendation is outlinddliasvs:
[Algorithm 7.2]: User profiling for Web recommendation based orALiDodel

[Input]: An active user sessiap, the computed session-topic preference distribufio
and a predefined threshojd.

[Output]: TopN recommendation pageREC,. () ={ §°| p*e P F1--- N-1.

Step 1: Treat the active sessigfas a n-dimensional vectors; =[ W, W, ---, W], where
W' =1, if page p, is already clicked, and otherwige- o,

Step 2: For each latent toplg, choose all user sessiogswith 6’2 > 4 to construct a

user session aggregatiBand compute the usage pattern as

2.0 s
up; =§€R|R| (78)

Step 3: Measure the similarities between the adession and all learned user access
models, and choose the maximum one out of the leazl similarities as the most

closely matched access pattern:

sim(s, up)=( s up/|| 4, ub, (7.9)

 wheres,-up =37 W s, =20 ()7 fup |, = V2L (w)?
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Slrr( Scl’ upec) = mjaX( 5”ﬁ §1 Up)) (710)
Step 4: Refer to the page weight distribution ia thost matched access pattem,.,

and calculate the recommendation scB& p) for each pagg:

RS(p) =y W°x sis uR) (7.11)
Thus, each page in the matched pattern will bgyasdia recommendation score between
0 and 1. Note that the recommendation score wil Behe page is already visited in the
current session,
Step 5: Sort the calculated recommendation scdresined in step 4 in a descending

order, i.e. RS=(w?°, w°,---, wF), and select the N pages with the top-N highest

recommendation scores to construct the top-N recamdation set:

RECoA($)={ ¥l R6 ) > RSP, =HL2,-- N (7.12)

7.3. Experiments and Results

In order to evaluate the effectiveness of the psegdamethods based on PLSA and LDA
model, we conduct experiments on two real worldgasaata sets, and conduct
comparisons with existing recommendation algorithiM® present the results of the

recommendation performance in this section.

7.3.1 Data Sets

The Web usage dataset used in experiments is the aa those used in the previous
chapters. We briefly describe the datasets aswislld he data set is from a university’s

department Web log file, which consists of 1374&sgms and 683 pages, and each entry
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of the usage matrix corresponds to the amountied {in seconds) spent on pages during

a given session. For convenience, we refer toddiia as “CTI data”.

7.3.2. Evaluation Metric of Web Recommendation Accuracy

Here we use the evaluation metric of Web recommé@ndaccuracy described in the
previous chapter. This metric is callbad precision[29], which is used to assess the
effectiveness of the recommendation algorithm endbntext of togN recommendation.

In order to compare our approach with other exgstirethods, we implement a baseline

method that is based on the clustering technig8k [2

7.3.3. Experimental Results

Figure 7-1 depicts the comparison results of recemdation accuracy in terms of

hitp parameter using PLSA-based and clustering-basedmrmaendation algorithm

respectively with CTI dataset. From the Figure T-is shown that the proposed PLSA-
based technique consistently overweighs the stdrdastering-based algorithm in terms
of hit precision parameter. In this scenario, ib d@ concluded that our approach is
capable of making Web recommendation more accyratetl effectively against the
conventional methods.

For another user, we can find that the user is Imaonducting two tasks, i.e. task #4
and task #13. Referring to the derived tasks in&d &2, we can further identify that task
#4 represents prospective students searching faomisamn information, such as
requirement, orientation etc, whereas task #12ctflthe activity of those students who

are particularly interested in postgraduate programIT disciplines. Unlike the first
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user, the second user clearly exhibits the crasseast as the difference between the two
corresponding probabilities of the tasks is noteaignificant.

CTI Data - Recommendation Hit Precision
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Figure 7-1. Web recommendation evaluation updp comparison for CTI dataset
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Figure 7-2. Hit precision comparison of Web recomdaion on CTI dataset

The experimental results in terms of hit precisiath LDA model are shown in Figure

7-2. In order to compare the proposed approach ethler methods, we also carry out
experiments on CTI dataset with the conventionastering-based and the PLSA-based
approaches. In a similar manner, the usage-bassibseclusters by performing the k-

means clustering and the probability inference WILISA model [29, 96] are constructed
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to aggregate user sessions with similar accessrprefes, and the centroids of clusters
are derived as the aggregated user access patterns.

The results demonstrate that the proposed LDA-btes#ohique consistently outperforms
the standard clustering-based and the PLSA-baggxdlithins in terms of hit precision
parameter, the standard clustering-based algoréhvays generates the least accurate
recommendation precision, and the recommendatioforpgance of the PLSA-based
algorithm is in the middle of the other two. Frohistcomparison, it can be concluded
that the proposed recommendation approaches baskdeat semantic analysis models
are capable of making Web recommendation more atxwand effective against the
conventional recommendation methods. In addition the advantage of high
recommendation accuracy, these approaches aralaksao identify the latent semantic

factors why such user sessions or Web pages anpepdogether in the same category.

7.4. Related work

Web recommendation research has become a hot topice context of Web data
management in the last decade despite of the Hattrécommender systems have been
well studied in machine learning and informatiotrieval areas.

To-date, there are two kinds of approaches andniggbs commonly used in Web
recommendation, namely content-based filtering @vithborative filtering systems [38,
39]. Content-based filtering systems such as Webhkéat[40] and client-side agent
Letizia [41] generally generate recommendationsethasn the pre-constructed user
profiles by measuring the similarity of Web contetd these profiles, while collaborative
filtering systems make recommendations by utilizihg rating of the current user for

objects via referring to other users’ preferented is closely similar to the current one.
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In addition, Web usage mining has been proposexhadternative method for not only
revealing user access patterns, but also making etmmendations recently [29].
With the benefit of great progress in data miniegearch communities, many data
mining techniques, such as collaborative filteringsed on the k-Nearest Neighbour
algorithm &NN) [42-44], Web user or page clustering [29, 45,, 48sociation rule

mining [47, 48] and sequential pattern mining tegba [19] have been adopted in the
current Web usage mining methods. With the devetypnof Web usage mining

techniques contributed by academics and researchargariety of application areas, the
application fields are broadened widely and deegppé¢neughout. For example, Liu et al
[97] proposed a framework for forming communitiesa peer-to-peer communication
environment by analysing the client-side Web brogdiistory. This framework is based
on a statistics-based approach. In [98], Bose ietcatporated the ontology in the form of
concept hierarchy into usage based recommendatigaterss to reinforce

recommendations by taking semantics into accounéreas [99] combined model-based
and memory-based CF algorithms into a hybrid systemimprove the recommendation
performance without incurring high computationastso And Jin et al [100] introduced a
Maximum Entropy algorithm into the recommendatiaorgig algorithm to achieve

better recommendation. Consequently, many effoatge hbeen contributed and great
achievements have been made in such research fsldg/eb personalization and
recommendation systems [40, 41, 49, 50], Web systeprovement [51], Web site

modification or redesign [46, 52], and businesslliigence and e-commerce [5].
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7.5. Conclusion

Web transaction data between Web visitors and Wage$ usually convey user task-
oriented behaviour patterns. As a result, theransincreasing demand to develop
techniques that can not only discover user taskated access patterns, but also
characterize the underlying relationships among \Wedrs, user access tasks and Web
pages.

In this chapter, we have proposed a unified usefiliplg algorithm for Web
recommendation based on PLSA and LDA model. Wighdiscovered usage knowledge
from Web usage mining via various latent semamtadysis models, we construct a set of
usage access patterns (i.e. user profiles). By unegsthe similarities between the active
user and the discovered usage patterns, we chbesedst similar user profile as the
candidate usage pattern. The recommended page liEnerated by incorporating the
chosen user profile with the top-N weighted scosngeme for Web recommendation.
We have developed two Web recommendation algoritwitis PLSA and LDA model
respectively. Experimental results that conductedcomparison with other existing
recommendation algorithms have shown that Ilateninaséic analysis based
recommendation algorithms are able to make recordatems accurately and
efficiently. In addition to the high recommendatiarcision, the latent semantic analysis
models have the capability of revealing the lateadtor space associated with the

discovered usage knowledge.
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8. Case Studiesof Clustering-Based User
Profiling Techniguesin Gait Pattern Mining

8.1. Introduction

In the previous chapters, we intensively discus® \W&age mining for discovering user
access patterns, and for predicting user navigatipreferences and recommending the
customized Web contents to Web users. During thi€quure, clustering-based user
profiling techniques (CBUP) plays an important rfie usage knowledge discovery due
to the capability of capturing the latent aggregature of co-occurrence observations.
In addition to its application in the area of Weallormation processing, CBUF can also
be applied into a wide range of knowledge discovangd management domains, for
example, in biomedical or health knowledge discgwwrd management fields, CBUF is

usually used to create various typical charactesigb represent specific patient groups,
which can be considered as pathological indicatieesvarious types of disorders or

disease symptoms.

In this chapter, we aim to extend our developechodilogies and algorithms of CBUF

from Web usage mining to a healthcare-based apiplica.e. gait analysis, to investigate

the hidden correlation among gait variables, discaormal and abnormal gait patterns
in the form of gait variable vector, and eventuaiplore the applicability of gait pattern

mining in the diagnosis and analysis of human margneapability disorder. We carry

out two case studies of gait pattern mining an@ gixperimental results in this chapter.
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This chapter is organized as follows. In sectiod, 8ve present traditional clustering
based algorithms for a case studyCefrebral Palsy(CP) patients. CP gait variable model
and clustering algorithms are discussed in thisi@ecThen, we perform another case
study on monitoring the changes of gait charadtesisn an elder population, which are
considered in relation to fall risks in section .88 particular, we employ a SOM-based
clustering algorithm to reveal gait patterns. Expental analysis on two gait datasets is
carried out to assess the proposed techniquesteRelark is discussed in section 8.4.

And we conclude this chapter in section 8.5.

8.2. Case Study of Gait Pattern Miningin CP Patients

In this study, we aim to investigate gait pattenalgsis of CP patients using a gait data
model of temporal-distance gait variables. Tradgicclustering algorithms are employed

to address gait pattern mining.

8.2.1. Gait Data Model in Gait Pattern Mining

As for a biomechanical application of gait analy#iere are a variety of basic temporal-
distance parameters that are frequently used fadettiog human walking, such as

walking speed, stance/swing times. This may betdlee fact that the temporal-distance
parameters are probably more fundamental for tmpgse of gait analysis [101]. In this

work, we simply exploit the specific two-dimensibb@mporal-distance parameters, i.e.
stride length and step frequency/cadence to castsargait data model. Both normal and
pathological data relating to children’s gait infa@tion for developing gait models were
taken from [102]. In this model, the gait data xpressed as a two-dimensional feature

vector matrix, in which each row represents a stibjector in terms of stride length and
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cadence parameters, whereas each column is candésgdo the selected gait variable.
In the following experiments, we will conduct dataalysis on the constructed gait data
to reveal the individual-specific gait patterns.aldition to kinematic parameters, other
two physical features, i.e. leg length and agetaken into consideration for normalizing

and scaling to eliminate the impact of the diversitindividuals.

Normalization and Scaling

To remove the relative difference within the gadltegait data in terms of subject’s age
and leg length and leave the pathological trendgpolgnomial-based normalization
technique [102] is employed on the stride lengtth @adence parameters respectively:
NSL= SI-( g+ all & LP++ & L)+ St (8.1)
NCAD= CAD-(h+ b AGE i AGE+---+ b AGE+ CAL (8.2
whereNSLSL LL, NCAD, CAD, AGE are subject’s (normal or pathological) normalized
stride length, original stride length, leg lengtioymalized cadence, original cadence and
actual age respectivelLy andCADy stand for average stride length of intact subjects
and average cadence of intact subjects.
Since Euclidean distance is employed to measurssithégarity between two subjects’
gait characteristics, a scaling process on gad ¢aneeded to have unity variance and
decrease the influence of one feature dominatiegdibtance over another feature with
its significant value.

SNSL= G NS (8.3)

SNCAD= G,, NCAL (8.4)
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where SNSLand SNCADare subject’s stride length and cadence after aliwing and

scaling, Cg, andC_,, are coefficients for stride length and cadencersgal

Similarity Measurement

After data normalization and scaling transformatidhe discrepancy not only in
individual’s physical condition (i.e. leg length carage), but also in the observation
variance of stride length and cadence caused byeatere dominating another in value,
will be removed. Then, one basic similarity metrie, Euclidean distance that is well-
adopted to measure the distance of two featureokeat Information Retrieval [61], is
utilized to measure the similarity of two subjedmce every gait data could be

considered as a feature vector in this case.

sim(s, ?): d(s 19=,fZ( 9~ jtg)2 (8.5)

where s is thei-th subject of gait datag, denotes the chosen kinematic valuesobnj-

th variable.

Moreover, since the centroid of the subject clusterd be virtually viewed as a subject
in the form of feature vector, the distance betwdesm generated centroid and the
individual subject could be further expressed asdfiliated distance of this subject from

the subject group.

AD(s,G)=d(s cid) (8.6)
In clustering stages, this kind of distance is uiated repeatedly until the mean distance

converges to a local optimal value.
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8.2.2. Clustering-based User Profiling Algorithmsfor Gait Pattern

Mining

Two types of clustering algorithms, ilemeans and hierarchical clustering are conducted
to group gait data in terms of temporal-distanceapeters. Ink-meansclustering
analysis, we investigate the implementation of giog the ambulation of neurologically
intact individuals and those with CP irkesubject categories, visualizing the separation
layout of the grouped subject cluster and evalgatire clustering quality in terms of
mean silhouette and mean square error. Kimeeansclustering algorithm works as
follows [53-55]:

[Algorithm 8.1]: k-means clustering for gait pattern mining

[Input]: Subject gait data matrix in the form of tempadedtance variables.

[Output]: A set of subject gait clusters and correspondargroids.

Step 1: Arbitrarily choosk subjects as initial cluster mean centres;

Step 2: Then assign each subject to the clustér tveé nearest centres, and update each
mean centre of the cluster;

Step 3: Repeat step 2 until all centres don’t ckaangl no reassignment is needed;

Step 4: Finally output subject clusters and therresponding centroids.

In addition tok-means clustering, hierarchical clustering is astloyed to reveal the
possible grouping strategy for gait data from tiempoint of hierarchy tree analysis.
Meanwhile, construction of hierarchy tree and isresponding visualization layout of
clusters as well as centroids are plotted for campahe clustering results derived by
these two kinds of clustering algorithms. The pdace of hierarchy clustering is as

below [17]:
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[Algorithm 8.2]: Hierarchical clustering for gait pattern mining

[Input]: A set of subject gait data in the form of tempaligtance variables.

[Output]: A hierarchy cluster tree and its correspondirggialization.

Step 1: Calculate the mutual distance of pairegestdh (distance matrix) as the clustering
criteria;

Step 2: Decompose subject dataset into a set elsl@f nested aggregation based on the
distance matrix (i.e. tree of clusters);

Step 3: Cut the hierarchical tree at the desiredl$eby selecting a predefined threshold,
and then explicitly merge all connected subjectewehe cut level to create various
clusters;

Step 4: Output the dendrogram and cluster visu#diza

8.2.3. Experiments and Results of CP Gait Analysis

Experimental Data and Design

The stride length and cadence gait data of 68 nlachiladren and 88 children with CP are
constructed as a temporal-distance gait data fra®2][ In order to accomplish
normalization process described above, we utilizérst-order and a second-order
polynomial models for normalizing stride length atatience respectively. The engaged
coefficients are tabulated in Table 8-1 [102]. tldiéion, the scaling factors that are used
to unify the amplitude in variance of stride lengithd cadence parameters are listed in
Table 8-1 as well. Figure 8-1 illustrates the ndrpea two-dimensional plot of gait data,
i.e. stride length vs. cadence, for 68 neurologitact children and 88 children with CP.
In this figure, red solid dots stand for the sutgao neurological intact group, whereas

black cross symbol represents the subject withgbagiical symptoms. Consequently, our
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aim is to separate these two main types of subjetdsvarious groups, within which the
subjects should share the similar gait characiesisEspecially, after clustering, the

subjects in neurological intact group should bealijecategorized into the same cluster.

Table 8-1. Normalization coefficients and scaliagtbrs for gait data

name | a, a SL b, b b, CAD Cs. Cero
value 0.2¢ 1.31 1.0z 174.07 | -7.04 0.22 136.8¢ | 5.8¢ 0.03¢
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Figure 8-1 Normalized gait data for children in normal anthpéogical groups

Experimental Results

The clustering results with respect kaneans are visualized in Figure 8-2 (a)-(b) for

k =5, 6 respectively, where the grouped subjects are slpaloowith a variety of point

types and colours. In addition, the correspondiagtoids of clusters are marked in
black solid dots in the figures as well. From thpk#s, it is visually demonstrated which
subjects are grouped together into the same clastrding to their mutual Euclidean
distance, how close the subjects within the samstel are and how far the subjects are
separate from others in different clusters. FomgXa, the neurologically intact subjects

are almost partitioned into the first cluster witlue square in case &f=5, while for
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k=6, such subjects are separated into two individuasters, in which they are

represented by blue squares and cyan cross syedumsdingly.
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Table 8-2. Centroids of clusters with k-means wken5

Centroid 1 Stride Lengt Cedenct
P1 0.719( 160.895!
Pz 0.455" 80.686:.
Pz 0.363( 129.680!
P4 1.010: 136.090!
PE 0.653: 122.242.

Table 8-3. Centroids of clusters with k-means wken6

Stride Length

(@)

Centroid Stride Lengt Cadenc

P1 0.702¢ 163.450!

Pz 0.642¢ 121.991.

P: 0.455] 80.686:

P4 0.363( 129.680I

P 1.081: 141.406

PE 0.955: 131.574.
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Figure 8-2 Cluster visualization df-means withk =5 (a) andk =6 (b)

Meanwhile, the centroids of clusters foe=5and k =6 are tabulated in Table 8-2 and

Table 8-3 respectively, which are indicated bypbat sequence number ranging from 1

to 6 in the cluster layout (i.e. Figure 8-2 (a)}(lhjurthermore, the created centroids can
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be treated as the pattern-based gait profilespesent the overall gait characteristics of
the corresponding gait groups [103].

In order to evaluate the quality of clustering, weoduce two basic coefficients, namely
Silhouette Coefficier(SC) andviean Square Erro(MSE) in this study.

Firstly, we compare clustering quality with respexta variety of parameter settings of
cluster numbers (i.& value). In order to be independent from the nundfeclusters
produced, we use the silhouette coefficient forghgose of evaluation.

The silhouette coefficier®Cis an indicator to measure the quality of clusigriwhich is
normally a value between 0 and 1, and rather inudgrg from the number of clustering.
Theoretically, the larger the value 8Cis, the higher the quality of the cluster will be.

In addition to silhouette coefficient, we also cootkd further evaluation study on
overall mean errors of clustering rather than oa single cluster quality, for the purpose
of comparison [104].

It is easily concluded that thdSE stands for the overall mean distance for eachestibj
within the same cluster from its corresponding k®di which reveals the quality of
clustering as well.

Figure 8-4 summarizes the calculated results imgeof SC and MSEfor k-means

clustering in case ok =4,5,6. Interestingly, the table shows that the highedte for

SCis fork=5, k=4 andk =6 rank the second and third, whereas the smallesnme
square error occurs k=6 instead ofk =5. This is mainly because one neurological
intact group is split into two individual sub-class, which will result in the decrease of

distance from every subject in the sub-clustets@entroid of the sub-cluster.
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Table 8-4. Mean silhouette and mean square errde-fioeans withk = 4,5,6

K 4 5 6
SC 0.598: 0.640¢ 0.551(
MSE 134.9¢ 97.4: 72.2¢
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Figure 8-3 Silhouette value plots é¢means clustering with=4,5,6
Figure 8-3 shows the silhouette plotskafneans clustering for various cluster number
settings. From this plot, it is shown that thereme particular cluster that seems to be
rather well-separated, which actually consistseafrological intact subjects, while others
are not distinct enough for the three differenekings. In addition, the plots indicate that
the clusters generated with=>5 exhibit a little bit higher quality than other two
settings, which is also validated ISC shown in Table 8-4. Especially, the negative
values of SC reflect that the corresponding subjects are panid wrongly into

inappropriate subject groups, according to its rdédn. Consequently, the bigger
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occurrence rate of negati&Creveals the poor quality of clustering accordingtyom
this viewpoint, it is concluded that the selectmincluster number witkk =5 is much

more appropriate than those of cluster numbernggsttivith k = 4,6. Conclusively, we

will stick to selection ofk =5 to conduct hierarchical clustering and test daledation

in the following analysis.

Hierarchical Clustering

In comparison wittkk-means clustering, we also investigate the pantitibgait data via a
hierarchy tree approach. Hierarchy clustering i€reate a hierarchical tree of clusters

based on the mutual distance between each pabrsefeations.

Dendrogram

35

25

Figure 8-4 Hierarchical cluster tree

Figure 8-4 and Figure 8-5 illustrate the plotteeraichical tree of clusters in the form of
Dendrogram and visualized cluster layout of hidrgricee respectively. In Dendrogram,
thex coordinate stands for the processed subject seguarmber, whereas y coordinate
conveys the distance information between two adjacedes. Interestingly, the first &8

coordinates in the dendrogram are exactly the sasrthe subject orders in the original

gait dataset, which will result in the productidintioe first big subject cluster. However,
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the figure indicates further that there exist saveddish subjects, which are far enough
from other objects so that they could not be grduip¢o either of the two established

clusters in the lower level.

Figure 8-5. Cluster visualization of hierarchy tree

Table 8-5. Centroids of clusters with hierarchystéuing

Centroid 3 Stride Lengt Cadenc
P1 0.733¢ 158.9¢
Pz 0.400: 140.4¢
Pz 1.006¢ 135.4¢
P4 0.642¢ 120.9°
Pt 0.382: 98.8:
PE€ 0.578: 202.3¢
P7 0.478¢ 59.1¢

8.3. Case Study of Gait Pattern Mining in Ageing Using
SOM-Based Clustering

8.3.1. Gait Data Model and SOM -based Clustering Algorithm

Gait Feature

In the first case study, we simply exploit the sfie¢wo-dimensional temporal-distance

parameters, i.e. stride length and step frequeadgftce, to construct gait data model,
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and gait data is expressed as a two-dimension@lréeaector matrix, in which each row
represents a subject vector in terms of stridetleragd cadence parameters, whereas
every column is corresponding to a gait variable.

In this section, we adopt another complicated typgait variables, i.eMinimum foot
clearance(MFC) to model human walking characteristics. M&€urring in the mid-
swing phase of the gait cycle, is defined as theimmm vertical distance between the
lowest point under the front part of the shoe/faotl the ground, and has been identified
as an important gait parameter [105]. As a rethis, parameter measures fall-prone gait
characteristics and provides valuable information itlentification of fall-risk due to
degeneration of mobility in elderly population. &ig 8-6 illustrates what MFC

parameter stands for in one gait cycle.

Toe-off

Vert. disp. of Toe

le x y

Foot Contact Gait Cycle Foot Contact

Figure 8-6. Vertical displacement of toe markerdoe gait cycle during walking

8.3.2. SOM-based Clustering Algorithm

Self Organization MaSOM) is a neural network based learning algoritiaich is to

assemble input subject data together based on titeahdistance. In a SOM learning
process, the subjects with similar patterns areegged together in closely neighbouring
parts of an appropriately defined grid. In the esthbf gait analysis, SOM algorithm can

be used as an analytical tool, which can efficiemtbualize the gait pattern distribution
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in a two-dimensional SOM grid by reducing the disienality of input data with
minimal loss of information content and poori definition of clusters.
The SOM process consists of a regular, usuallydimeensional, grid of map units. Each

unit i is represented by an n-dimensional prototype veato=[m,,---, m] wheren is

the dimension of input space. In the grid, thesuaite connected to adjacent ones by a
neighbourhood relation. The number of map unitsclvivaries depending on the size of
input space, determines the accuracy and gendralizzapability of the SOM. Thus, the
SOM can be considered as a topology preserving imgmm input space onto the two-
dimensional grid of map units [106].
At each learning step, a data samples selected and the nearest map unit fest
matching unit BMU) is found on the map. The prototype vectorttoid BMU and its
neighbouring units on the grid are merged towaedstmple vector:

m(t+D)=m(O+a (9§ (9 % () (8.7)
wherea(t) is a learning rate anlali(t) is a neighbourhood kernel centred on the winner
unit. Both learning unit and neighbourhood kerredius decrease monotonically with
time.
The SOM operation is trained iteratively where inpactors are aggregated until the

following error function reaches the minimum:

E=iimﬂx— m)| (8.8)

i=l j=
whereN is the number of training data aktis the number of map units.
As SOM is to graphically map the input data spac® @ trained grid where the data

with similar characteristics are assembled ontghi®uring units of grid, therefore, it is
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possible to conduct clustering on the input sampigsexamining the distribution of the
trained grid units. The most commonly used metHodsisualizing the cluster structure
of SOM are based on distance matrix, especiallyuthiBed distance matrix (U-matrix),
which exhibits the distance between prototype wsabd neighbouring map units. In the
experiment part, we will demonstrate the procesdisfovering gait pattern by using U-
matrix. As a result of capability of handling deaalysis with high dimensionality,
SOM-based analysis has recently become a feasgualization tool in pattern mining

[107, 108].

8.3.3. Experiments and Resultsof Gait Analysisin Elder Population

Gait Dataset

The MFC dataset for experiments includes 78 subjecthree gait categories, i.e. 30
younger subjects, 38 elderly subjects with healgayt and 10 elderly subjects with
impaired walking ability are taken from the gaitalzase of the Biomechanics Unit of
Victoria University. Obviously, it is supposed tlthere are some gait overlaps in these
three groups due to the diversity of individual giogl condition. Especially, it occurs
frequently in the second participant group. Our &rto not only differentiate these three
groups, but also discover the possibly existing paiterns between them.

While the well-used MFC histogram plots show valaatiatistical characteristics of the
distribution in biomechanics, MFC plots of successgait cycles between MEG&nd
MFC,., illustrate unique interaction effects in 2-D gaitadysis. Such plots, known as
Poincaré Plots, have been shown to be highly éffeéh studying repetitive events.
Features characterizing these plots are used telaje\gait data model. Table 8-6

illustrates 9 relevant features dominating in gaialysis as well as their mathematical



Chapter 8 Case Studies of Clustering-Based UsefilPigp Techniques in Gait Pattern Mining 154

definitions extracted from Poincaré Plots, whickcisstructed as another gait variable
space for gait pattern mining. All the gait feagisge normalized using their z-scores to

have zero mean and unity variance for eliminativegindividual physical diversity.

Table 8-6. Features and corresponding definitiotieted from MFC Poincaré Plots

Attribute # definition Attribute # definition

1 MFC,_,, 6 Mean

2 MFC, ., 7 Standard Deviation
3 I"Quartile( Q1) 8 Skewness

4 2" Quartile/ Mediar( Q) 9 Kurtosis

5 3“Quartile( Q3)

In the second experiment, we aim to employ SOM-baskeistering techniques to
discover the potentially existing gait charact&igiatterns from gait data of these three
human groups, which might possibly reflect différénking to fall risks. As discussed
above, a visual inspection on U-matrix, which isrived from SOM training, is
performed to visually find the gait group. Thérameans (or called partitive) clustering

was applied to further identify the distinct areaparated in the trained SOM map.

Visualization I nspection.

In Figure 8-7, two SOM visualization figures of Mataset are shown: the U-matrix (a)
and the trained map units in the input space (bjchvare illustrated in various colour
representations. In Figure 8-7(a) of U-matrix, eliéint colours reflect the mutual distance
between map units, whose values are determinetieogdlour bar displayed beside the
U-matrix map, e.g. the upper of colour bar is, biggger value of distance is. As a result
of colour representation of U-matrix, it is possilb visually identify the agglomerative

areas/clusters in the trained map. From Figureal-%&ne can detect there seem two
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distinct clusters existing at the upper part of #@M map. However, at the lower part of
the SOM map, there may exist many sub-agglomerdioeks mixed with each other,

which indicates the presence of overlaps of gaitigs. In addition, there exist two small
clusters corresponding to outliers, which are ledat two corners of right side of the
SOM map. Examining the trained map units in theuingpace (Figure 8-7(b)) would

draw similar conclusion to that from U-matrix. Ndteat the size of each unit indicates
the number of hits in each unit of input spaceparticular, the empty units represent the
zero-hits unit such that could be considered apotative units. And the interpolative

units seem to divide the gait data into upper amget two major parts, where there seem
no clearly distinct sub-classes in lower part, ¢gating the presence of overlapping of gait

patterns.

U-matrix

Input Space

Q00 e o
N 0

(@) (b)

Figure 8-7 The U-matrix (a) and prototype vectors of the S@Nhput space (b)

Meanwhile, Sammonmapping technique is also performed to make a eoisyn of

visual inspection, which is shown in Figure 8-8orfirthe Figure, one can similarly find
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that these three gait groups are not well separited each other, especially being
heavily overlapped at left side of the grid map.

Sammon Mapping of the YOP gait Dataset (stress = 0.0027593-7.8553e-014i)
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Figure 8-8. Sammon mapping grid of MFC dataset

Partitive Clustering
To further quantitatively analyse the underlyingt gettern hidden in MFC dataset, we

performed partitive clustering i.&=means on the trained SOM grid to partition the map
Figure 8-9 depicts the clustering resultskimeans clustering algorithms, initial number
of clusters is needed to set in advance, and diffenumber setting will result in various
cluster results. To select a best number of clsstere a metric, called B-E index is used
to measure clustering quality. That is, the smdherB-E index is, the better the quality
of clustering is. From the figure, it is shown thié plot of B-E index has a negative
peak at seven clusters. Furthermore, seven clustdneh are represented by seven
colours, are illustrated on the SOM map, basederbest selected cluster number. From
the calculated clusters, the agglomerative propertif these three gait categories are

clearly visualized, in turn, are used to modelgbeentially existing gait patterns.
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Pattern-Specific Gait Locality Analysis using Histogram Plot

Once a number of gait clusters are visually disoedeit is necessary to further
investigate the linking between each gait clustersthe SOM and clinic-specific gait
patterns. For the three gait categories, i.e. Yeunglder and Healthy, Elder with
impaired balance, we aim to perform histogram aislgn the SOM grid to determine
the locality of clinic-specific gait pattern on th®OM grid. Histogram plots can
guantitatively illustrate the gait distribution ovéhe trained map based on the hit
numbers of input space, which is counted by comsigehe minimum distance between
each input data and trained prototype vectorstas &igure 8-10 depicts the histograms
of three categories of input gait data on the SONtee gait categories are represented
by red, green and blue colour hexagons, whose seftsct the hits volumes. In the
Figure, it is shown that the younger group’s gares mainly distributed over two areas of
SOM map: left upper side and lower middle parteelahd healthy population’s gaits are
scattered almost all map, and Elder with impairedatce group exhibits walking
characteristics commonly located at the left lowemer and middle part of the SOM.
Furthermore, we employ fuzzy histogram analysiswestigate these three gait groups’
gait distribution over the SOM, which is to caldelahe hits volume by accumulating
each input data’s affiliated memberships to alined map units instead of strictly
selecting the most closed unit with minimum mutdigtance. The fuzzy histograms are
also displayed in Figure 8-10 in comparison to d&ad histograms. The fuzzy
histograms further justify the conclusion of thdt@an-specific gait locality distribution

over the SOM map derived via the clustering analysi
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Figure 8-9k-means clustering analysis and visualization on SGéyp
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Figure 8-10. Histogram distributions of three gaitegories of MFC dataset

The discovered pattern-specific gait locality cobkl used as a diagnostic measure for
gait analysis in clinical applications. For exampie label the map units of gait patterns
illustrated in Figure 8-9 with the grades in a rrfigm 1, representing the most healthy

gait pattern, to 6 standing for the most impairedt gattern, by incorporating the gait
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locality analysis. Then, we utilize the graded laki® diagnose the new subject’s gait
status, that is, we determine the possible localitpew subject’s gait on the SOM by
detecting the belongingness of new subject’s gathé discovered gait patterns. If the
new subject’s gait is fitting into the cluster witlhe smaller grade, the subject might walk
in a normal manner; conversely, the affiliation tlester with the bigger grade might
indicate the worse walking performance of the nabject. This graphic illustration will

provide a useful assistant to gait clinician oesgshers in practical applications.

8.4. Related work

Gait pattern analysis has been addressed to rekesmatic, kinetic and
electromyographic (EMG) gait characteristic for ralidg human walking [109-111].
The discovery of gait pattern will help to identdpy changes of gait that reflects the gait
degeneration due to various pathological reasons.@its applications is to monitor the
ageing influence on gait pattern, which causesteohshreats to the elderly population
and help to prevent them from potential risks df. fehere are various types of gait
variables that are used to describe and analyseHmivever, basic gait variables (e.g.
walking speed, stride length, cadence, leg lendt), ere frequently employed in
modelling human walking [112]. As a result of gadttern analysis, there is a increased
demand to identify the related subsets of thesepgaameters as feature vector (i.e. gait
data model) and employ applicable statistical aisliools on the derived data model to
reveal the underlying gait patterns hidden in thi data.

To characterize gait patterns and differentiate rtbemal from the pathological, some
pattern recognition and machine learning technidu@ge been used to address this

problem. Some academics utilize supervised appesafi3, 114], in which groups of
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subjects are defined bg priori, to model the quantitative correlation among thieyn
using discriminant analysis paradigm, while othexploit descriptive or subjective
techniques to build up collections of subjects [1155]. Alternatively, unsupervised (or
weak supervised) techniques are also consideredfexgive paradigms for gait pattern
recognition. [102] proposed a fuzzy clustering teghe employed on temporal-distance
parameters to group normal and pathological galbjesis into various clusters
accordingly.Neural Network(NN) and Support Vector MachingSVM, two types of
well-studied machine learning approaches recemtyuged for identification of the at-
risk gait in the elderly population. The former ptooneural network model to classify
various gait types, while the latter is to recogngait patterns by finding an optimal
separating hyperplane to separate two groups’ Gataexample, [117, 118] appliédN

on the selected feature subset from lower-limb tjaimgle measureso differentiate
various gait pattern, whereas [119] exploitddinimum Foot Clearance(MFC)
histogram-plot and Poincaré-plot images to ti&ifM for automated recognition of gait
pattern changes due to ageing. Results from thaik Wave shown they are effective gait
analysis tools for solving classification problebns learning gait data with satisfactory
performance [53-55]. Furthermore, the differentlatsubject groups will provide
biomechanical insights and treatment assessmetdrion for the population with
pathological gait characteristics. However, mosthef above studies mainly focused on
the classification of the subject gait data intedafined subject groups rather than the
discovery of underlying relationships among gaiadhat is used to derive gait patterns
as well as identification of subject groups (i.aitgatterns) from the gait parameters. In

most cases, it is crucial to address the issuaswfto find a reasonable grouping scheme
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and then partition the subjects into the correspandroups since it is hard to defiae

priori subject groups in real scenarios.

8.5. Conclusion

Scientific gait (walking) analysis provides valualihformation about an individual's
locomotion function, in turn, assists to undertai@propriate measures for clinical
diagnosis and prevention, such as assessing tnettangpatients with impaired postural
control and detecting risk of fall in elderly pogation.

In this chapter, we have extended the methodolatgesloped in Web usage mining, to
address gait pattern mining for clinical movemeaagdosis via user profiling techniques.
Upon the constructed gait variable space, we ainapply clustering-based learning
techniques to discover subject gait clusters, whacd representing various human
walking characteristics, such as normal or pathodggait patterns. In particular,
standard and SOM-based clustering algorithms aoposed to perform gait pattern
mining on two gait datasets of Cerebral Palsy dddrly population, respectively. The
experimental results have demonstrated that theogenl approaches are capable of well
partitioning gait data into a number of gait clustthat are corresponding to various gait
statuses. And the discovered gait characteristicghe forms of gait profiles or
visualization map will provide a promising meang fpait analysis in gait clinical

application and research.
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9. Conclusions

9.1. Summary

With the rapid development of Web applications andat flux of Web information
available on the Internet, World Wide Web has bezorery popular recently and
brought us a powerful platform to disseminate infation and retrieve information as
well as analyse information. Although the progretshe web-based data management
research results in developments of many useful ¥glications or services, like Web
search engines, users are still facing the probl@Ennsformation overload and drowning
due to the significant and rapid growth in the antoof information and the number of
users. In particular, Web users usually suffer ftoedifficulties of finding desirable and
accurate information on the Web due to two probleiow precision and low recall
caused by the above reasons. Thus, the emerginyetf has put forward a lot of
challenges to Web researchers for web-based infamaanagement and retrieval.

Web mining could be partly used to solve the pnoislenentioned above directly or
indirectly. In principle, Web mining techniques aree means of utilizing data mining
methods to induce and extract useful informatiamfrweb information and service.
Practically, Web mining could be classified intaeth categoriesWeb content mining
Web structure miningand Web usage miningThis dissertation concentrates on Web

usage mining.
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Web recommendation or personalization could be &tkas a process that recommends
the customized Web presentations or predicts &dl®eb contents to users according to
their specific taste or preference. There are twmsk of approaches and techniques
commonly used in Web recommendation, namely co#teséd filtering and
collaborative filtering systems. Nowadays, Web esagning has been proposed as an
alternative method for not only revealing user ascpatterns, but also making Web
recommendations.

On the other hand,atent Semantic Analys{tSA) is an approach to capture the latent or
hidden semantic relationships among co-occurremtieitees, which has been widely
used in information indexing and retrieval applicas. Despite of the considerable
progress of the traditional LSA approach, it shkhs some shortcomings, such as
computational difficulty of sparsity problem of o@currence matrix, overfitting
problem, capability of capturing latent semantiacpetc. To address these, some studies
have extended the standard LSA techniques via datiog various statistical
background principles, such as PLSA and LDA models.

In this study, we have addressed Web usage miningVeb recommendation by using
latent semantic analysis paradigms. This dissertatiainly focuses on discovering Web
usage patterns in terms of task-oriented Web usdilgs and Web page groups from
Web log files to support Web recommendations vidous latent semantic analysis
(LSA) paradigms, the main strengths of the employ&d&-based techniques are the
capabilities of finding the underlying relationskigmong the web objects and identifying
the latent navigational tasks associated. The @rpatal results conducted on three real

world datasets have verified the effectiveness indliig better quality Web object
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clusters and shown the improvement of recommenuaaruracy compared to other
existing recommendation algorithms. Among the thk&A-based algorithms, LDA
model demonstrates the best recommendation ratdesis computational costs. Another
interesting investigation is implemented by extegdihe developed methodologies and
algorithms to another data mining application, aéhealthcare data mining application.
By modelling the gait feature vector, we conduaistéring analysis for gait pattern
mining. The discovered gait profiles in the formmadighted gait variable vectors provide
an assisted diagnostic means for monitoring thexgés of gait statuses due to various
physical or pathological reasons.

In detail, to achieve these goals a mathematieahéwork is established for Web usage
mining and a series of algorithms are proposed redipt Web user navigational
preferences and recommend the customized Web d¢sriteWeb user. Three kinds of
latent semantic analysis models, namely standafd PRSA and LDA, are proposed to
address Web usage mining and Web recommendatipratasely. Two case studies of
extension of the proposed pattern mining methodesognd algorithms are carried out in
the application of gait pattern mining, which iseoimportant topic in healthcare and
biomechanical data mining, to assess the effeas®rand efficiency of the proposed

technigues.

9.1.1. Mathematical Framework of Web Usage Mining for Web
Recommendation

This framework is based on the matrix theory iedinalgebra. In this framework, Web
usage data is characterized in a matrix model, Imchveach element reflects the

navigational preference of Web users. This framé&waakes it feasible to systematically
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perform analysis on the collected Web usage datagusathematical theories in a
unified way that leads to extending the developedhodologies to other data mining
applications, which have similar data expressiéssa result, this framework provides a
solid mathematical base for discovering Web usag#tems and making Web

recommendations.

9.1.2. Latent Semantic AnalyssModelsfor Web Usage Mining

In this dissertation we have intensively inveseghatusing latent semantic analysis
paradigms for discovering Web usage patterns arighig&Veb recommendations, which
includes the following analytical models:

- Traditional Latent Semantic Indexing (LSI)

- Probabilistic Latent Semantic Analysis (PLSA)

- Latent Dirichlet Allocation (LDA)
Tradition latent semantic indexing is based on @mgValue Decomposition (SVD)
operation, which is to reduce the dimensionalitythef original input space but holding
the maximum approximation of the original matrishéTmain advantage of LSI model is
its capability of uncovering underlying relationghiamong the observed objects that
aren’t exhibited explicitly and directly. In thisusly, we aim to employ the intuitive LSI
analysis on the usage data matrix to analyse theceion between user sessions in a
transformed vector space resulted from a SVD implaation.
Probabilistic Latent Semantic Analysis (PLSA) modehl variant of the tradition LSI
model, which introduces an aspect space as an-rmeédium between two usage
attributes, i.e. user session and Web page. WithAPiodel, the original usage data is

mapped into two new usage vectors, in which theaatons between user sessions and
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latent factors, and between Web pages and latetar§a are modelled by the estimates of
conditional probabilities. The new mapped usageaorsclong with the newly defined
user session similarity and Web page similarityvgte a novel Web usage mining way,
with which we can derive usage based page clustedssession aggregates (or user
profiles).

Latent Dirichlet Allocation (LDA) is a recently emgng generative model, which
reveals the intrinsic correlation among co-occuweeia a generative procedure. In
contrast to mining Web usage pattern by PLSA modBl is to learn hidden usage
knowledge based on computing the Dirichlet valuel grosterior probability. The
discovered usage knowledge is then used to prediet's potentially interested Web
contents. The common strength of the latter two et the capability of capturing the
aspect space that associates with the discoveiage ushrowledge in addition to usage

pattern mining itself

9.1.3. Algorithmsfor Web Usage Mining and Web Recommendation

Upon the proposed data analysis models, we havelafmd a number of algorithms for
Web usage mining and Web recommendation. To achigige we also introduced a
series of concepts or definitions to model theti@ships among Web objects.
The developed algorithms for Web usage mining areb \Wecommendation could be
summarized as follows:
- SVD and EM algorithms for capturing the underlyiagsociation hidden in
usage data. These learned usage knowledge usingbthes algorithms is

expressed in a unified feature vector.
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- Clustering and probability inference algorithms émer profiling. With these
algorithms, user sessions are aggregated into &emunf session clusters,
which are used to generate usage patterns in tefrtise centroids of the
clusters, and a number of page categories, whiehcansidered as page
functional aggregates.

- Latent semantic factor space analysis algorithntes& algorithms are to
extract the latent task space by selecting andprdggng the significant Web
pages that greatly contributed to the corresponi@itent tasks.

- Usage based recommendation algorithms for Web rewmordations. These
kinds of algorithms aim to make use of the usagewkedge derived from
Web usage mining for Web recommendation. It is ihgaim a basis of the
collaborative filtering algorithm, which is to makecommendations via
referring to other’s visiting preferences that hairailar access preference. A
top-N weighted scoring scheme is proposed to férencbre part of scoring in
the recommendation framework.

To evaluate the cluster quality and recommendadmuracy, we have also adopted two
metrics and a baseline measure to compare therpemce and effectiveness of the

proposed data analysis models and algorithms.

9.1.4. Case Studies of Gait Pattern Mining

In this dissertation, we have also investigated #éension of the developed
methodologies to gait pattern mining. Gait analysign important topic in movement
clinical research and an application for specifapyations, such as CP patients or

elderly people. In this study, we conduct the fwilog case studies:
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- Traditional clustering case study for CP gait patte@ining. We develop the
k-means and hierarchical clustering based apprsachiénd CP-specific gait
patterns. From the experiments, it is shown that dhit characteristics of
healthy children and CP patients at different platioal levels are
substantially separated into different groups aml discovered gait pattern
knowledge can provide a helpful means for reseasabieclinician to monitor
the development of CP or assess the effectiveridhs mtervention.

- SOM-based clustering case study for monitoring fadks of elderly
population. We employ a SOM-based clustering algorito investigate the
locality of the gait pattern in a transformed SONMIgThe experiments on the
gait data of three subject groups have demonsttatgdhe derived SOM grid
may potentially give us a visualized representafion screening the gait

status and monitoring fall risk in elderly poputsti

9.2. Possible Futurework

In this dissertation, we have concentrated on éisearch of Web usage mining for Web

recommendation via latent semantic analysis pamaslig The theoretical and

experimental studies have shown the effectivenesk agplicability of the proposed

models and approaches.

The future work can be continued along the follaywitirections:

- Integration of ontology knowledge of Web pages iieb recommendation.

The current research is mainly based on analys/elh usage knowledge,
not taking other Web data sources into accounthWhie development of

semantic Web and ontology research, it is belighatl ontology knowledge
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of Web pages can provide deeper understandingnoarge linking of Web
pages as a result of conveying the conceptual ndton. Ontology
knowledge could be viewed as a high-level knowleggeesentation over the
intuitive content knowledge. Hence, integrating timology knowledge with
the usage knowledge will substantially improve dbeuracy and efficiency of
Web recommendation.

- Employing the latest progress of other related aedeareas into Web data
management. The successes and contributions frdan rdming, machine
learning, information retrieval domains always grin new data models and
algorithms to Web data research. It is believeddhmogresses will produce a
big potential for Web researchers to address tlen opsearch problems not
solved yet.

- Expanding the scope of current research to othlateck areas. Web data
mining and community analysis on Web pages or yzengdes an interesting
and promising way to discover the aggregation eatdirco-occurrence based
on statistical learning approaches. With the enngrgf new applications over
the Internet, especially Web 2.0 technology, maaw rtypes of Web data,
such as email traffic, web-blog, and wiki pagesau@lable. These data types
have produced a large amount of new knowledge ressuwhich leads to

new research directions, for example, social ndtvaoalysis.
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