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Abstract

The dominance of visual data in recent times has made a fundamental change
to our everyday life. Less than five to ten years ago, Internet and World Wide Web
were not the daily vocabulary for the general public. But now, even a young child can
use the Internet to search for information. This, however, does not mean that we have
a mature technology to perform visual information search. On the contrary, visual
information retrieval is still in its infancy. The problem lies on the semantic richness

and complexity of visual information in comparison to alphanumeric information.

In this thesis, we present new paradigms for content-based image indexing
and retrieval for Visual Information Systems. The concept of Image Hashing and the
developments of Composite Bitplane Signatures with Inverted Image Indexing and
Compression are the main contributions to this dissertation. These paradigms are
analogous to the signature-based indexing and inversion-based postings for text
information retrieval. We formulate the problem of image retrieval as a two-
dimensional hashing as oppose to a one-dimensional hash vector used in conventional
hashing techniques. Wavelets are used to generate the bitplane signatures. The natural
consequence to our bitplane signature scheme is the superimposed bitplane signatures
for efficient retrieval. Composite bitplanes can then be used as the low-level feature
information together with high-level semantic indexing to form a unified and

integrated framework in our inverted model for content-based image retrieval.
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Chapter 1

Introduction

1.1 Objective

The main objective of this thesis is to investigate indexing and retrieval
paradigms for the management of visual information. The focus will be on the
development of new indexing and retrieval strategies for image data by making use of

techniques in information retrieval.

Two well-known text processing approaches in information retrieval are
signature-based indexing and inversion-based postings. They have been the most
popular retrieval techniques for textual data. However, while we witness the success
of these paradigms to retrieve documents, these concepts have never been seriously
explored for the retrieval of image data. In this thesis, we would like to develop these

paradigms to efficiently index and retrieve images based on their visual contents. Our
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aim 1s to exploit these concepts and define new directions in content-based image

indexing and retrieval.

Image retrieval applications are often categorized into domain-specific and
general purpose. In this research, we shall focus on the latter. It is true that domain-
specific applications are easier to handle and can have a higher precision on retrieval.
However, the lack of generality will prevent us to recover or discover images from
large collections. This is particularly relevant to data sources such as those on the
Internet. Therefore, we concentrate on the general purpose indexing and retrieval

techniques and do not assume a priori knowledge on the image data.

Many retrieval techniques interact with low-level syntactic information such
as color, texture and object shape, with high-level semantic information largely
ignored. Another important objective of this thesis is to integrate high-level concepts
with low-level features in our indexing techniques and present them in a unified
framework. This also implies that our indexing schemes should operate on the level of

regions in images rather than on the entire images.

In this thesis, we view Visual Information Systems as a natural extension of
traditional Information Systems which include visual data. All aspects of applications
(e.g. ESS, DSS and MIS) and databases will need to be improved and extended to

cater for enriched media types as the fundamental elements.
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1.2  Summary of Contributions

The contributions of this thesis in content-based image indexing and retrieval

for visual information systems are summarized as follows:

o We present a model for Visual Information Management. Our framework
for Visual Information Management is not only concerned with
fragmented aspects of visual information retrieval but a complete
paradigm for the management of visual information. Our treatment to
Visual Information Systems is parallel to the traditional field of

Information System.

o We exploit the principal indexing methods in information retrieval for text

data and develop them for content-based image indexing and retrieval.

o We study the concept of image hashing, and we establish the data type for

image hashing in the form of two-dimensional bit matrix.

J We develop Bitplane Signature as a form of image hashing. Bitplane
Signature is a signature accessing strategy for content-based image
retrieval. It takes on characteristics analogous to signature-based text
retrieval methods using two-dimensional bitplanes. We use wavelet
decomposition as one of the possible hashing functions to generate

bitplanes.

o We establish Composite Bitplane Signature as the superimposed code for

fast image retrieval. Furthermore, the framework of Hierarchical
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Composite Bitplane Signature allows us to rapidly produce a partial
ranking of images without the need to perform similarity predicates on

every image in the collection.

o We develop the concept of Inverted Image Indexing to provide an
integrated indexing framework for accessing image contents both

semantically and syntactically.

. We develop an integrated query model for our inverted paradigm which
allows us to pose Boolean or ranked queries with the possibility of
intermixing high-level semantic information and low-level syntactic

features.

1.3 Thesis Organization

This thesis 1s organized into 8 chapters. Figure 1.1 maps out the
organizational structure and the research work addressed by this thesis. The

relationships between chapters are depicted by the corresponding arrows.

Rather than to bundle the experimental results in each chapter, we present our
research findings first and postponed the experimental results to the end of the thesis.
Also, since we cover a number of indexing and retrieval paradigms in this thesis, we
will not provide collective background analysis at the beginning of the thesis but
instead most of the background materials and supporting concepts are presented at the
start of each chapter. In particular, Section 3.2 deals with the background materials of

image compression techmiques; Section 4.2 introduces the traditional hashing
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techniques; Section 5.2 outlines the paradigm of text retrieval using signatures; and

Section 6.2 presents the inverted model for text retrieval.

Chapter 2
Visual Information Management J

;

Chapter 3
A Framework for IIR
Using Compressed Data

Image Indexing and
Retrieval (1IR)

Chapter 4 Signature-based Inversion-based
Image Hashing Indexing Posting
Y r
Chapter 5 Chapter 6
Composite Bitplane Inverted Image Indexing
Signature and Compression

Chapter 7
Experimental Results

Figure 1.1 Thesis Organization

In Chapter 2, we analyze the many facets of Visual Information Systems and
conclude that Visual Information Systems should be defined over the traditional field

of Information System as an emerging field of study on its own right.

In Chapter 3, we identify that content-based image indexing and retrieval is
an important element for the success of any visual information system. We specialize
our investigation on the compressed domains for the purpose of indexing and

retrieval. Representative techniques are analyzed from which we evaluate the common
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approach and extract the desirable characteristics. We identify the problems related to

this approach and suggest solutions in some aspects of the key areas.

In Chapter 4, we develop the concept of Image Hashing. This direction is
motivated by the success of the hashing techniques in many areas of computing. We

analyze traditional hashing methods and apply them to Image Hashing.

In Chapter 5, we present Composite Bitplane Signature as a signature-based
image retrieval technique. We use wavelet decomposition as an example to generate
the required bitplane signatures and superimpose bitplane signatures to form the
composite bitplanes for fast image retrieval. We provide our unique ranking and
searching algorithm which can significantly improve search efficiency. Furthermore,
we introduce Hierarchical Composite Bitplane Signature as a mechanism to rapidly
produce a partial ranking of images without the need to perform similarity predicates

on every image in the collection.

In Chapter 6, We formulate a data and query model for accessing image
contents using the concept of inversion-based postings. Our data model is capable of
supporting high-level semantic indexing and low-level feature retrieval in a unified
framework. Our inverted paradigm is a region-based data model with ability of
indexing different visual contents within an image. Salient characteristics and
meaningful visual contents of different areas within images are captured and
organized using an inverted list. Our query model allows us to pose Boolean or ranked
queries in an integrated environment for high-level contents and low-level features

intermixed together in a query expression.
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In Chapter 7, we provide experiments to reinforce different aspects of our

research presented in previous chapters, and we conclude the thesis in Chapter 8.



Chapter 2

Visual Information Management

2.1 Introduction

The tremendous progress in computer hardware and software in recent times,
particularly in multimedia, have pushed the dominance of visual information to an all
time high. With the widespread use of digital images, videos and audios in various
non-textual applications found in library, art galleries, museums, national defense,
medicine, manufacture, security, scientific visualization and geographic applications,
the need to efficiently manage, store, manipulate and retrieve visual contents is
Increasingly critical. The demand for flexible visual information access from the
consumer side is compelling. This drives the research community to look beyond the
traditional databases and information systems which are limited by the fact that they

work well with only alphanumeric information. The fundamental problem is that
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visual data are vastly different from alphanumeric data and require totally different

approach and techniques of indexing and retrieval.

Future information system will be required to have the capability to process
and retrieve visual information by content just as human beings routinely do. Next
generation information systems will have a rich visual content, and there will be a
shift in emphasis from a paradigm of pre-dominantly alphanumeric data processing to
one of visual information processing. The traditional Information System (IS) will
mutate to a new kind of information system: Visual Information System (VIS)
[LEUN97a, LEUN97b, LEUN99, SO96b]. It is expected that VIS will maintain all the
strengths and fulfilling all the functions of the former as well as open up a new
horizon of enriched information processing. Not only can we correlate more
meaningfully different kinds of information, the availability of previously untapped

information sources will greatly enhance the effectiveness of an organization.

Although there has always been a demand for visual information, the
technology for such systems was either immature or unavailable in the past. VIS i1s

now becoming increasingly feasible because of a number of factors.

1. Advances in multimedia hardware for the efficient capture, storage,
processing and delivery of visual information, which now pervades all
categories of computer usage and is not just confined to certain specialized

applications.

2. Ongoing improvement in software methodology for the effective handling

of visual data and facilitated by the development of standards.
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3. Advances in consumer demands such as the Internet and in digital
communication such as FDDI, ATM and other high speed networking
equipment, which by providing a significantly higher bandwidth, will

enable the efficient transmission and delivery of visual information.

4. Widespread adoption of multimedia chips and general-purpose chips with

multimedia functions.

There are many important issues in Visual Information Management that
need to be addressed and, in this chapter, we will provide a unified perspective of
these issues. This chapter is organized as follows. Section 2.2 briefly outline the
characteristics of a conventional information system. The definition of Visual
Information System is then provided in Section 2.3. Different aspects of Visual
Information Systems are examined in Section 2.4. Section 2.5 describes different
visual information contents and highlights the importance of inter- and intra-
relationships of visual contents. The main features of a visual information system is
then illustrated by an example. Section 2.6 examines the building block of a visual
information management system. Finally, we conclude this chapter with a summary in

Section 2.7.

2.2  Conventional Information Systems

The chief function of an information system is to provide information that
can be easily understood and used. Such information needs to be provided not only in

a timely fashion, but it must be presented in a form that is intelligible and natural so
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that the information can be readily applied to solving management and decision
problems. The efficient operation of an organization depends on people at various
levels making correct or good decisions. While the decision making process requires a
certain amount of judgmental input, a good decision always necessitate the availability
of relevant information. Therefore, an Information System may be defined as an
integrated, user-machine system for providing information to support the operations,
management and decision-making functions in an organization [DAVI85]. At the

structural level, it is made up of a set of components or subsystems that captures,

processes, stores, analyzes, condenses, and disseminates information in various forms.
Processing

% Documents
Procedures

Text Inputs Reports

Figure 2.1 The Characteristics of A Conventional Information System
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The typical characteristics of a conventional information system is shown in
Figure 2.1. A conventional information system [ALTE96, SENN90, STAI96] is
mainly based on alphanumeric input and alphanumeric output, which may be
structured data fields or free text, and the type of processing involved is usually
symbolic transformation or simple computation. A distinction is often made between
data and information, where the former consist of unprocessed facts which may be
useful, but most often are not readily useable. Useable information means that the
assoclated data are organized and presented in such a way that the semantic richness
of the information is clearly brought out. In addition, information that is useable at a
particular level may not be readily useable at a different level. An example 1s data
warehouse applications, where the availability of operational information used for
online transaction (OLTP) typically do not permit data warehouse, time-related

summary queries to be efficiently answered.

2.3 Definition of Visual Information Systems

Visual information systems are not just about the incorporation of new data
types into existing information systems; rather, they require completely new ways of
managing, using and interacting with information. It is true that the syntactics of the
visual data are important. But more importantly, the semantic associations to the data

are the most useable and naturally accessible information to users.

We must emphasize that visual information systems are not all about visual

information retrieval. Other aspects not related to retrieval are equally important. It is
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true that the retrieval aspects are fundamental and very important to the success of
visual information systems. However, we believe the usability of the visual
information within the context of man-machine interaction is far more important. The
analogy to this is that the conventional information system is not solely concerned
with the retrieval of data records. The proper retrieval of data records should be dealt
with by databases. Information systems have a much broader scope than data retrieval
as outlined in the previous section. Therefore, we must emphasize the usability of the

visual information. Figure 2.2 shows the three levels of visual information retrieval.

Information to Users
J

Usable
Information

A

Semantic
Information

A

Syntactic
Information

Figure 2.2 Three Levels of Visual Information Retrieval

It is interesting to note that the syntactic and semantic information is rather

passive information. The usable information is the active information derived from the
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inter-relationship of the visual information and supported by a framework that benefits
the user. This filtered visual information enriches the information retrieval processes.
Therefore, we stress the usability of the visual information and define Visual

Information Systems as the following,

A Visual Information System is an integrated, user-machine system
which is able to perform a number of functions on visual,
multimedia and conventional information to support the
operational, management and decision-making processes in an

organization.

This definition treats Visual Information System as an abstract field of study.
This 1s parallel to the treatment of the traditional IS field. It emphasizes the
applicability of usable visual information for the benefit of an organization. Also, we
do not foresee an abrupt change from the traditional Information System to the Visual
Information System defined above; it is a continuing and evolving process which
depends on the maturity of a number of factors such as the indexing and retrieval

techniques of visual information contents.

2.4  Aspects of Visual Information Systems

Similar to traditional information systems, the aspects and issues involved in
visual information systems are very diverse and multifaceted [CHAN92, BERR93,
DELB98]. In this section, we will provide views on various levels of visual

information systems. These include (1) the high-level view of VIS which outline its
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different components, (2) the system view of VIS in relation to the multimedia
platform, (3) the computing platforms, and (4) the storage required to support VIS.
Some of the major components in VIS such as the visual information contents, the
multimedia database management system, the supporting tools and the applications

will be further described in subsequent sections.

2.4.1 High-level View of Visual Information Systems

The high-level conceptual model of Visual Information Systems consists of
five components: visual and meta-data, processing and supporting tools, a multimedia
database management system, computer-based applications, and users. Figure 2.3
shows the high-level view of visual information systems from the prospective of an
enterprise [LEUN98]. It is also a full system model of visual information systems
involving visual data at all levels. The separation of visual information from the
alphanumeric information is not necessary in our model. They are used by all types of
users such as strategic management executives, operation managers and non-

management employees in the hierarchy of an organization.

Figure 2.3 forms the skeleton of Visual Information Systems. It outlines the
focal points for further discussion at various sections in this chapter. The
characteristics and functionalities of each major component will be dissected and

examined 1n detail.
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