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ABSTRACT 

In recent years, mobile communications has become very popular and the demand for its 

services has increased dramatically. The capacity of mobile communication systems is 

mainly limited by co-channel interference caused by frequency reuse. The acceptable 

co-channel interference at the receiver determines the minimum allowable distance 

between adjacent co-channel users and hence the system capacity. One approach to 

increase the capacity is to employ co-channel interference resistant receivers. The 

research work presented in this thesis deals with the designing of such receivers for 

cellular mobile communication systems. 

A blind co-channel interference cancelling technique, indirect co-channel interference 

cancelling (ICIC), has been proposed for cancelling of one interferer with constant 

envelope modulation in mobile communication channels. The main advantage of this 

interference cancelling technique is that it does not require any knowledge of 

interference channel and timing, which results in a simple receiver structure. Based on 

this technique, several detection strategies, including bit-by-bit detection (BB-ICIC), 

reduced waveform bit-by-bit detection (RW-ICIC), sequential detection using Viterbi 

algorithm (VA-ICIC), and error detection and correction scheme, are studied by using 

computer simulations. The VA-ICIC, because of its superior bit error rate (BER) 

performance has been selected for further investigation. 

Effects of various mobile conmiunication system parameters on the performance of 

VA-ICIC have been examined to assess the sensitivity of the interference canceller to 

these parameters. The effect of desired signal channel estimation is investigated by 

applying pilot symbol insertion. The bit error rate of the BB-ICIC in AWGN channel is 

analysed and an open form expression is obtained. Due to the nonlinearities of relations, 

some of the required probability density functions (PDF) are obtained by using statistical 

simulation and approximated by well known distributions. Theoretical BERs, found with 

certain constraints, closely match with the simulated BERs under high signal to noise 

ratios, while for low signal to noise ratios, they depart from the simulated BERs. This is 

due to the inaccuracy of the approximated PDFs and constraints. 
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Chapter 1 

Introduction 

1.1 Background 

Frequency reuse and cellular concepts [1] have greatly assisted the establishment of 

mobile communication networks (systems) that facilitate the mobility of users by 

using a limited frequency spectrum. The demand for access to these networks, due to 

their advantages, continually increases. This increasing demand for, and limitation of 

spectrum resources have motivated mobile communication systems and equipment 

designers to continually investigate methods of improving system capacity and signal 

quality. To date, these great have brought several generations of mobile 

communication systems into existence [2]-[9]. 

In cellular systems the available spectrum is geographically reused, i.e. the same 

channels are used simultaneously at different locations [1]. With the cellular concept, 

the idea is to divide the area into small regions, called cells, each with its own base 

station and a number of channels corresponding to the expected traffic within the 
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cell. In adjacent cells, different channels are used in order to prevent interference. 

However, in cells further away, the same channels can be reused. The physical 

phenomenon in radio communication that makes this possible is that the mean signal 

strength decreases with the distance between the transmitter and the receiver. 

Channels that are used in one cell should be reused only the cells located far enough 

away to ensure a small co-channel interference level. That is, users transmitting on 

the same channel do not interfere with each other. 

Cellular system capacity is often expressed in terms of the number of simultaneous 

users (number of channels) that can be offered per unit area [10]. The capacity of 

cellular systems can therefore, be increased by decreasing the channels' geographical 

reuse distance. However, this increase is constrained by co-channel interference from 

other users. Co-channel interference reduction or canceUing techniques can 

effectively relax this constraint and improve efficiency and performance of cellular 

mobile communication systems. A brief survey of the literature dealing with the 

problem of co-channel interference in cellular mobile coimnunications is presented 

as follows. 

1.2 Literature Review 

During the last two decades, a considerable amount of work has been carried out 

addressing a wide range of problems in connection with co-channel interference in 

mobile communication systems. These activities mainly involve evaluation of the 

performance of different modulation schemes or cellular systems under co-channel 

interference (CCI), and CCI cancelling techniques. Interference prevention 

techniques such as sufficiently separating co-channel users, cell sectorization, 

antenna orientation, changing antenna beamwidth, varying antenna height, 

controlling transmission power, and dynamic channel assignment [10], have been 



Chapter 1: Introduction 

examined to reduce interference. In the next sections several important topics 

regarding CCI are reviewed. 

1.2.1 Performance of IModulation Schemes in CCI 

The problem of detecting signals suffering co-channel interference and Gaussian 

noise has been studied by a large number of investigators. The literature in this area 

has been classified into two different branches: linear modulation schemes such as 

PSK (phase shift keying), QPSK (quadrature PSK) and QAM (quadrature amplimde 

modulation) as well as nonlinear modulation schemes. 

1.2.1.1 Performance of Linear Modulation Schemes in CCI 

To the knowledge of the author, the performance of PSK-systems with co-channel 

interference in addition to Gaussian noise was initially studied by Rosenbaum and 

Prabhu [ll]-[14]^In[ll], Rosenbaum studied a receiver consisting of an ideal phase 

discriminator and a perfect slicer. The error performance for a binary system with a 

co-channel interferer was computed numerically and a bounding technique for the 

probability of error was given for a M-ary PSK modulation. This research was 

followed by a discription of analytical probability of error for binary PSK with 

multiple co-channel interferers and the same type of receiver as in [12]. Prabhu, in 

[13] and [14], considered M-ary PSK modulation coherent receivers which detect 

only the phase angle without considering amplitude variations of the signal in the 

presence of multiple independent additive interferers. In [13], the probability of error 

is expressed as a power series with the coefficients expressed in terms of Hennite 

polynomials. The power series converges as the total power of interferers become 

less than die desired signal power. A simple upper bound on the error probability was 

l.Most of the references regarding probability analysis of PSK modulation schemes (including 
[11]-[20]) are collected in [21]. 
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given in [14] by using the Chemoff bound. The same system model as [13] was later 

used by Goldman in [15] to express the probability of multiple consecutive errors for 

both coherent and differential detection. Shimbo and Fang [16] employed a power 

series expansion technique to evaluate the performance of M-ary PSK with 

co-channel interference and an ideal receiver, optimized for additive white Gaussian 

noise (AWGN). 

An upper error probability bound for an ideal phase detection of PSK-signals with 

peak limited interference was derived by Rosenbaum and Glave [17]. This bound is 

simply used to determine all of the possible interference envelope probability density 

functions (PDF) with a given rms and peak value, which maximize the probability of 

error. This bounding technique had already been employed by Rosenbaum and Glave 

in [18] and [19] for PSK in the presence of adjacent channel interference. A 

computational procedure for evaluating the error probability bound for PSK in a 

composite interference channel (including Gaussian noise, intersymbol interference, 

adjacent-channel interference and co-channel interference) was given by Benedetto 

etal. in[20]. 

Bit error rate (BER) performance of differential 7t/4-QPSK in the presence of 

co-channel interference have been investigated using both hardware implementation 

[22] and software simulation [23], taking into account delay spread, Rayleigh, and 

log-normal fading channels. BER performance of QPSK in the presence of 

co-channel interference in both fading and nonfading environments has been 

analysed in [24]. Three approaches; i.e. a precise method based on the average 

probability of error, a sum of sinusoids with constant (unfaded) amplitudes model, 

and a Gaussian interference model, are considered. Comparison between these three 

methods shows that both Gaussian interference and the sum of sinusoids models, 

underestimate BER in the fading situation, especially for the case of a single 
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dominant interferer. Furthermore, the obtained BER when the total interference 

power is equally distributed among six Rayleigh faded interferers, is smaller than that 

when the interference power is concentrated in a single Rayleigh faded interferer. 

Distribution of the phase noise due to AWGN and CCI for differential M-ary PSK 

(MPSK) in a very slow nonfrequency selective Rayleigh fading with diversity 

reception was analysed in [25]. Simple closed-form expressions for average 

probability of error were derived for ideal selection diversity reception. Impacts of 

the timing offset between the desired signal and the CCI on the overall channel filter 

impulse response were also investigated. It is shown that continuous phase shift 

keying (CPSK) is less sensitive to a timing offset than differential PSK (DPSK). 

Relating to the references above, receivers were optimized for Gaussian noise. The 

goal for most of the authors was to find bounds or "easily calculable" expressions of 

the error probability degradation due to co-channel interference. 

1.2.1.2 Performance of CPJVI IModulation Scheme in the Presence of CCI 

Continuous phase modulation (CPM) [26], with constant amplitude, has been shown 

to provide both good spectral and error properties. Among the different types of CPM 

modulation schemes, Gaussian minimum shift keying (GMSK) [27], has been 

adopted as the modulation scheme for the global system for mobile conununication 

(GSM) [28] as well as digital enhanced cordless telecommunications (DECT) [29]. 

Analytical expressions for the exact error probability of CPM schemes in Gaussian 

and Rayleigh fading channels with co-channel interference in a linear detector are 

given in [30] and [31]. The performance of the same detector using a GMSK 

modulation scheme in the presence of multiple interferers in botii Rayleigh and 

log-normal channels has been studied by Carter et. al. [32] using the Monte Carlo 
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simulation technique. The performances of CPM schemes in co-channel interference 

and AWGN for Viterbi detectors has been analysed in [33] and [34]. In [33], Wales 

studied the performance of CPM under interference for large signal-to-noise ratios, 

based on minimum mismatched Euclidean distances. In [34], Svensson derived a 

general upper bound on the symbol error probability for a general CPM scheme. 

The performance of differential detection (DD) and limiter-discriminator detection 

(LDD) receivers for different CPM schemes in the presence of CCI has been 

investigated in [25] and [35]-[38]. Andrisano et. al. [35] analysed die performance of 

continuous phase frequency shift keying (CPFSK) with LDD and multiple interferers 

under a Gaussian hypothesis for both co-channel and adjacent channel interferences 

in a static channel. In [37], Shin et. al. studied the performances of conventional and 

decision-feedback (DF) differential detection receivers for GMSK signals 

transmitted in the presence of CCI and AWGN. They showed that two-bit DD with a 

optimal threshold outperforms one-bit DD in static and Rician fading environments. 

However, one-bit differential detection offers a better BER performance than the 

two-bit scheme in a typical Rayleigh fading channel with CCI. They also showed that 

DF works well in an additive noise and/or interference environment, i.e., a static 

channel with CCI and AWGN. Nevertheless, in a fading environment, DF offers 

some reduction in the error floor. In [36], Kom derived a formula for the error 

probability of partial-response CPM with LDD and DD in a multipath Rayleigh 

fading channel, taking into account frequency selective fading, co-channel 

interference, adjacent channel interference, Doppler frequency shift, and AWGN. 

Performance of the same detectors for GMSK in frequency selective Rayleigh fading 

and multiple co-channel interferers has also been analysed independently in [38], by 

giving an exact solution for the average error probability. Since the exact solution 

that accounts for the effects of Gaussian noise, Rayleigh fading, co-channel 
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interference, and timing delays requires lengthy calculations, a near-exact but less 

computationally intensive solution was derived. It is shown that, when there are 

several weak interferers, their combined effect can be represented by an equivalent 

interferer whose power is the sum of the powers of the individual interferers. 

1.2.2 Cochannel Interference Cancelling Techniques 

Cochannel interference cancelling simply means the removal of additive interference 

from the received signal in order to improve the performance of mobile 

conununication systems. The performance and computational complexity of an 

interference canceller in a practical mobile radio environment mainly depends upon 

the number of interferers to be cancelled. Single-CCI cancellers are usually simpler 

than Multiple-CCI cancellers. The objective of a Single-CCI canceller is to cancel the 

dominant co-channel interferer in order to increase the signal-to-interference ratio. 

Following the proposal of several CCI cancelling techniques to cancel only one 

interference, number of authors [39]-[40] attempted to calculate the probability of a 

dominant co-channel interference. Their investigations reveals that regardless of 

having, say six possible co-channel interferers in a narrowband cellular radio system 

with omnidirectional antennas, one co-channel interferer is most dominant. The 

occurrence of a dominant interference is due to the effect of multipath fading, the 

asymmetric position of receivers with regard to tiieir interferers, independent 

shadows in the interferers propagation paths, voice activity factor and the employed 

cell sectorization scheme. 

In this literature review, interference cancelling techniques are classified in five 

categories. This classification is for exposition and, therefore, some of the mentioned 

techniques may fit into more than one category. 
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1.2.2.1 Analog Cellular Communication Systems 

Perhaps the earliest research into CCI-cancelling was in analog cellular radio systems 

using a FM modulation scheme. In [41], a technique to suppress a single FM 

interchannel interferer was presented. In this technique two phase locked loops (PLL) 

are used to lock independently on the desired and interference signals. The output of 

voltage controlled oscillators are cross fedback to cancel interference from the input 

of PLLs. Another CCI cancelling technique was proposed by Aranguren et. al. [42] to 

cancel FM interferers using an auxiliary antenna whose output is amplitude and 

phase weighted and cancelled from the main antenna output. They exploited the 

envelope variation of FM modulation scheme to control the phase and amplitude 

weighting. Envelope variation has been also used by Bar-Ness et. al. [43]-[44] to 

suppress parasitic phase modulation of FM signals resulting from a co-channel 

interferer. In [45], Welbom and Reed employed forward-backward linear prediction 

(FBLP) [46] to estimate instantaneous frequencies of two FM interfering signals. 

They showed that a sixth order predictor can improve the performance by 5-17dB. 

However a significant disadvantage of this technique is its extensive computational 

complexity. 

1.2.2.2 Narrowband Digital Cellular Communication Systems 

One the most straightforward interference cancelling method might be the 

cancellation of a replica of interference from a received signal. The generation of this 

replica requires a preliminary knowledge of the co-channel interference channel, 

timing and transmitted data sequence. Several types of this canceller have been 

reported in [47]-[50]. The differences between tiiem are mainly due to different 

approaches used for channel estimation and data detection. To acquire channel 

information, co-channel signals need to be separated. In code division multiple 
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access (CDMA) systems, signal separation has been optimized by using spreading 

codes. In narrowband communication systems signal separation is rather difficult but 

because of independent signal fading, multipath propagation and different received 

signal powers, signals still may be separated. Assumptions such as synchronization 

of interference with desired signal can simplify channel estimation as well as timing 

synchronization. The estimation of interference and transmitted data sequence, 

especially with intersymbol interference (ISI), results in different situations. Joint 

estimation of co-channel interference and desired signal is the only way to work out 

these situations. 

In [47] and [48] sequence estimation and symbol detection algorithms for 

demodulation of co-channel narrowband signals were proposed. The algorithms were 

based on the maximum likelihood (ML) and maximum a posteriori (MAP) criteria 

for the joint recovery of co-channel signals, r/2-spaced equalizer was used for 

channel estimation and the symbol timing was assumed to be ideal. 

In the joint maximum likelihood sequence estimation (JMLSE), given by Ranta et al. 

[51], channel estimation is performed based on the joint channel estimation for the 

desired and interference signals using a training sequence sent in every transmission 

burst. Timing alignment of desired signal and interferers is also assumed in this 

approach. They also investigated the performance of their CCI-canceller in a typical 

cellular [49] environment by examining the network capacity. This investigation 

shows that their CCI-canceller can have a potential to provide a capacity gain of 15 to 

48%, conditional to cancelling the strongest interferer. 

Another approach was given by Wales [50] in which joint channel estimation for 

both co-channel signals, using pilot symbol insertion technique, was considered. For 

this channel estimation, ideal timing alignment of all co-channel signals was 
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assumed. To reduce the extensive complexity of receiver, for the application of CPM 

modulation schemes, a sub-optimum receiver based on the superstate trellis [26], was 

proposed. 

Cochannel interference mitigation in time scale domain (CIMTS) is addressed in 

[52]. In this method of CCI cancelling, a replica of interference is estimated and 

reconstructed from the null space of desired signal in time domain. Then, this replica 

is subtracted from the received signal. To enable this receiver to perform properly, a 

small frequency offset between the desired and the interference signals is necessary. 

An interference canceller proposed by Yoshino et. al. [53] employs 

Recursive-Least-Squares Maximum-Likelihood-Sequence-estimation (RLS-MLSE) 

equalizer with diversity reception to estimate the channel of desired and interfering 

signals. A similar technique with decision feedback equalizer was used by Uesugi et. 

al. [54]. The configuration of this interference canceller is such that, for a two 

element antenna array, one antenna element is dedicated to desired signal and the 

odier one to the interferer. Regenerated replicas of desired signal or interferer from 

each antenna element is cancelled from the other element. 

Joint demodulation of two co-channel QAM signals in static channel is studied by 

Gooch et. al. [55] using Monte Carlo simulation. In this technique channel estimation 

for both desired and interfering signals are performed by an adaptive T/2-spaced 

adaptive equalizer. It is assumed that signal to noise and interference ratios are good 

enough to support the correct performance of an adaptive equalizer (i. e. BER is at 

least 0.10 without interference cancelling). Symbol detection in this scheme is a bit 

by bit error correction scheme which corrects the error of a tentative decision by 

comparing the received signal and the sum of locally generated co-channel QAM 

signals with a threshold level. 
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In [56], Matsue and Murase proposed a CCI canceller to suppress the FM 

cross-polarization interference from an M-QAM modulated signal. This interference 

canceller essentially uses a reference signal, correlated with interference, coming 

from an auxiliary antenna. The same technique has been used by the same audiors in 

[57] to cancel cross-polarization interference when both signals are M-QAM. 

1.2.2.3 CDMA Systems 

In this section, we focus on direct sequence CDMA (DS-CDMA) because it is the 

most widely used CDMA scheme for cellular mobile radio systems. In CDMA a 

desired user signal is subject to both intercell and intracell interferences. In 

single-user detection [58] (conventional receiver) all user signals from the current 

cell, except for the desired one, are considered as noise and treated correspondingly 

in the receiver. The performance of single-user receivers is largely inhibited by 

interference as well as the near-far problem. Other alternative receivers are those 

which use joint detection of all the users (multiuser detection) or interference 

cancelling. 

To the knowledge of the author, the first references of multiuser CDMA detection are 

[59], [60] and [61]. A symbol by symbol receiving scheme, using the output from a 

bank of matched filters (matched to all users' spreading codes) was derived by 

Schneider in [60] and [61] to suppresses the effect of the nonorthogonal multiple 

access interference in a DS/CDMA system. This receiving scheme can individually 

minimize each error covariance between the information and the estimates produced 

by the receiver. The fundamental characteristic of the scheme is that performance is 

independent of the energies from the multiple access interferes. Kohno et. al. [59] 

and Schneider [60] indicated how the optimum receiver for simultaneous detection of 

all users in an asynchronous system can be implemented. The optimum maximum 
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likelihood receiver for simultaneous detection of all the users was analysed by Verdu 

[62]-[63]. He also simulated this receiver as a multiuser generalization of the Viterbi 

algorithm which was first presented by Schneider in [60]. 

The significant theoretical steps in analysing the structure and complexity of optimal 

receivers [59]-[63] triggered new research efforts on sub-optimal algorithms. In 

[64]-[72], suboptimum receivers were analysed which tried to reduce the detection 

complexity without significant performance degradation with respect to the optimum 

performance. 

Lupas and Verdu [66], proposed a near-far resistant asynchronous sub-optimum 

receiver, called a decorrelating receiver, which is independent of the signal to 

interference ratio. The detection process in this receiver is performed in a subspace 

orthogonal to the space spanned by the interference. A similar decorrelating receiver 

had been previously proposed by Schneider in [60] for the synchronous case. A 

family of suboptimum interference resistant detectors, consisting of a linear 

transformation followed by a set of threshold devices, was suggested by Xie et al. in 

[71]. They used two different performance criteria; weighted least-square (WLS) and 

minimum mean squared error (MMSE). The receiver, based on the WLS has tiie same 

structure as tiie decorrelating receiver. They followed up their work by investigating 

parameter estimation in [73] and joint detection and parameter estimation in [72]. In 

[72], a recursive least-squares (RLS) multiuser parameter estimator along with a 

sub-optimum ti-ee-search algorithm are used to obtain a performance close to that of 

die joint ML receiver. A class of synchronous CDMA multiuser receivers, designed 

to cope with mobile channel variations, were proposed in [74]-[77]. These receivers 

were mainly extensions of the decorrelator receiver which include knowledge of the 

signal channel. In [76] and [77], tiie signals were assumed to be Rayleigh faded, 

while in [74] and [75], the fading was assumed to be Rician. 



Chapter I: Introduction ]3 

Successive (serial) interference cancelling has been studied in [68]-[69] and 

[78]-[81], while the parallel interference canceller has been addressed in [69]. The 

successive interference canceller (SIC) has a simple structure which cancels a user's 

interference at a successive cancellation rate in order of the received powers. It 

requires high speed hardware to process the total number of active users witiiin a bit 

interval. On the other hand, for parallel interference cancelling (PIC), all die 

interfering signals are detected simultaneously. Despite the fact that PIC does not 

need high speed hardware, it requires a multistage of die same hardware set, which 

increases the hardware complexity. Furthermore, the performance of PIC degrades 

when the power of the received signals is widely spread, (as in the case of fading 

channels) since the detectors for the weak users participate in the cancellation with 

the corrupted estimates (such as channel parameters and bit decision). An adaptive 

hybrid serial/parallel interference cancellation is proposed by Kim et. al. [82] which 

has the same structure as the adaptive SIC scheme except that it performs the 

addition of the regenerated signal to each detector. It is shown that this scheme 

outperforms SIC and PIC. The cancelling of an antipodal co-channel interference for 

a single-user receiver h£is been studied by Hagerman [83]. Two different scenarios, 

are with complete knowledge about the co-channel interference channel and the other 

with only the knowledge about interference energy, were investigated. 

1.2.2.4 CCI Cancelling Using Spectral Correlation 

Analog and digital carrier modulated signals, such as AM, digital QAM. PSK and 

frequency shift keying (FSK), exhibit correlation among their spectral components 

[84]-[86]. That is, spectial components in some bands are highly correlated. This 

spectral redundancy can be exploited by employing frequency-shifting operations, as 

well as the usual frequency weighting and phase shifting operations performed by 
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conventional filters, to obtain substantial interference rejection with minimal signal 

distortion. The results of the study to evaluate tiie performance capabihties of 

optimum and adaptive frequency-shift (FRESH) filters for digital communication 

were presented in [87]-[89]. It was shown by both numerical performance evaluation 

and Hmited simulation that severe co-channel interference can be removed from a 

signal, and that severe frequency-selective fading can be mitigated without 

substantial noise amplification. These results show that tiie effective separation of 

two BPSK or QPSK signals, regardless of tiie relationship between tiiek carrier 

frequencies and baud rates, is possible, provided tiiat for QPSK a 100% additional 

bandwidtii is allowed. It is also proved that L individual PSK or digital QAM signals 

with equal baud rates, but arbitrary carrier frequencies, can be separated if their 

excess bandwidth is at least (L-1)100%. 

1.2.2.5 Interference Cancelling With Adaptive Antennas 

Techniques like space diversity have been shown to be beneficial in improving the 

tolerance of a receiver to co-channel interference by exploiting the uncorrelatedness 

of the fading upon both desired and interfering signals at different antennas. 

Diversity combining techniques that explicitly account for the presence of 

interference have been developed [90]-[91]. More recently, techniques that exploit 

the angular separation of wanted and interfering signals, using adaptive antennas, 

have been considered [92]-[96]. The basic operation of adaptive antenna (or smart 

antenna) is for the antenna pattern to have a maximum gain in a desired look 

direction and to place nulls in the undesired directions. Different proposed diversity 

combining algorithms have been proposed. Among them least mean square algorithm 

(LMS) [97]-[98] has the minimum computational complexity, but its rate of 

convergence is slow. A variation of LMS is the so called "Decision Directed 
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Algoritiim (DDA)" [98], [99], also suffers from tiie same hmitations. Singular Value 

Decomposition (SVD) based metiiod [100] (which is also an extension of LMS) 

seems to have a rapid convergence. 

The "Direct Matrix Inversion (DMI)" method [98], on tiie otiier hand has the fastest 

convergence rate, but involves very heavy computational load. Botii LMS and DMI 

need a reference signal to identify tiie desired signal source. In contrast, blmd 

steering algorithms do not need any reference signal. Constant modulus algoritiim 

(CMA) [101]-[103] is a blind steering algoritiim based on maintaining tiie average 

modulus of the array outputs. Although CMA has performed well in some cases 

[101], it may acquire and track tiie interfering signals ratiier tiian the desired one. 

Anotiier blind steering algorithm, called spectral coherence restoral (SCORE), is 

based on cyclostationary property of same modulation schemes [104]. However, 

SCORE suffers from limitations such as slow convergence and high complexity. 

1.2.3 Effect of CCI on Timing Recovery 

Almost all the mentioned interference cancelling techniques have been studied under 

the assumption of an ideal timing recovery. The validity of this assumption is 

addressed by a number of authors who have investigated bit synchronization in the 

presence of CCI [105]-[107]. In [105], Carruthers et. al. used time domain digital 

simulation to study bit synchronization of QPSK in the presence of CCI in static 

channels (i.e. without fading effect). Two synchronization strategies: 

squarer/bandpass filter and Data-Aided timing recovery circuit were considered. 

Their study showed that it is possible to achieve bit synchronization circuits in the 

presence of a strong co-channel interferer. This study showed that the data-aided bit 

synchronizer outperforms non-data-aided bit synchronizer at the cost of a higher 

complexity. The impact of the number of interferers and their synchronization with 
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desired signal was also investigated. It was also shown that a single interferer has less 

deterioratmg effect on tiie BER performance tiian multiple interferers. The 

synchronization between interferers and the desired signal can also improve tiie 

performance of the synchronizer. Paranchych et. al. in [106]-[107] analysed the 

performance of a digital symbol synchronizer under co-channel interference using 

Markov chain modelling. They followed the analysis of bit synchronizer by Payzin 

[108] in the presence of AWGN. This analysis uses tiie fact tiiat if a synchronizer 

advances or retards its timing phase by a fixed amount at T/M, its behaviour may be 

modelled as random walk with M states. They indicated tiiat the effect of CCI can be 

accounted for in a Markov chain model without increasing the number of required 

states. Again, as in [105], static AWGN and CCI channel was assumed. The result of 

this analysis reveals that even under severe interference, bit timing error can be 

reduced by increasing the number of states. 

1.2.4 Performance Evaluation of Cellular Radio Systems 

Performance evaluation of cellular radio systems in CCI has been considered by 

numerous authors. A parameter sometimes used to evaluate this performance is the 

average signal to average interference ratio produced at the comer of a coverage area 

[109]. A more definitive parameter is the expected probability that the signal to 

interference ratio is below some acceptable level known as protection ratio. This 

probability (also known as the probability of interference) depends on parameters 

such as cellular system layout and propagation model within the ceU. The protection 

ratio can be determined by field tests based on the quaUty of reception [110]. 

Parameters such as type of modulation scheme, appUcation of interference 

prevention and cancelling techniques in the cellular systems greatly affect the 

selection of protection ratio. Outage probabiUty, which may also take traffic and 
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available channels into account, is also of interest in tiie evaluation of tiie 

performance of cellular systems. Propagation model is one of tiie major factors in 

calculating the outage probability. For tiie large or medium size cells, Rayleigh 

fading or superimposed Rayleigh and log-normal shadowing are reasonable models. 

On the otiier hand, for microcellular systems, an interfering signal from a distant 

co-channel cell may well be modelled by Rayleigh statistics. However, because of a 

line-of-sight patii, Rician fading model is more appropriate for tiie desired signal 

[111]-[112]. Among different fading models, Nakagami is tiie most versatile [113] 

one. Nakagami distribution not only takes botii Rician and Rayleigh distributions as 

special cases but also approximates log-normal distribution [113]-[114] very well 

and fits experimental data better tiian Rayleigh, Rician or log-normal in many cases 

[113]-[115]. 

A review of literature on the performance of cellular systems in CCI is now presented 

as follows. Wojnar in [116] computed tiie outage probability in tiie presence of a 

single Nakagami interferer. French in [117] considered tiie problem of co-channel 

interference for Rayleigh fading and log-normal shadowing with one interferer 

present at any time. Cox in [109], Yeh and Schwartz in [118] and Safak in [119] 

studied outage probabilities due to multiple log-normal interferers. Muammar and 

Gupta in [120] used a model that takes the six closest surrounding interferers into 

consideration and approximates the distribution of the sum of their amplitudes by a 

normal distribution for tiie case of Rayleigh fading alone. A log-normal distribution 

approximation was used for the case of both Rayleigh fading and log-normal 

shadowing. Sowerby and WilHamson in [121] and Williamson and Parsons in [122] 

considered the problem of outage in the presence of multiple Rayleigh interferers 

with log-normal shadowing. In [123] and [124], Sowerby and WiUiamson calculated 

outage probability when a Rayleigh fading model, a minimum signal requirement, 
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and multiple independent interferers were considered. In [125] and [126], tiie desired 

signal is assumed to have Rician statistics and interferers from co-channel cells are 

assumed to be subject to Rayleigh fading because of the absence of line-of-sight 

propagation. Abu-Dayya and Beaulieu in [127] and Yao and Sheikh in [128] 

investigated interference probabilities in the presence of similar and different 

Nakagami interferers. The case of botii Nakagami fading and log-normal shadowing 

was also studied in [127]. In [129], Tallambura and Bhargava have extracted an 

expression for the probability of outage with the assumption of multiple Nakagami 

interferer and desired signal with arbitrary Nakagami fading parameter. 

1.3 Scope of the Thesis 

The objective of the work in this thesis is to investigate detection of signals in the 

presence of co-channel interference. A narrowband mobile communication channel 

is targeted in which the CCI has the same modulation, bit rate and frequency band as 

the desired signal. The main attention will be paid to the design of receivers which 

can detect data without much dependence on the knowledge of interference. This 

eliminates parameter estimation for interference and thus reduces tiie complexity of 

the receiver. The main advantage which can be obtained, however, is abihty to cancel 

nonorthogonal interferers. This ability does not exist in the conventional CCI 

cancelling techniques [47]-[50] which mainly rely on some kinds of orthogonality 

between interference and desired signals for interference separation and cancellation. 

For instance, DS/CDMA [68]-[81] assumes orthogonal spreading codes for desired 

signal and interference. In spatial interference canceUing using adaptive arrays 

[90]-[104], only those interferences coming from a separate angle from desired signal 

can be cancelled. 

To achieve this goal, a novel interference cancelling concept, known as indirect 
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co-channel interference canceUing (ICIC), wUl be presented which reUes only on the 

constant modulus property of the appUed modulation scheme. Although the concept 

can be applied to any modulation schemes with constant modulus property, it has 

been exclusively applied to constant envelope modulation scheme. Based on this 

concept, several CCI cancelling structures are proposed. GMSK as one of the popular 

constant envelope modulation schemes is adopted to test the performance of the 

proposed CCI cancellers. The complexity reduction is targeted in two areas: channel 

estimation and cancellation. By application of ICIC to constant envelope modulation 

schemes, there is no need to obtain any information about the channel and timing of 

CCI. This will reduce channel estimation complexity by 50% compared with a 

corresponding optimum CCI canceller. The cancellation complexity can be reduced 

due to the fact that there is no need to generate a replica of co-channel interference. A 

major limitation of ICIC is that it only cancels one co-channel interference, which 

makes it more suitable for channels with potentially one co-channel interferer or the 

channels in which the probability of a dominant co-channel interferer is very high. 

Examples of such channels are: sectorized cells, dual-polarized communication 

systems, and adaptive antennas. Furthermore, ICIC can reduce one cancellation stage 

when it is combined with conventional multiple CCI cancellers. However, this 

possibility is not studied in this thesis. 

The performance of the designed interference canceUer wiU be investigated in 

Rayleigh fading channels witii one dominant co-channel interferer by using Monte 

Carlo simulation. The otiier possible interferers and noise wiU be modeUed as 

AWGN. Some of the possible difficulties in practical implementation will be 

investigated in terms of sensitivity to practical errors such as those in channel 

estimation, delay spread, symbol synchronization, and hard limiting. The BER 

performance of the proposed interference canceller will be investigated with pilot 
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symbol aided channel estimation. The BER performance analysis will be carried out 

on one of the proposed interference canceUers. 

The thesis is organized as follows. First in Chapter 2, the ICIC concept is presented 

and four different receiver structures are introduced. The BER performance of the 

proposed receivers are studied in different channels. In Chapter 3, tiie parameters 

affecting the BER performances of the ICIC receiver with sequential estimation are 

investigated. Chapter 4 introduces tiie pUot symbol aided channel estunation and 

co-channel interference cancelling for GMSK modulation schemes. In Chapter 5, 

BER performance of bit-by-bit ICIC in AWGN channel is analysed. FmaUy, Chapter 

6, discusses tiie results and proposes some potential research topics. 



Chapter 2 

Indirect Co-channel Interference Cancelling 

In this chapter a novel interference cancelling concept, ICIC, is presented. Based on 

this concept, several receiver structures are proposed which are suitable for detection 

of CPM schemes such as minimum shift keying (MSK), GMSK [27], tamed 

frequency modulation (TFM) [130], filtered QPSK (FQPSK) [132], Asynchronous 

raised cosine FSK (ARC-FSK) [131] and others. The main advantage of these 

cancellers is that they do not need any information about the channel characteristics 

or timing of the interferer and therefore can be categorized £is blind canceUers. The 

proposed receiver structures are suitable for cancelling of only one co-channel 

interferer. 

2.1 Concept 

The most stiaightforward approach to cancel co-channel interference is to generate a 

replica of the co-channel interference and subtract it from the received signal. To do 

this, additional hardware is required to identify the co-channel signal parameters. 

21 
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These parameters are symbol, timing information, and channel characteristics. The 

accuracy of this information is poor because of the jamming effect of the desired 

signal, which is often considerably larger than the interference signal. An alternative 

method is blind CCI cancelling which has no requirement to completely identify the 

co-channel signal. The method proposed in this thesis, ICIC, is such a method. The 

method uses the constant envelope property of the modulation scheme to cancel the 

co-channel signal and therefore, its appUcation is restricted to CPM schemes. 

In ICIC, a replica of the desired signal, w^^t), is regenerated and subtracted from the 

received signal, r{t) - wit)->riit), to leave a residue, z^it), consisting of the 

co-channel signal, i{t), and the estimation error (w(0 - w^{t)) 

z.{t) = {w{t)-w,{t)\ + i{t) (2.1) 

If the desired signal is correctly estimated, the residue (e,(0 = iit)) wiU have a 

constant envelope (Fig. 2.1). On the other hand, if tiie estimate is not correct, tiie 

residue, (8,(0 ^^ (̂O) wiU have a varying envelope. By comparing tiiese two 

different simations, tiie receiver can identify tiie correct signal and subsequentiy 

detect the data symbols. 

In die proposed receiver, shown in Fig. 2.2, aU tiie possible shapes of tiie desired 

signal (estimates) are regenerated and canceUed from tiie received signal. With ideal 

timing and channel information (and in the absence of noise) one of tiie residue 

signals will have constant envelope. A metric can be defined to detect this constant 

envelope and identify the correct waveform. 
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By requhing complete knowledge of ampUtude, phase and timing characteristics of 

the desired signal does not involve additional complexity, because these feamres are 

required for conventional receivers. 

2.2 System Analysis 

In the mobile communication system, shown in Fig. 2.3, the desired signal is 

transmitted over a Rayleigh fading channel. A constant envelope modulated 

co-channel interferer, assumed to be dominant among all the other co-channel 

interferers, passes through an independent fading channel and interferes with the 

desired signal. AWGN and other interference sources are shown by the signal, N{t). 

Furthermore, the desired signal and its CCI are assumed to have the same bit rate and 

modulation specifications. Since the CCI canceller operates in the baseband, the 

received signal is converted to baseband with a quadrature demodulator. 

received desired interference 

r{t) = wJt) + i rit) = w,it) + iit) 

Wiit) Correct 
estimate 

Incorrect 
2^''^ estimate wM) 

ZM) eM) 

k 
Envelope 
Detector 

T 
i 

Envelope 
Detector 

\ 

Constant 7̂  Constant 

Fig, 2.1. The correct and incorrect estimation in indirect 
co-channel interference cancelling. 



Chapter 2: Indirect Co-channel Interference Cancelling 24 

The received RF signal, comprising of the desired signal, AWGN and a dominant 

interference signal, can be expressed as 

R{t) = 2Acos[2KfJ-^^it)] + 2Bco^[2%fJ-^Q{t)] + Nit) (2.2) 

e,W 

Fig. 2.2. Block diagram of the ICIC receiver. 
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Fig, 2.3. A model of a mobile communication channel with one dominant 
co-channel interferer. 
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where 2Acos[27t/^f+ 0 ( 0 1 , 2Bcos[27r/^f-»-0(O] and N{t) denote tiie desired 

signal, CCI and tiie band limited noise respectively. Here, 0(r) and @{t) are tiie data 

information. Multipath fading affects the carrier phase and amplitodes of both the 

desired and CCI signals. However, in high bit rates, these can be assumed constant 

over one bit interval (The validity of this assumption wUl be discussed in Section 

3.4). The in-phase and quadrature components of the received signal after sampUng 

are 

r.{k) = Aik)cos<!?ik) + B(k)cosQ{k) + n-ik), in-phase 
(2.3) 

r (k) = A(k)sin^ik) -\- B{k)sinQ(k) + n{k), quadramre 

where r = r^- jr , n^{k), nJk) are in-phase and quadramre components of tiie 

band Umited Gaussian noise. The sampUng rate is m samples per data symbol. The 

possible desired signal estimates, {w^ik)}, i=l,2,...,N, produced by a waveform 

generator, are subtracted from rik) to form tiie residue, e,(fc). This is foUowed by 

die processing which selects tiie most probable signal candidate as tiie decision 

output. In constant envelope modulation schemes, tiie zero variance of tiie residue 

envelope can be used to identify tiie correct estimate. The envelope of the residue is 

Mm = \eAk)\ 
' ' ' ' ^ -2 (2.4) 

= \rik)-Wiik)\ = Jir^ik) - Ccos^iik)f + [r^ik) - Csin%.(fc)] 

where vv,.(fc) = Ce^^'^""^. To avoid tiie complexity of the square root operation. 
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2 
M- (k) can be used instead of M-(fe). One method of detecting envelope variation is 

2 
to use a cost function (metnc) equal to the variance of M • over a single bit interval 

m 

L, = Var(M^(k)) = ^ ^ M]ik)-M] m 
k = 0 

(2.5) 

m 
5 1 2 1 

where M; = r Y M,- (k). The coefficient — can be disregarded because it is 
^ = 0 

identical for all the pulse shapes. 

An alternative simpUfied cost function based on (2.5) is 

m 
.1. Li= I M':ik)-M\ 

k = 0 

(2.6) 

This is shown to have similar performance to (2.5) in Appendix A. 

Altiiough the cost function (2.6) seems to be smiUar to tiie cost function of CMA 

algoritiim^ [133], tiiere are several differences between tiiem which are: 

1- CMA, uses a constant modulus desked signal while in ICIC only tiie co-channel 

signal must have a constant modulus. 

l.The cost function of CMA algorithm at the i* sampling time for a received signal x and a finite 
m . 

channel impulse response can be explained as: e = ^ ||̂ (<:)-x(« - kf - If where h{k) is estimat-

it = o 
ed channel impulse response, p and q are integer values. 
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2- CMA directiy uses the received signal to calculate cost function whUe tiie ICIC 

requires the difference between the received and the desired signal estimates. 

3- CMA employs the cost function to update the filter impulse response. WhUe ICIC 

exploits the cost function to decide the best possible estimate of tiie desired signal 

from which the transmitted data bit can be detected. 

2.2.1 Criteria for IVIinimization of Cost Function 

The following section analyses the conditions that minimize (2.6). 

Lemma: Equation 

m 

/t = 0 

i n 

= 0 (2.7) 

is a homogenous system with a trivial solution 

;c(0) = xi\) = ... = x{m) = 0 (2.8) 

and a non-trivial solution 

jc(0) = jc(l) = ... = jc(m) (2.9) 

Proof; Since (2.7) is a summation of absolute values, tiie only condition tiiat results 

in zero is that all of the terms be simultaneously equal to zero 



Chapter 2: Indirect Co-channel Interference Cancelling 28 

m 

xik) -7YxiJ) = 0 k = 0,...,m (2.10) 

The system of linear equations (2.10) is a homogeneous system witii m-i-1 

unknowns and m + 1 equations which always has a solution [134]. One of the 

solutions is obtained by letting x(k) = 0 (trivial solution) 

x(m) = ... = x{l) = jc(0) (2.11) 

The other solution is a non-trivial solution such that x{k)^0. To obtain the 

non-trivial solution (2.10) can be rearranged as 

mx(0)-x(\)-... ~x(m) = 0 

-x(0)-i-mxil)-...-x(m) = 0 
IZ.IZ) 

-x{0)-xil)-...-i-mxim) = 0 

By subtraction of the second row from the first row we have x{l) = x(0) and 

continuing this by subtraction of other rows from the first row gives 

x{m) = ... = A:(1) = x(0). In this system of equations tiie trivial solution is a 

special case of the non-trivial solution. 

Proposition: If the co-channel interference has constant envelope and tiie desired 

signal estimate is equal to the received signal, the value of (2.6) is a minimum. 
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Proof: 

Substituting (2.3) into (2.4) resuUs in 

M^ik)^ = B^(k)-i-A^(k) + C^ik) + 2A(k)Bik)cos[Gik)-^{k)] 

-2Cik)B(k)cos[e(k)-'i'.(k)]-2Aik)Cik)cos[^(k)-'¥-(k)] 
(2.13) 

Since the interference is assumed to have constant envelope for all k 's, B(k) is 

constant (i.e. B{k) = B). For simplicity of analysis, the noise component of the 

received signal is not considered. With the assumption that C(k) = A{k) for all k 

values, (2.13) can be written as: 

2 2 r v,(^) + ^(^> 
Miik) = B -i-4A{k)Bsm\@{k)- ' sm 

r^{k) - lt/,(fc)n 

+ 4A (fe)sin 
-V/(^)-W f c ) - V / 

(2.14) 

Substituting (2.14) into (2.6) yields 

,̂= I 
*: = 0| 

4A(ifc)sin 
. r^(k)-yv.(kh m[ ^— 

-Wiikh 

1 V 4..^^ • r ^ W - V ^ ) l 

Jt = 0 

A(̂ )sin[ ^ 

A(/:)sm — 
-¥ ; ( * ) l 

>m[0W JI 

m[0(̂ ) 2 J | 
(2.15) 

Since L- > 0, the lower bound for tiie minimum of L- is zero. From tiie Lemma, the 
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only condition which makes (2.15) zero is 

4A{A:)sin 
<t>W-\\ilikhl rO(fc)-\|/,.W^ ^Viik) + 0(^)-

-] AWsin[ LjL!—^ + Bsm^Qik)-- ^ (2.16) 

- - L ^ i 4 A W s i n f ^ ^ ^ 7 - - ^ ^ ^ ] | A W s i n [ ^ ^ ± ^ ] . . s i n [ e ( . ) . 

The trivial solution for (2.16) has tiie form 

4A(fe)sin 
r^W i^']{A(.,si„p {k)-yViikh 

+ Bsin 0(fc)-
^iik) + <t>{kh = 0 (2.17) 

Equation (2.17) can be satisfied if 

A{k) = 0 (2.18) 

or 

sm 
r^ik)-^iik)i 

= 0 y^.{k) = ^{k)±2Kn (2.19) 

or 

A (fc) sin I 2̂  J "̂  ^ ̂ ^̂  0(fc)-
\^/.(/:)-t-0(fc)-l 

= 0 (2.20) 
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Equation (2.18) implies no reception of the desired signal and naturaUy detection is 

impossible. Equation (2.19), shows that in a special case (n = 0) where the phase of 

the pulse shape is equal to the phase of received desired signal, L • will be minimum 

(zero). The 2nn rotation cannot affect the shape of the pulses, because the in-phase 

and quadrature components of the pulse shapes are either sin[\|/j(fc)] or cos [\|/•(/:)]. 

As a result, the waveforms with the same shape as the desired signal can minimize 

Ef 

Equation (2.20) shows a rare but possible condition that L- might be minimized. It 

can be held if \|/,(fc) satisfies (2.20) for aU k values during one bit period. The chance 

of simultaneous holding of (2.20) for all the k values is poor because A, i5, O and 

0 are independent and tiieir values change during tiie bit interval. The same 

condition applies for the non-trivial solution. The non-trivial solution for (2.16) can 

be found from (2.11) in which 

xik) = 4AWsin| 2 ' JJAWsin[ ^-!—J+ Bsm[^0(*) j J | . (2.21) 

The non-trivial solution can only be held if xik) remains constant for all values of k. 

Altiiough tiie conditions tiiat satisfy (2.20) and (2.21) rarely occur, it makes the 

decision process suboptimal. 

2.3 Waveform Generation 

The ICIC can be applied on a wide range of constant envelope modulation schemes. 

However, tills thesis only concentrates on tiie application of ICIC on CPM schemes. 
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particularly different types of GMSK. This section describes how the waveform 

estimates are obtained for GMSK modulation scheme. 

A large class of constant envelope modulation schemes can be categorised as 

continuous phase modulation schemes. In CPM modulation schemes, the RF signal 

envelope is constant and the phase varies in a continuous manner. The signal has a 

trelUs structure and can be generated with a finite state machine. All CPM signals are 

described by 

R{t) = i2Ef,/T)^^'^co&{2%f^t + ^{t,a)l nT<t<{n + \)T (2.22) 

where i?^ is the signal energy per bit, T is tiie bit timing interval, /^ is tiie carrier 

frequency and the information is embedded in the phase 

0 ( r , a ) = 2%h J a^qit-iT) = e(?,n) + e„ 
i = -oo 

n n-L 

= 2nh ^ a-q{t-iT) + Kh ^ a,-

(2.23) 

i = n-L+\ i = -oo 

The data {a„} are M-ary data symbol, where M is even and is taken from the 

alphabet ±1, ±2, ..., ± (M- 1); h is a modulation index, which may vary from 

interval to interval, but here it is considered to be constant over aU intervals; qit) is 

tiie phase response function. CPM schemes are denoted by their phase response 

fimction, qit), or by tiieir derivative git), tiie frequency pulse function. The most 
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important CPM schemes are 

MSK- minimum shift keying; 

LRC - raised cosine, pulse length L; 

LSRC- spectral raised cosine, length L; 

A/?C-F5'iir-asymmetric raised cosine; 

LREC- rectangular frequency pulse, length L; 

TFM- tamed FM; 

GMSK- Gaussian-shaped MSK; 

The frequency pulse functions of the above schemes are listed in Table B.l of 

Appendix B. Among CPM modulation schemes, GMSK has been perhaps the most 

extensively studied. GMSK has been popular modulation scheme for mobUe radio 

telecommunication appUcations, because of its excellent spectral properties and 

simple implementation structure. More importantiy, GMSK is being currently used 

in the Pan-European digital ceUular system (GSM) [5] witii a bit rate of 271 kbits/s, 

BT=0.3 and a RF carrier spacing of 200kHz. GMSK witii BT=0.5 has also been 

adopted for the DECT witii a data rate of 1.152 Mbits/s and radio channel spacing of 

1.728MHz. MSK is a simple CPM modulation scheme and has been weU 

investigated. It is equivalent to GMSK witii BT = ^o. 

Here, we foUow tiie state description of GMSK using tiie general state description of 

CPM modulation schemes given by Anderson et.al. [26], witii tiie restriction of 

binary signaling. 

Using (2.22) and (2.23), and tiie following properties q{t) = 0,t<0 and 

q(t) = -,t>LT, ^it,a) is uniquely defined by tiie present data symbol a„, tiie 

L - 1 past data symbols (known as correlative states: a„_ i, a„_2, ••,«„_ £̂  ̂ . i), and 

tiie phase state 0„, where 
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0« = 

n-L 

nh ^ a-
1_ I = - o o 

modulo 2n (2.24) 

The number of correlative states is finite and equal to M^^ ^\ Thus, the total states 

of the transmitted phase is an L-tuple 

^n - i^n'^n-V^n-2' •••'^n-L+l) (2.25) 

There are p different phase states with values 

"^ ' p p p 
(2.26) 

where for a rational modulation index h, p can be found from 

, 2k h = — (2.27) 

where p and k are arbitrary integers with no common factor. 

The current data symbol a„ directs the transition from tiie state 5„ to the next state 

8„ ̂  J, and tills transition defmes the acmal function of tune tiiat is transmitted. Fig. 

2.4 shows a phase tree for the GMSK3 (frequency response pulse is truncated to 
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L = 3) with BT=0.3. In this case there are 16 states and each node in the tree has 

been labelled with the state (6„, oc„_ |, a„_2). The root node at time t = 0 has been 

arbitrarily given the phase state zero. The state trelUs diagram can be derived from 

Fig. 2.4 by viewing tiie phase modulo 2K. The 16-state treUis of GMSK3 BT=0.3 is 

shown in Fig. 2.5. The transition from one state to another is equivalent to a pair of 

in-phase and quadrature waveforms. Fig. 2.6 shows tiie in-phase and quadrature eye 

diagram of GMSK BT=0.3 where phase states are numbered as in Fig. 2.5. Close 

observation of Fig. 2.6 reveals that states are repeated every 2T. Therefore, the trelUs 

diagram of Fig. 2.5 can be shown in two separate trelUses: one for odd and another 

for even timing intervals (solid and dashed lines in Fig. 2.5). As a result, the number 

of waveforms in each timing interval is 16. A numbering strategy for the waveforms 

(pulse shapes) for subsequent use is shown in Table 2.1. 

Binary phase tree for GMSK3 

Fig. 2.4. Phase tree for GMSK3 BT=0.3. 
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Fig. 2.5. Alternative trellis of GMSK BT=0.3 in odd and even 

timing intervals. 
Fig. 2.6. Eye diagram of GMSK BT=0.3. Phase states are 
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Table 2.1. States transitions and their corresponding waveforms. 

Waveforms 
(estimates) 

wl 

w2 

w3 

w4 

w5 

w6 

w7 

w8 

w9 

wlO 

wl l 

wl2 

wl3 

wl4 

wl5 

wl6 

State transitions in 
the first bit interval 

16=>12 

7=>12 

14=i>ll 

5=>11 

16=>10 

7=>10 

14=>9 

5=>9 

15=>4 

8=>4 

13=>3 

6=>3 

15=>2 

8=>2 

13=>1 

6=:>1 

State transitions in 
the second bit interval 

1=>5 

10=>5 

3=>6 

12=>6 

1=>7 

10=^7 

3=>8 

12=^8 

2=>13 

9=>13 

4=>14 

11=>14 

2=>15 

9=>15 

4=>16 

11=>16 

Waveform 

symbol 

-1 

-1 

-1 

-1 

-1 

-1 

-1 

-1 

In practical appUcations, the number of waveforms not only depends on the signal 

phase state, but also depends on the receiver IF-ftiter bandwidtii. Filtering, which is 

necessary to remove out-of-band noise and also adjacent channel interference, adds 

additional intersymbol interference to the signal which results in increasing the 

number of signal states and subsequently the number of waveforms. For mstance tiie 

number of states in GMSK3 is 16, but when it is ftitered in tiie receiver, tiie number 

of states can be increased up to 32. If tiie ftiter bandwidtii is large enough, tiie new 
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states are very close to tiie original nonftitered states and tiie change in tiie states can 

be ignored to reduce complexity. This ignorance may result in a residual intersymbol 

interference (RISI) which deteriorates bit error rate performance. The effect of RISI 

on the BER performance of a conventional coherent receiver is investigated by 

McLane [135]. He derived the error bound for a truncated state Viterbi detector with 

die RISI considered as additive interference. The effects of filter type and bandwidth 

on the RISI, are shown in Fig. 2.7. The frequency responses of these ftiters is shown 

in Fig. C.l. The maximaUy flat ftiter has less attenuation in tiie passband and a 

sharper roll-off in the stopband than tiie Gaussian ftiter. Increasmg the ftiter 

bandwidth or sampUng rate reduces RISI. This result shows that on most occasions 

tiie maximally flat filter has a better RISI reduction. In this thesis the range of the 

filter bandwidtii is constrained to 0.3<BbT<0.6. This limits tiie additional RISI to less 

tiian -33dB and hence, the filtered GMSK BT=0.3 is assumed to have only 16 states. 

-30 T 1 1 

— Gausian filter 

• • Maximally flat filter 

Normalized sampling rate, fs/rb 

- 6 0 -

-65 
0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 

Filter Normalized Bandwidth, BT 
0.7 0.75 0.8 

Fig. 2.7. Residual interference to signal ratio with Gaussian and 
maximally flat filters in different sampling rates. 
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In maximum likelihood detection, the effect of RISI is very simtiar to the effect of 

AWGN because it is an additive interference. The difference between RISI and 

AWGN is that tiie AWGN is statistically independent from tiie desired signal and 

therefore any change in the signal power does not affect tiie noise strengtii. On the 

otiier hand, RISI is directly correlated with the signal strengtii. In conventional 

coherent detection, RISI can cause irreducible error floor, however, its effect on the 

ICIC receiver cannot be independently studied, because, it is associated with tiie 

envelope distortion introduced by filtering. The envelope distortion wiU be 

investigated in the Chapter3. 

2.4 Simulation Environment 

The complex baseband equivalent model is used to reduce the sampling rate to a 

multiple of the data rate. The bandpass filters are substituted by equivalent lowpass 

filters and the bandpass signals are represented by their complex envelopes. The input 

data is represented by a RBS (random bit sequence). The channel for both desired and 

CCI signals is Rayleigh with a fading rate of fd=100Hz which is equal to a vehicle 

speed of 108km/h for a carrier frequency of IGHz. The multipUcative Rayleigh 

fading process is generated using the basic quadrature ampUtude modulation 

technique [136] (as shown in Fig. 2.8). A five-pole lowpass filter as introduced by 

Ball [137] is used to approximate tiie fade spectrum 5(/) = 1/^1 - ( / / / ^ ) ^ . The 

quadrattu:e noise components, after being filtered, are multipUed by tiie signal 

complex envelope to randomly modulate phase and amplitude. AWGN and 

co-channel interference are then added to the faded signal. 

Only one co-channel interferer with independent data sequence, timing and channel 

characteristics is considered. Moreover it is assumed that the receiver has complete 

knowledge of the channel and timing of the desired signal. Three modulation 
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Fig. 2.8. Fading simulator using quadrature amplitude 
modulation. Only the part shown by solid line has been 

simulated. 

schemes: MSK, GMSK BT = 0.3 and GMSK BT = 0.5 are used at a data rate of 

270 Kbits/s. The phase pulse of GMSK BT = 0.3 is truncated to a 3 bit time 

interval. For analytical purposes, a parallel MSK coherent receiver [26] (or 

sometimes called conventional coherent receiver) is simulated and its bit error rate 

performance (BER) is obtained and sketched on the same graph. About 4 miUion data 

symbols are simulated for each measurement point to ensure accuracy of the results 

down to the error probability of 10 . 

An over sampling rate of 16 samples per data symbol has been selected for filtering 

to avoid aliasing in the spectrum. The sampUng rate is reduced to 2 samples per 

symbol for the interference canceller, due to improved performance (Section 3.1). 

2.5 Reference receiver 

In this section the two most popular coherent receivers for CPM modulation schemes 

are compared. One of these receivers is selected as a reference for comparison with 

the proposed ICIC receivers. 
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A range of receivers from optimum bit by bit detection [138], optimum Viterbi 

receivers [26], [139]-[140], serial MSK [141]-[142] and paraUel-MSK [26], 

[143]-[144] have been implemented for detection of CPM schemes. The 

paraUel-MSK receiver (i.e. conventional coherent receiver in some references) is one 

of the most popular coherent receivers for CPM schemes. This receiver (Fig. 2.9) has 

only two ftiters and minimal amount of processing. Although the receiver in genered 

is suboptimum in an AWGN channel, it works well for binary CPM with modulation 

index h= 1/2 [26]. In an AWGN channel (Fig. 2.10), the optimum receiver 

outperforms parallel MSK by IdB. In Fig. 2.11, the BER performances of both 

optimum and parallel MSK receivers are shown in the presence of a single interferer 

in a Rayleigh fading channel without noise. In addition, their performances in the 

presence of only noise is shown on the same graph. In the presence of interference, 

the performance of optimum receiver is 2dB worse than its performance with noise. 

Since the sum of a large number of interferers has Gaussian statistics [32], the 

performance of the optimum receiver improves when increasing the number of 

interferers. On the other hand, the parallel MSK has similar performances in tiie 

presence of noise or a single interferer. It outperforms tiie optimum receiver by 1.5dB 

in tiie presence of a single interferer. A similar result can be obtained in combined 

single CCI and AWGN (Fig. 2.12). As a result of tiiis smdy, tiie parallel MSK 

Antenna 

1̂7 
r — — — — — n 

I/Q Down Converter 

R(t) 
cos{2nfo I) 

LPF 

sin(2nfg t) 

LPF 

(2n+l)T 
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Data 

Fig. 2.9. Parallel MSK-type receiver for CPM 
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Fig. 2.10. BER performance of maximum likelihood and parallel 
MSK receivers in AWGN channel for GMSK BT=0.3 
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Fig. 2.11. BER performance of maximum likelihood and parallel 
MSK receivers in Rayleigh fading channel for GMSK BT=0.3 in 

AWGN and equivalent co-channel interference. 
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receiver, because of its better performance in the presence of a single interferer, has 

been selected as reference receiver. 

2.6 Bit by Bit ICIC 

The simplest detection strategy is to decide the data symbol on the information over 

one symbol period. The minimum value of the cost function is the criterion for the 

selection of the correct estimate from all the possible desired signal estimates. Once 

the correct estimate is selected, its corresponding data symbol wiU be released as 

output data. This detection strategy is caUed bit by bit indirect co-channel 

interference cancelling (BB-ICIC). In this section the BER performance of the 

BB-ICIC is investigated by Monte Carlo simulation for MSK, GMSK BT=0.5 and 

GMSK BT=0.3 modulation schemes in different channels. 

25 
Eb/NO, dB 

Fig. 2.12. BER performance of maximum likelihood and parallel 
MSK receivers in Rayleigh fading channel for GMSK BT=0.3 in 

AWGN and CCI. 
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2.6.1 Static Channel Performance 

Fig. 2.13 shows BER performance of BB-ICIC in an AWGN channel. The BER 

performance of the Parallel MSK receiver is also shown in tiie same graph as a 

reference. This figure shows that the performance of the receiver is inferior to the 

performance of the ParaUel MSK receiver, and also degrades with a reduction of the 

normalized bandwidth (BT) of the modulation scheme. The performance loss of the 

receiver increases from 2 to 5dB as the BT product is reduced from BT= °° to BT=0.3 

iPe = 10"'). 

2.6.2 Static Channel Performance with CCI 

In Fig. 2.14, the BER performance of BB-ICIC in the presence of a single interferer 

is given for GMSK BT=0.3. The figure shows tiiat tiie Parallel MSK receiver 

(conventional coherent receiver) outperforms the BB-ICIC when tiie CCI is weaker 

tiian the desired signal. However, when tiie CCI is stronger than the received signal. 

The BB-ICIC has a better BER performance. The BER performance of BB-ICIC 

shows an optimum point around CIR = -12dB. This behaviour indicates tiiat the BER 

performance can only be improved if the desired signal falls below the interference 

level. This condition occasionaUy exists in a dynanuc channel when tiie desired 

signal and interference fade independently (Fig. 2.15). 

The good BER performance of tiie BB-ICIC witii very large interference levels 

iCIR = -XOdB) can be explained if ISI is neglected. Assume the received signal has 

the form of 

r{k) = i{k) + n{k) + wik) (2.28) 
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where i is interference, n is noise and w is the desired signal. Assume that the 

desired signal, w, can only take two values Wj or W2 (binary witiiout ISI). If 

w = Wl 

rik) = iik) + nik) + w^ik) (2.29) 

The cost function of (2.5), gives tiie condition for correct decision as 

Cost function]^ < Cost functionĵ ^ <=> L̂  < L2 (2-30) 

substituting (2.28) into (2.30) gives 

I 
k = 0 ' 

2 

Lk).nm''-im^nik)}'t< i \m)^n(k)..,w-.,m'--u(k).nw..,(k)-.,m''] (2.31) 

Signal Level interference Level 

,, Noise Level 

' error region' 
h4 »M 

Fig. 2.15. Error event when the interference level 
exceeds desired signal. 
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Assuming that i»n, / » w,, / » W2 and the noise samples are uncorrelated (i.e. noise 

can be cancelled by time averaging) (2.31) is simplified to 

Y,\{iii^) + nik)f - i^\ < X [ W + n(^)-HWi()t)-W2(it)f-/H (2.32) 
k=Q^ J k=Q^ J 

Further simplification of (2.32) can be done by considering tiiat interference has a 

constant envelope (envelope fluctuation because of filtering is neglected). Hence 

i ik) is constant for all k values (i.e. i ik) = i , k = 0, 1, ...,m) 

m _ m _ 

X Ai^n^ik) < X Ai^[nik) + Wj (fc) - w^ik)]^ (2.33) 
k=Q k=0 

2 

By dividing both sides of (2.33) by 4i ; we have 

m m 
2 , , . V^ r , , . ,is / , M 2 Y,nik)< 5 ; [nik) + Wiik)-W2ik)r (2.34) 

k=Q k=0 

Relation (2.34) is similar to the condition of correct decision for the maximum 

likelihood detection in tiie presence of only AWGN [26]. Interference is not present 

in the (2.34) and therefore, cannot cause any decision error. In practical situations the 

interference envelope flucmations, caused by filtering, dominates aU the other terms 



Chapter 2: Indirect Co-channel Interference Cancelling 48 

in the cost function. This deteriorates the BER performance, particularly at very high 

interference to signal ratios. 

The reason why the BER has a maximum at CIR = OdB can be easily explained 

when both ISI and noise are neglected. When the bit timings for the desired signal 

and its interferer are the same (case of this simulation), with CIR = OdB, 

interference can take either wj(fc) or W2ik) waveforms. However, because of phase 

buUdup from previous samples, a 180° phase shift may exist such that the 

interference in fact becomes -w^ik) or -W2ik). Given this waveforms, the decision 

equations for w = Wj, in (2.31) takes the foUowing forms 

.2 m 

^ j w i W - w ^ w j < X [2wj(Jt)->V2W]^-[2>VjW-H'2W] ,« = w,W (2 .35) 

fc = 0 ' fc = 0 

; ^ WiW-w^W < X |H'2W-H'2(fc)| ,i = -w^(k) ( 2 .36 ) 
-2 "I 

Jt = 0 ' ^ k = 0 

,2 '" 

fc = 0 ' fc = 0 

^ WjW-WjWl < X [2H'2W-Wi(k)] -[2>V2W-Wi(fc)] i ,£=-W2(fc) (2 .38) 

k=0 k=0 
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For constant envelope signals iw^ik) and W2ik)) aU the left hand sides of (2.35) to 

(2.38) are zero and the same for right hand sides of (2.36) and (2.37). As a result, the 

inequalities (2.36) and (2.37) can never hold and no vaUd decisions can be made in 

these cases. On the other hand, the inequalities in (2.35) and (2.38) hold as can be 

demonstrated using the waveforms in Table 5.1. This means that we have decision 

ambiguity in 50% of times. In the ambiguous situations decision is dominated by the 

additive noise as 

m 
X {[nW-WiW]-[«(*)-Wi(*)]} < X {\.ri{k)-y/.^{k)\-{n(Jc)-y^^{km ,i = -w^{k) (2 .39) 

k=0 k=0 

2 X-. , . , T-^r-. : 2 X {[nik) + w^(k)]-[nik) + w^(k)]} < ^ {[n{k) + w2{k)]-[n(k) + w.^(k)]} ,i = w.^(k) (2 .40) 

fc=0 k=0 

Due to the fact that noise is present in botii sides of inequalities (2.39) and (2.40), 

Wj(fc) and W2ik) are equal energy waveforms, the decision made using these 

inequalities can be 50% in favour and 50% against tiie correct decision. This gives a 

0.25 overall probability of error for a very low noise condition. However, presence of 

noise and ISI can increase this probabiUty up to 0.50. 

The worse performance of tiie BB-ICIC in CIR>OdB can be improved by 

eliminating unnecessary waveforms by a prediction algoritiim (tiiis wiU be discussed 

in Section 2.7.2). 
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2.6.3 Dynamic Channel Performance 

The BER performance of BB-ICIC in a Rayleigh fading channel for GMSK BT=0.3 

is shown in Fig. 2.16. Similar performances were observed for MSK and GMSK 

BT=0.5. In general, the performance improves with the increasing modulation BT 

product. For instance, the BER performance of MSK wititiout interference is 1.3 dB 

and 1.9 dB better tiian GMSK BT=0.5 and GMSK BT=0.3 respectively. As can be 

seen from the figure, the BB-ICIC needs a minimum interference to noise ratio (INR) 

to outperform the reference receiver. The locus of the crossovers between CIR=6dB 

and CIR=24dB, is approximately a straight line (shown in Fig. 2.16). To the right of 

this line the BB-ICIC performs better than the reference receiver. The minimum INR 

(in tills case is lOdB) can be found by subtracting tiie signal to noise ratio from CIR 

at the crossover point. 

In the presence of co-channel interference, tiie rate of improvement depends on tiie 

amount of SNR. Fig. 2.17 shows tiie BER performance of BB-ICIC in a typical 

working condition iEf^/N^ = 30dB). For voice communication where a P^ = lO-^ 

is acceptable, tiie BB-ICIC receiver shows 1.8dB, 3.9dB and 5dB advantage over 

paraUel-MSK receiver for GMSK BT=0.3, GMSK BT=0.5 and MSK respectively. In 

addition, tiie performance improvement at small CIRs is higher tiian at large CIRs as 

predicted from Fig. 2.14. 

2.7 Waveform Reduction of GMSK 

The complexity of tiie bit by bit detection can be further improved by reducmg tiie 

number of estimates. This can be achieved by exploiting tiie MSK symmetry and 

considering it as an offset quadrature modulation scheme. 

MSK is a binary modulation witii a symbol interval T; but as a quadramre scheme, it 
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Fig. 2.16. BER performance of BB-ICIC for GMSK modulation 
scheme with BT=0.3. 
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Fig. 2.17. BER performance of BB-ICIC for Eb/No=30dB in 
Rayleigh fading channel. 
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is a quaternary modulation over a double interval 2T. The binary differential encoded 

stream of data symbols {a„} can be divided into even and odd symbols and creates I 

and Q pulse waveforms from two streams (see page 50 of reference [26]) 

for even « 5'-(f) = a„. in-\)T<t<in-\-\)T 

for odd n S it) = a„. in-\)T<t<in+ \)T 

The MSK signal is then 

Rit) = i2E^/T)''[S-it)cos[iKt)/i2T)]cosi2nf J)-i-

Sqit)sm[iKt)/i2T)]smi2Kfj)] 

(2.41) 

In this case baseband in-phase and quadrature components of the MSK signal can be 

viewed as two BPSK signals with a symbol interval of 2T and a time offset of T. The 

transmitter structure for such a modulator is given in Fig. 2.18. The GMSK 

modulation scheme can also be viewed as differentiaUy encoded BPSK with ISI 

[132]. The ISI, in this case, comes from both I and Q data streams which complicates 

GMSK generation. 

Tx Data 
Diff. 

Encod. 

* ^ 

S/P f. 
90°| ji 

Delay ~^'Vy 

X Rf Signal 

Fig. 2.18. Generation of MSK with differentially encoded 
BPSK. 
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The previous I/Q data symbols (5'̂  and S^), can be obtained during bit by bit 

detection and used to reduce the number of possible waveforms. In Fig. 2.19 four 

situations are shown where the possible waveform estimates used for current timing 

interval are obtained based on the previous I/Q data bits (S'- and S^). According to 

this figure, only four waveforms are required for GMSK BT=0.3 tiiat originaUy 

needed 16 waveforms. The four complex envelope waveforms are tabulated in Table 

2.2 for different values of (5j and S ) . The table can be simplified to 

W odd = s. 

w u 
w 2i 

W 3i 

W Ai 

+ A 

w 

w 

w 

2q 

3? 

L^4q. 

(2.42) 

By the same token tiie set of waveforms for tiie next time interval can be obtained by 

swapping tiie I and Q waveform estimates and multiplying tiiem by tiie current bit 

I/Q symbols 

W 
even 

= S; 

w 

w 

w 

2q 

3? 

L^4d 

^JS. 

w \i 
W 21 

W 3i 

W Ai 

(2.43) 

A block diagram of a system which can provide tiiese waveforms is shown in Fig. 

2.20. This type of waveform selection increases tiie minimum envelope distance of 
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Fig. 2.20. Schematic circuit diagram for RWBB-CCI. 5/, S^ and 
toggle switch select the current set of waveform estimates to be 

subtracted from the complex input signal r=rj.-j. r^. 
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Table 2.2. Possible complex envelopes of GMSK BT=0.3 in a bit time interval based on the 
and Q channel symbols of the previous bit. 

The previous 

bit l-channel 

symbol (5,) 

1 

1 

-1 

-1 

The previous 

bit Q-channel 

symbol (5^) 

1 

-1 

1 

-1 

Possible 4-mple complex envelopes of GMSK 

BT=0.3 for the current bit. 

'^U + J^lq 

^2i + J^2q 

^3i + J^3q 

_W4. + 7W4^_ 

'^U-J^lq' 

^2i-J^2q 

^3i-J^3q 

yv^i-jw4q_ 

'-^li + J^U 
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the receiver [see chapter 5] because it eliminates redundant waveform estimates. The 

envelope distances of GMSK BT=0.3 for tiie selected waveforms (as in Fig. 2.19) are 

given in Tables 1.1-1.4. These tables show that tiie minimum envelope distance (e^.„) 

for GMSK modulation scheme has been increased by more than 100% ̂  However, 

there is a possibility of error propagation, but simulation shows that the reduced 

waveform bit-by-bit ICIC (RW-ICIC) receiver has a better performance than 

BB-ICIC. 

2.7.1 Static Channel Performance Without Interference 

The BER performance of RW-ICIC in AWGN channel is shown in Fig. 2.21. 

Comparing RW-ICIC and BB-ICIC shows that BER performance has been improved, 

which is expected fi:om the higher minimum envelope distance. For instance, the 

improvement for MSK is about 1.8dB, but the result is stiU about 0.5dB worse than 

tiie paraUel-MSK receiver. 

2.7.2 Static Channel Performance with CCI 

Fig. 2.22 shows the BER performance of RW-ICIC in the presence of CCI for 

GMSK BT=0.3. The shape of tiie BER curve is almost identical witii tiie one 

obtained for BB-ICIC (Fig. 2.14). However, the BER generaUy improves, 

particularly at large CIRs (CIR>OdB). 

2.7.3 Dynamic Channel Performance 

Fig 2.23 presents tiie BER performance of RW-ICIC receiver in a Rayleigh fadmg 

channel in the presence of one co-channel interferer for GMSK BT=0.3. The 

l.From the Table H.l the minimum envelope distance is e„,„ = 0.344 while in Tables I.1-I.4, 

«m,„ = 0.716. tnin 
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Fig. 2.21. BER performance of RW-ICIC in AWGN channel 
without co-channel interference. 
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RW-ICIC shows better BER performance than BB-ICIC. The minimum interference 

to noise ratio (INR) needed to outperform the parallel MSK has also been reduced by 

4dB. Fig. 2.24 shows the performance in Ef^/N^ = 30dB. For an error rate of 

P^ = 10-2, the RW-ICIC receiver shows 8.3dB, 6.9dB and 4.5 dB advantage over 

parallel MSK receiver for MSK, GMSK BT=0.5 and GMSK BT=0.3 respectively. 

This is approximately 3dB better than BB-ICIC. The performance improvement, as 

in BB-ICIC, in smaller CIRs is higher than the larger CIRs. 

In conclusion, RW-ICIC, not only reduces the receiver complexity by eliminating 

many waveform comparisons, but also gives superior performance. 

2.8 Detection Using Viterbi Algorithm 

As shown in Section 5.5, minimum envelope distance of CPM modulation schemes 

can be increased by observing tiie signal over multiple bit intervals. To exploit tiiis 

advantage, the signal has to be decoded with a sequential decoding algorithm. 

One of the most popular algoritiims tiiat performs tiiis task is tiie Viterbi Algoritiim 

(VA) [1451. The VA calculates a metric (distance function or measure of similarity) 

between the received signal r(t) at the n* symbol interval and aU tiie treUis paths 

entering each state at this instant. In tiie event that more tiian one patii enters a single 

state, only tiie one witihi tiie lowest metric (tiie survivor) is stored. The paths with 

larger metric are less likely, tiius tiiey are eliminated. The decoder continues in this 

way to advance deeper into tiie trelUs elimmating the least likely patiis. The VA can 

be applied to ICIC (VA-ICIC) where tiie cost function (2.6) is used as metric. 

2.8.1 Static Channel Performance 

Fig. 2.25 shows tiie BER performance of VA-ICIC receiver in tiie presence of 
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without co-channel interference. 
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AWGN. As expected from the higher minimum envelope distance, the BER 

performance of VA-ICIC is better tiian both BB-ICIC and RW-ICIC and it is very 

close to that of the parallel MSK receiver 

2.8.2 Static Channel Performance with CCI 

In Fig. 2.26 the performance of VA-ICIC in the presence of CCI is given for GMSK 

BT=0.3. As the figure indicates, when the CCI is weaker than the desired signal, both 

VA-ICIC and the parallel MSK receiver have almost similar performance. However, 

when tiie CCI is stronger tiian tiie received signal, tiie VA-ICIC shows a better BER 

performance which is generally better than tiie performance of BB-ICIC and 

RW-ICIC. 

2.8.3 Dynamic Channel Performance 

The BER performance of tiie VA-ICIC in a Rayleigh fading channel and in tiie 

presence of a co-channel interferer is shown in Fig. 2.27. In the absence of CCI, tiie 

BER performance of tiie VA-ICIC receiver is only 0.3dB worse tiian tiie 

parallel-MSK receiver. In general, tiie BER performance in tiie presence of CCI is 

better tiiat tiie previously presented ICIC receivers. The immmum interference to 

noise ratio needed to outperform tiie reference receiver is about 1.5dB which is 4.5dB 

and 8.5dB less tiian RW-ICIC and BB-ICIC respectively, hi tiie same channel as tiie 

RW-ICIC and BB-ICIC, (i.e. EI^/NQ = 30dB and a probabiUty of error equal 10"̂ ) 

tiie VA-ICIC gives a large improvement (13dB) over tiie reference receiver (Fig. 

2.28). This improvement is about lldB and 8.5dB better tiiat achieved by BB-ICIC 

and RW-ICIC respectively. 
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f i g . 2.27. BER performance of VA-ICIC for GMSK modulation 
scheme with BT=0.3. 
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Fig. 2.28. BER performance of VA-ICIC for Eb/No=30dB in 
Rayleigh fading channel. 
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Fig. 2.29. Block diagram of ICIC error detection/correction 
receiver (EDC-ICIC). 

2.9 Error Detection and Correction Receiver 

In this section an error detection/correction scheme, similar to the one proposed by 

Gooch and Sublett [55], is presented. A block diagram of this scheme is shown in Fig. 

2.29. It comprises of a conventional coherent receiver for predetection of data, a 

remoditiator for regeneration of tiie desired signal, wit), and an error 

detection/correction block. The delay, T, in tiie path of tiie received signal, rit), 

compensates for the processing time associated with tiie receiver and remodulator. 

The received signal, consists of tiie desked signal, wit), mterference, iit), and noise, 

nit). The data output from tiie coherent receiver, is used to regenerate a repUca of tiie 

desired signal, wit) which is then subtracted from tiie received signal to form tiie 

residue signal, e(0 = r(0 - wit). If tiie decision and consequently regeneration are 
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correct, the residue consists of only the constant envelope CCI. When there is an 

error, the regenerated signal, wit), does not completely cancel out the desired signal, 

resulting in a non-constant residue. The error can be corrected after it is detected by 

comparing the envelope variation of the residue, as measured by metric (2.6), with a 

threshold level. The expected waveforms seen at the output of the envelope detector 

are derived in the next subsection. 

2.9.1 Analysis (Full Response CPM) 

Only fuU response CPM modulation schemes wUl be considered here. Partial 

response CPM would require the same procedure but becomes extremely laborious 

due to the inherent ISI it displays. The complex envelope of the residue signal can be 

expressed as 

£ = ZJ-JZQ (2.44) 

where, using tiie notation used in (2.3), ê  = AcosO-i-Bcos0-Ccos^-i-n,-, 

eg = Asin<[)-i-5sin0-Csin^ + n^ and w = Ce^^ is tiie regenerated desired 

signal. For a full response CPM modulation scheme, from (2.23) we can write 

O = (l)„ + 7ca„^(0 Phase of desired signal 

^ = \|/„ + 7iP„^(0 Phase of regenerated signal (2.45) 

0 = e„ + TiX^qit) Phase of CCI signal 

where (()„, \|/„ and 0„ are phases at tiie beginning of tiie bit interval, q(t) is tiie phase 
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pulse, and a„, P„ and A,„ are data symbols. 

With the complete knowledge of tiie desired signal amplitude (C = A), the residue 

2 
power, M , can be calculated as follows 

M^ = |e|^ 

M^ = EI^ + BQ^ (2.46) 

M^ = P + P 
s n 

where 

P, = fi2 + 2A^ -I- 2A5cos(0 - O) - 2A5cos(0 - ^ ) - 2A^cos(0 - ^ ) (2.47) 

P„ = nf + n^ + 25(n.cos0 + n^sin0) + (2.48) 
2A(njC0S<I> + n^sinO) - 2A(n.cos^ + n^sin^) 

Pg contains the desked signal as well as CCI mformation and P„ contains all the 

noise cross products. To simplify tiie analysis, P„ is ignored (i.e. channel witiiout 

2 2 2 

noise). The normalized power of tiie residue signal (M /A = P/A ) is illustrated 

in Fig. 2.30 for MSK modulation scheme in a Rayleigh fading channel. 

P^, from (2.47), is now evaluated over a single bit period. The symbol boundaries are 

shown across the top of Fig. 2.30. The symbols with constant ampUtude are marked 

C and tiiese represent tiie correct decision estimate id). The residue power for the 
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correct decision slowly changes with the fading on the CCI signal. There are two 

power levels associated with the correct decision. One of the levels (marked by P in 

the diagram) is caused by 180° phase shift in tiie regenerated signal which is due to 

phase build up from previous errors. Each error creates a 180° phase shift. Symbols 

marked E correspond to error in regeneration and result in a sine wave like shape of 

the residue power. 

For simplicity, the analysis is done in two steps. In the first step, the CCI signal has 

no data transition over the evaluation bit period. In the second step, the data transition 

in tiie CCI is introduced. This models the timing offset between the desked and the 

co-channel signal. 

Step 1: 

At first let us consider the case of correct regeneration (Case C in Fig. 2.30) in which 

¥ = O and hence: 

»4 

a 
•o 
N 3 

C|E|E|C|C|C|C|C|E|EJE|E|C|E|E|E|0E|E|C|CJ0E|C|C|E|0E|E|E|E|C|E|CJC 

! A i 
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30 35 

Fig. 2.30. Instantaneous power signal for MSK modulation scheme. The 
desired signal and CCI are synchronous. E: An error occurred in initial 

detection, C: No error in initial detection, C/P: no error in initial detection 
but a 180 degree phase shift is left from the error in the previous bit. 
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Ps = B^ (2.49) 

This implies that Pg is a constant, independent of the phase and timing of the CCI. 

Next, consider the 180° phase error condition (i. e. *F = OtTC, Case CP in Fig. 

2.30). from (2.47) we have: 

P. = fi2 + 4A^ + 4A5cos(0-O) (2.50) 

Substitiiting (2.45) into (2.50) yields 

P^ = B^ + 4A^-i-4ABcos[KiX^-a„)qit)-\-Q (2.51) 

Where ^ = (0„ - ([)„). Equation (2.51) wiU have a constant value if a„ = ^„, which 

implies that no error exist. 

In tiie event of error (i.e. P„ = -a„) tiie foUowing four possible situations may exist: 

1) a„ = X^ (i.e. tiie desked and CCI data bits are the same) and \|/„ = (])„ (i.e. at tiie 

start of tiie bit period, the desired and the regenerated signals have the same phase) 

^ = (t)„-a„^(0 (2.52) 

0 = e„-ha„^(0 
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2) a„ = -X^ and \|/„ = (])„ 

^ = (j)„-a„^(0 (2.53) 

0 = e„-a„^(0 

3)a„ = p„ and\i/„ = is^^ + n 

^ = (^„±7C-a„^(0 (2.54) 

0 = e„ + a„^(0 

4)a„ = -Pn and\|/„ = (1)„±7C 

^ = (t)„±7C-a,^(0 (2.55) 

0 = e„-a„^(0 

By substituting (2.52)-(2.55) into (2.47) tiie foUowing equations are obtained 

respectively: 

P, = A^ -h ^ - X j cos [2a„^(0 - y 1 ] (2.56) 
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Where: y. = atanf^ ^^^^ Ax. = 2A(A^-F5^-H2A5COSC) 

,2 ^2 
^s = ^ +T7 + ̂ 2Cos[2a„^(0-y2] (2.57) 

2A 

Where: y. = a t a n f - ^ | i ^ \ X. = 2A(A^ + 5^-2A5cosC) 
"̂  \A-B cost, J ^ ^ 

Ps = A % ^ + X3Cos[2a„^(0-y3] (2.58) 

Where: ŷ  = atanf, ^t!"^ y\^3 = ^MA^ + B^ + 2ABcosQ 

P, = A ^ - h ^ + X4Cos[2a„^(0+y4] (2.59) 

where: y. = atanf, ^^^"^ A X, = 2A(A^ + B^-i- 2ABcosQ . 
^ \A + Bcos(,/ ^ 

Equations (2.56)-(2.59) show tiiat tiie residue power, P^, consists of a constant value 

2 X-
(A + ^ - j ' '' = 1, 2, 3, 4) plus a cosine pulse of ampUtude X^. The latter accounts for 

tiie sinusoidal shape of the residue power under the error condition shown in Fig. 

2.30. 
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Step2: 

If there is a timing offset of Ty (Fig. 2.31) and tiie CCI data symbol changes during 

Interference I ^ | I I I 

, , I , , — — —, 

Desired Signal 
0 Tj T 2T 

Fig. 2.31. The data bit timing offset of the desired and CCI signals. 

the bit interval of tiie desked signal, (2.45) gives 

^ _{Qn + K<lit) 0<t<T\ 

® " l e „ . i - ^ „ ^ ( 0 = 0, + X,nr,Tl-X,qit) T\<t<T 
(2.60) 

Witii an error in tiie estknate (P„ = -a„) and a 180° phase difference between tiie 

regenerated and desked signals (Case CP in Fig. 2.30), (2.51) indicates tiiat P, in one 

of tiie time intervals ([0,T1] or [T1,T]) is constant (Equation 2.51) and in anotiier 

interval it is constant plus a fraction of a cosine shaped pulse (Equations 

(2.56)-(2.59)). The correct detection of data in tiiis case, impUes tiiat a„ is equal to 

P„ in tiie bigger time interval. Thus, tiie cosine pulse portion of P, is small and 

consequentiy harder to detect. The error correction might not take place. 

When an error occurs in tiie regeneration of tiie desked signal, any change in tiie CCI 

data symbol swaps its phase ( ^ ) from one of tiie situations shown in equations 

(2.52)-(2.55) into anotiier one. In tiiis case tiie power of tiie residue (P,) has a 

constant component plus a cosine pulse which can be detected. 
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2.9.2 BER Performance 

The system of Fig. 2.29 is simulated with a co-channel interferer and MSK 

modulation scheme in a Rayleigh fading channel witii fd=100Hz. The baud rate of 

the data is 270 Kbits/s. The error detection process is a comparison between the value 

of metric (2.6) calculated in each bit interval and a threshold level. The tiireshold 

level is optimized to have a minimum error at E^/NQ = 30dB and CIR = 12^5. 

Fig. 2.32 shows the system BER performance for different signal to interference 

ratios (SIR) on the optimum threshold level. Fig. 2.33 shows the bit error rate 

performance of the system for three different threshold settings. The probabiUty of 

error in low SNR with small threshold levels is higher than that in large SNRs with 

high threshold levels. An adaptive threshold can improve the system performance 

when the SNR changes. 

EDC-ICIC faces difficulty from delay adjustment, and threshold setting. The 

threshold is dependent on noise, CCI and ISI levels. Adaptive threshold setting is a 

good solution to this problem, but at the cost of increased complexity. The ISI caused 

by filtering in the receiver smears any amplitude variation in the residue signal into 

tiie adjacent bit period, causing false error correction. Because of this, errors often 

occur in bursts. The same phenomena can happen in partial response CPM schemes 

because of the inherent ISI tiiey display. Since tiie BER performance of tiiis receiver 

is not satisfactory compared to title other proposed ICIC receivers, I have not 

proceeded further in the development of this scheme. 

2.10 Comparison Between the Proposed ICIC receivers 

Among the four proposed receivers, VA-ICIC has tiie best BER performance. 

Altiiough tiie BER of RW-ICIC is superior to tiie BB-ICIC, ks complexity reduction 
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Performance of CCI canceller 
10 . J I . . . . 

0 Coherent Receiver 
f GGI-caihcefler- •: 

Fig. 2.32. BER performance of error detection/correction 
scheme for MSK modulation scheme in Rayleigh fading channel. 

Performance of CCI canceller for different tfiresfiold levels 
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Fig. 2.33. BER performance in a error detection/correction scheme 
for MSK modulation scheme with different threshold levels. The 

dashed line shows the performance of the coherent receiver. 
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is not significant because of the complexity of waveform preparation. EDC-ICIC, 

compared to the other receivers, does not show a good BER performance. The 

receiver also experiences difficulty with delay adjustment and threshold setting. 

Performance of EDC-ICIC also largely deteriorates with ISI, such that the inherent 

ISI in partial response CPM schemes makes the EDC-ICIC inappropriate for these 

modulation schemes. 

The practical implementation imperfections are addressed in the next chapter. The 

VA-ICIC scheme is selected for study due to its superior BER performance. 



Chapter 3 

Sensitivity Analysis of Indirect Co-channel 
Interference Canceller 

Among the four proposed receivers introduced in the previous chapter, the VA-ICIC 

receiver has been selected for further study because of its good BER performance. 

This chapter investigates the range of different parameters affecting the performance 

of the VA-ICIC receiver. The results of this study increase the understanding of the 

design and hardware complexity of the VA-ICIC receiver. Some of the results, may 

be appUed to other proposed receivers but they are not considered in these 

investigations. 

3.1 Effect of Sampling Rate 

2 2 

In the metric (2.6), M-, the mean of complex residue envelope (M,), is an estimate 

of cochannel interference. The quality of interference cancelling, which is carried out 

74 
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2 2 

by subtracting M- from Af •, depends on the accuracy of tiiis estimate. 

The law of large numbers [146] implies that the averaging can be improved by 

increasing the number of samples. In this particular case, increasing the number of 

samples can only be achieved by oversampling. However, the improvement in 

accuracy is limited by the increased correlation between adjacent samples. 

Additionally, oversampling requkes increased complexity in the hardware. Initial 

investigations are carried out to observe the effect of the number of samples on the 

BER performance of the VA-ICIC. As indicated in Fig. 3.1, the 3-sample metric 

appears to be optimum it also demonstrates that increasing the number of samples 

(m > 2) deteriorates the BER performance. This can be better explained when the 

averaging is modelled as a lowpass filter. The impulse response of this filter (Fig. 

3.2a) has the form 

-S5 

• f t 

a. 

> i ' - -
• _ - ^ - » 

....©•.•. 

C/l=6dB 

' ^ V - •: '• ^.^. . : .^.^.^. . ._.^. .^/ j^2dB--: 

C/l=20dB 

-No CGI 

2 3 5 9 
Number of samples used in calculation of metric, m+1 

17 

Fig. 3.1. BER performance of VA-ICIC for different sampling rates. The 
modulation is GMSK BT = 0.3 with a baud rate of 2701<bits/s in a Rayleigh 

fading channel with a fading rate of 100Hz and EI,/NQ = 30dB. 
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hin) = 
0 

0<n<m 

elsewhere 
(3.1) 

and its spectrum [147] can be expressed as 

. , , . s m [ ( 0 ( m + l ) / 2 ] -;(om/2 
sin(co/2) 

(3.2) 

where co = 2nf/f^ = 2nfTf^/m. Fig. 3.2b shows tiie spectrum of tiiis filter for 

different m values. As the figure indicates, increasing m increments the filter 

bandwidth which increases tiie noise and subsequently tiie estimation error. 

Therefore, the relatively poor performance for m > 2 is because of tiie wider filter 

bandwidtii. The inferior performance witii m = 1 is due to the small population size. 

As simulation shows these two contradictkig factors are optimized at m = 3. From 

• • 

Tb 

• • 

0 1 2 

h(n) 

• • 

-Ts=l/fs 

(a) 

Normalized frequency, f.Tb 

(b) 

Fig. 3.2. (a) impulse response, (b) amplitude spectrum of a lowpass filter 
with an impulse response of: h(n)=l, n=0,l,...,m; h (n)=0, elsewhere; for 

different m values. 
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now on, the metric calculated with m = 3 is caUed 3-sample metric and m = 2 

denoted 2-sample metric. 

3.2 Effect of Quadrature Demodulator Filters 

The reUance of ICIC on the constant envelope property of CCI, implies that any 

fluctuation in the envelope of CCI can degrade tiie BER performance of ICIC. One of 

tiie main causes of this envelope fluctuation is intersymbol interference (ISI) 

introduced by I/Q lowpass filters (Fig. 2.2). Fig. 3.3a shows the envelope eye 

diagram of a GMSK BT=0.3 signal, filtered with a Gaussian lowpass filter of 

normalized bandwidth BT = 0.4. If a lowpass filter with a wider bandwidth 

(Normalized bandwidth BT = 0.6) is used, the signal envelope fluctuations can be 

reduced (Fig. 3.3b). In Fig. 3.4 tiie envelope ripples of MSK, GMSK BT=0.3 and 

(a) (b) 

10.8 

I 
0.4 

0.2 

0 

1 

0.8 

0.6 

0.4 

0.2 

0 0.5 1 
Normalized time, Tb 

0 
0 0.5 1 

Normalized time, Tb 

Fig. 3.3. The envelope eye diagram of GMSK3 BT=0.3 filtered 
with: (a) a Gaussian low pass filter with BT=0.4 (b) a maximally 

flat filter with BT= 0.6. 
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0.5 0.6 0.7 
Filter normalized banwidth, BT 

Fig. 3.4. The normalized envelop distortion of MSK, GMSK BT=0.5 and 
GMSK BT=0.3, filtered with Gaussian and Maximally flat lowpass filters. 

GMSK BT=0.5 modulation schemes are depicted versus filter bandwidtii with 

Gaussian and maximally flat ftiters. For MSK, the Gaussian filter always produces a 

better ripple reduction because of its larger transient band. For GMSK BT=0.5, both 

fUters have siimlar performances, however, for GMSK BT=0.3, because of the 

concentiation of energy in the lower frequencies, the maximaUy flat fUter exhibits a 

better performance. WhUe increasing the filter bandwidtii reduces the envelope 

ripple, it can increase the noise and possibly adjacent channel interference. An 

optimum filter bandwidth can be found to jointly minimize tiie envelope distortion, 

noise and adjacent channel interference. Analysis of tiie simulation results shows tiiat 

tiie optimum bandwidth is a function of interference to noise ratio (INR). Fig. 3.5 

shows title 3dB normalized optimum bandwidth of a Gaussian filter for different INR. 

When the INR is reduced so that noise become dominant, e. g. OdB, the optimum 
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bandwidtii is about BT=0.3 agrees witii the optimum bandwidtii (BT=0.315) found 

by Murota [27] using signal degradation in a static channel. 

3.3 VA Truncation Depth 

Truncation of survivors to some manageable length M [145] is necessary when tiie 

state sequences are very long or infinite in the Viterbi Algorithm. This wUl reduce the 

size of tiie requked memory and hence complexity. Fig. 3.6 shows tiie probabiUty of 

error for a VA-ICIC receiver witii different CIR and CNRs for GMSK BT=0.3. It 

shows that a depth of M=5 can be accepted without any significant truncation cost. 

The same results are repeated for MSK and GMSK BT=0.5 modulation schemes. 
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Fig. 3.5. The optimum 3dB normalized bandwidth of quadrature 
demodulator filters for GMSK BT=0.3. 
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3.4 Effect of Fading Rate 

One of the main assumptions in ICIC is that the ampUtude and phase of CCI is 

approximately constant over one bit interval which is not always appUcable. For 

instance, in a fading channel, particularly in deep fades, the signal envelope may 

change rapidly over one bit interval. The severe envelope variation of CCI in deep 

fades is not very important because in these cases the CCI is weak and the probability 

of error is poor. However, the envelope variation of a powerful interferer cannot be 

neglected. 

The envelope variation of co-channel interference not only depends on its fading 
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1 2 4 6 8 
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Fig. 3.6. BER performance of VA-ICIC receiver for GMSK 
BT=0.3 with different EI/NQ and VA depth. 
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channel but may also be dependent on the desked signal fading rate if the 

conventional fading cancellation method is applied (Fig. 3.7a, fading cancellation 

method-1). In the conventional fading canceUation method, the received signal, rit), 

is divided by the desked signal fading estimate, c(0 , to obtain the unfaded desired 

signal as. 

(3.3) 

where wit) and iit) are the desired and interfering signals, c(0 and dit) are th&ii 

multiplicative fading respectively. 

conventional fading 
cancellation 

Rit)\ 

Rit) 

decision 
Data 

waveform 
generator 

(a) 

fading 
estimation 

decision 
Data 

waveform 
generator 

(b) 

Fig. 3.7. ICIC with (a) conventional fading cancelling (method-1) 
(b) proposed fading cancelling (method-2). 
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Witii an ideal fading estimation (i.e. c(0 = c(0), (3.3) can be written as 

^"(0 = w(0 + ̂ / ( 0 + ̂  (3.4) 
c(0 c(0 

which results in complete fading cancellation from tiie desked signal. The 

interference canceUer then subtracts the desked signal estimate to obtain the residue 

e(0 = [wit) - wit)] + ̂ Jit) + ̂  (3.5) 
c(0 c(0 

Equation (3.5) shows that with this method of fading canceUation, the interference is 

subject to both its own and the desked signal's channels. This may cause severe 

envelope variation of the interference. This method can also ampUfy the noise. 

An alternative fading cancellation method, is proposed (Fig. 3.7b, fading canceUation 

method-2), where the cancellation is not performed in advance. Instead, the desked 

signal estimates are multipUed by the fading estimate and then subtracted from ihe, 

received signal 

e(0 = r (0-c(Ow(0 = [cit)wit)-cit)wit)] + dit)iit) + nit) (3.6) 

A similar metiliod was previously used in CDMA to cancel the effect of fading [149]. 

Equation (3.6) shows that the fading canceUation method-2, does not affect 

interference and noise. 
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As far as complexity is concerned there seem to be no significant difference. 

Metiiod-2 requires several multipUers, however, metiiod-1 requkes a division 

operation (Fig. 3.7a). 

Both fading cancellation methods are simulated for GMSK BT=0.3 modulation 

scheme. The fading rate is considered to be lOOHz. The signal bit rate is selected to 

give a normalized fading rate of 0.0125 to 3.7e-4. 

Fig. 3.8 shows tiie bit error rate of the system witii botii fading cancellation methods 

for two values of f^T. For small signal to noise ratios iE^/NQ < 20dB), tiie BER is 

insensitive to f^T product and type of fadmg canceUation. However, the BER 

largely changes for large SNRs. Fig. 3.9 shows the BER with both fading 

canceUation metiiods for EI^/NQ = 30dB and EI^/NQ = 50dB, versus f^T. Witii 

metiiod-2 for Ef/No=30dB, up to f^T = 0.003, tiie probabtiity of error is 

approximately constant and after that, it increases as f^T increases. For 

EI^/NQ = 50dB, except for a very small f^T, the probability of error increases with 

increasing f^T. These investigations indicate that fading canceUation method-2 is a 

more suitable scheme for ICIC receivers. If the nunimum E^^/NQ is limited to 30dB 

and a fading rate of lOOHz, the receiver using fading canceUation method-2 is able to 

work down to a data rate of 32kbits/s without any significant performance 

degradation. 

3.5 Effect of The Second Interferer 

Although the concept of ICIC has been defined for canceUing of only one interferer, 

it is still possible to cancel more than one co-channel interferer. This foUows from the 

fact tiiiat, in fading channels, interferers fade independently and occasionaUy one is 
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Fig. 3.8. BER performance of VA-ICIC for GMSK BT=0.3 for normalized 
fade frequencies of f^T= 0.0125an(i 1^7= 0.00037 (a) for fading 

cancellation method-1, (b) for fading cancellation method-2. 
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Fig. 3.9. BER performance of the VA-ICIC with different fading rates for GMSK 
BT=0.3 for (a) Eb/No=30dB and (b) Eb/No=50dB. 
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Fig. 3.10. BER performance of VA-ICIC in the Fig. 3.11. BER performance of VA-ICIC in the 
presence of two interferers versus the ratio of presence of two equal power interferers versus 
first to second interferer (11/12) in a Rayleigh signal to interference ratio in a Rayleigh fading 

fading channel with SNR=30dB. Modulation is channel with SNR=30dB. Modulation is GMSK 
GMSK BT=0.3. BT=0.3. 

dominant [40]. A sknulation study was performed to investigate the effect of the 

second interferer. It is assumed tiiat botii interferers and tiie desked signal fade 

independently. In Fig. 3.10, tiie BER performance of VA-ICIC versus tiie fkst to 

second mterferer ratio (11/12) for Ei/No=30dB is depicted, hicreasing 11/12, which 

impUes one interferer becomes dominant, improves tiie BER performance. In the 

worst case (i.e. 11/12 = OdB) and Pe=0.01, VA-ICIC stUl produces a IdB better BER 

performance than the reference receiver (Fig. 3.11). 

3.6 Effect of Delay Spread in Interference^ 

The performance of tiie ICIC receivers can be largely deteriorated by tiie envelope 

ripples caused by delay spread in interference. The extent of tiie performance 

degradation due to tiiis problem, is investigated for tiie VA-ICIC in a channel given 

in Fig. 3.12. The interferer, ks delay spread and tiie desked signal are subject to 

independent fading channels, hi tins investigation, tiie desked signal kself does not 

l.The effects of delay spread on the desired signal and both desired and interference signals are 
topics of sections 4.5 and 4.6. 
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have any delay spread component (W^ = 0). The BER performance obtained under 

this condition, (Fig. 3.13) is nearly constant witii smaU delay spreads (Td<0.2T). As 

tiie interference to delay spread power ratio (I/Id) increases, tiie BER performance 

improves due to the weaker envelope fluctuation. When the delay is smaU (less than 

T), the BER performance is better than in tiie presence of two independent interferers 

(Fig. 3.10). This is due to correlation between signal and its delay spread. As the 

delay spread increases beyond T (not shown) the overall BER performance 

approaches the BER performance obtained when two independent interferers are 

present. In contrast to VA-ICIC, the reference receiver does not show any significant 

sensitivity to delay spread. As discussed in section 2.5, this receiver is unaffected by 

the number of interferers. Therefore, zero delay conditions (where the interferer and 

its delay spread form a single interferer) or very long delay spreads (two independent 

interferers) do not affect the performance of the reference receiver. 

3.7 Sensitivity to Desired Signal Pulse Shape Imperfections 

In the ICIC technique any imperfection in the estimation of the desked signal can 

lead to a degraded performance. Some of these imperfections are: timing 

Interference 

Desired signal 

Fading Channel 

Fading Channel 

AWGN 

Fading Channel 

Fading Channel 

Received Signal 

Fig. 3.12. The channel used in the study of delay spread. 
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Fig. 3.13. BER performance of VA-ICIC in the presence of delay 
spread in interference (a) interferer to its delay spread ratio (I/Id) 

of OdB, (b) 6dB, (c) 12dB and (d) 18dB. 

misaUgnment of tiie received signal and ks estimated pulse shapes, and phase and 

gain distortion of tiie desked signal due to channel fadmg. hi tiie foUowing sections, 

tiie sensitivity of tiie VA-ICIC to tiiese imperfections is investigated by computer 

simulation. 

3.7.1 Sensitivity to Timing Error 

Timing recovery ckcuks usually synchronize tiie local clock to the received data 
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signal with good accuracy even in poor signal to interference ratios [106]. However, 

because of the presence of noise, co-channel and adjacent channel interferences, will 

introduce jitter on the recovered timing clock. In ICIC, any timing misaUgnment of 

the regenerated waveforms with the desked signal may result in a residual unwanted 

signal that can be an extra source of error. This undesked jitter is usuaUy Umited, and 

may not be so critical to timing errors. 

The BER performance of VA-ICIC receiver versus timing error is shown in Fig. 

3.14.a. According to this figure timing error can substantially deteriorate the BER 

performance of the VA-ICIC receiver. Fortunately, for small timing errors, the 

degradation of the BER is not significant. To highUght this, tiie BER performance for 
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Fig. 3.14. (a) BER performance of VA-ICIC versus timing offset 
for GMSK BT=0.3 modulation scheme (b) probability of error 
versus earner to interference ratio with zero and 12% timing 

offset in a Rayleigh fading channel with Eb/No=30dB. 
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12% tinting error is depicted in Fig. 3.14.b which shows tiiat tiie VA-ICIC receiver 

stUl gives lOdB better performance over tiie conventional coherent receiver. 

3.7.2 Sensitivity to Channel Estimation Errors 

The channel estimation error is one of tiie major impairments in the regeneration of 

tiie desked signal pulse shapes. In Chapter 4, tiie appUcation of ptiot symbol channel 

estimation of the VA-ICIC receiver will be discussed in detail. In tins section, the 

problem is mvestigated witii a different approach. The effect of phase and gain 

estimation errors on the BER performance of VA-ICIC are individually investigated. 

3.7.2.1 Phase Error 

The received signal complex envelope can be shown by 

rit) = cit) • wit) -i- iit) + nit), where wit), iit) and nit) are the desked, 

interference and noise signals respectively. The complex desked signal channel can 

be shown by cit) = 9te^ , where its ampUtude and phase change with time, but for 

simplicity they are considered constant over one bit interval. The desked signal 

channel estimator estimates this channel and attempts to cancel it. Two solutions for 

fading canceUation are discussed in Section 3.4. In tiie first solution (i.e. 

conventional fading cancellation) tiie receiver divides tiie received signal by tiie 

estimated channel cit) = 9te 

r ' (0 = ( | y < « - ^ > - w W + [ , « ) + n ( ' ) l ( ^ ) " ' * (3.7) 

The residual signal after tiie subtraction of tiie desked signal estimates is 
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m = (|y"^-**.„,M-*(o+[,(o+«(oi(i)-^* (3.8) 

Assuming the gain estimation is correct it, (3.8) is simpUfied to 

e(0 = w ( 0 - w ( 0 + [/(0 + «(0]- E^k +Ci(0 (3.9) :ir̂ .̂' 

where ^^(0 = [e -I]-wit) is a residual signal which acts as a new 

interference source. 

In the second solution, i.e. fading cancellation method-n, tiie residue wtil have th& 

form of 

e(0 = [ 9 l e ^ ' % 0 - ^ e ^ % 0 ] + i (0+n(0 (3.10) 

Equation (3.10) without gain error can be written as 

e(0 = 9te^'^[w(r)-w(0] + j(0 +"(0 + ̂ 2(0 (3.11) 

Section 3.4 and (3.11) demonstiate ti^iat mterference and noise energy are not affected 

by tins fading canceUation metiiod. Nevertheless, tiie phase error causes a residual 

interference source shown by ^2(0 = 9tvv(r)[e'' -e^ ] . 
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Fig. 3.15 shows tiie BER performance of the GMSK BT=0.3 modulation scheme 

versus phase errors for Ei/No=30dB. The BER performance of the paraUel-MSK 

receiver is also depicted in the same graph. These results show tiiat the VA-ICIC 

receiver has similar sensitivity to phase error, for both fading canceUation methods 

and its sensitivity increases as the CIR is decreased. 

3.7.2.2 Gain Error 

When the phase estimation is correct, using conventional fading cancellation, (3.8) 

can be simplified to 

e(0 = wit) - wit) + Uit) + nit)] • [^^y'^^ + ^3(0 (3.12) 

where noise and interference powers are dkectly affected by tiie gain estunate. 

^ (̂̂ ) = ~ wit) is a residual interference which tends to zero as tiie gain 

estimation error decreases. 

For fading canceUation metiiod 2, equation (3.10) can be written as 

e(0 = [w(0-w(0]9te^'^ + /(0 + n(0 + ̂ 4(0 (3-13) 

where ^4(0 = (9t -5^)e^^w(0 is a residual signal which also tends to zero as tiie 

gain estimation error decreases. The BER of VA-ICIC versus tiie gam estimation 

error is given ki Fig. 3.16. The modulation is GMSK BT=0.3 witii S^/A^Q = ^OdB. 
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Fig. 3.15. BER performance of VA-ICIC versus phase 
estimation error. The modulation is GMSK in a Rayleigh fading 

channel with Eb/No=30dB. 
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Fig. 3.16. BER performance of VA-ICIC versus amplitude 
estimation error. The modulation is GMSK in a Rayleigh fading 

channel with Eb/No=30dB. 
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These results show tiiat the BER performance for both fading canceUation methods is 

similar and the sensitivity to gain error increases with decreasing CIR. 

In conclusion, neither of the mentioned fading canceUation methods have any 

significant advantage in reducing the gain or phase estimation error. 

3.8 Analog to Digital Convertor (ADC) Range 

A distortion source in tiie digital signal processing (DSP) implementation of the ICIC 

receiver is the analog to digital convertor (ADC) peak power limitation. The ADC 

range must be adjusted to minimize the Hard-Limiting distortion on the varying 

power received signal. The distortion can be reduced by putting a lowpass fUter after 

tiie ADC (as shown in Fig. 3.17). Fig. 3.18 shows the BER performance of the 

VA-ICIC receiver versus the normaUzed hard-Umiting level. The BER, when the two 

lowpass filters are placed after ADC (Fig. 3.17), are shown in Fig. 3.19. The 

Hard-Linuter level is normaUzed by the desked signal rms level. In general, to avoid 

the BER performance degradation, the level of Hard-Limiter must be increased as the 

interference power is increased. The filtering increases ADC dynamic range by 

approximately 15dB. 

Antenna 
r k i / Quadrature"Demo3ulator 

R(t) 0 

LPF 
A/D 

Converter LPF 

7t/2 -© 
uu^^ A/D 

Converter LPF 

Sampled 

Fig. 3.17. Filtering after analog to digital converters to reduce 
quantization noise and hard-limiting distortion. 
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Fig. 3.18. The probability of error of VA-ICIC receiver versus 
Hard-Limiter normalized level without any filtering after Hard-Limiter 
in a Rayleigh fading channel with Eb/No=30dB and GMSK BT=0.3. 
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Fig. 3.19. The probability of error of VA-ICIC receiver versus 
Hard-Limiter normalized level in a Rayleigh fading channel with 
Eb/No=30dB and Eb/No=20dB for GMSK BT=0.3. The desired 

signal is filtered after Hard-Limiter. 
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3.9 Effect of Quantization 

Since the ICIC receiver processes the sampled quantized signal, any quantization 

error can be a degrading factor. One of the most common quantizers is the Unear 

quantizer. The quantization error due to this quantizer is discussed in this section. 

The step size of a linear quantizer is defined as 

A = ^ (3.14) 

where V is the dynamic range of quantizer and L is the number of quantization 

levels. The quantization error without overload distortion, is usuaUy assumed 

uniformly distributed in [[-A/2, A/2]]. Under tiiis assumption tiie mean squared 

quantization error is 

A/2 

Q = E{q^} = J q'[{)iq = ^ (3-15) 
-A/2 

The signal to quantization noise ratio can be defined as 

SQNR = lOlog^ (3.16) 

where a^ is tiie input signal variance. Fig. 3.20 shows tiie BER performance of 

VA-ICIC in a fading channel witii different quantization levels. The quantizer is 
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Fig. 3.20. BER performance of VA-ICIC receiver versus quantization 
levels for GMSK BT=0.3 in a Rayleigh fading channel. 

followed by a lowpass filter (Fig. 3.17), to reduce the Hard-Limiting effect. This 

figure shows that a six bit quantizer is almost sufficient. Further simulations showed 

that in a ckcuit configuration without this lowpass filter, an eight-bit quantizer was 

necessary. 

3.10 Effect of Timing offset between CCI and desired signal 

Essentially, an ICIC receiver, is insensitive to co-channel interference timkig because 

it uses the interference envelope. However, as indicated in Fig. 3.3, the envelope of 

CCI is not constant. Therefore, the data detection might be influenced by timing 

offset between desked signal and CCI. To address tins problem, tiie BER 

performance of ICIC receiver is studied by Monte Carlo simulation both m static and 

Rayleigh fading channels. The simulation resuks did not indicate any sensitivity to 
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the timing offset. 

3.11 Conclusion 

The effect of several important hardware implementation parameters on the 

performance of VA-ICIC was investigated. These parameters were: over sampling 

rate, fikering in the I/Q down converter, VA depth, fading rate, timing, phase and 

gain estimation errors, delay spread and quantization error. An optimum sampUng 

rate (oversampling of 2 samples per data symbol) which minimizes the probabiUty of 

error was found. In addition a fading cancellation method was proposed to provide a 

wider acceptable bit rate range for a given fading rate. These simulations showed that 

tiie ICIC schemes are highly sensitive to: timing error, channel estimation error, and 

delay spread. 

In tiie next chapter, the performance of VA-ICIC with pilot symbol channel 

estimation will be investigated. The effect of delay spread on both the desked and 

interference signals will also be studied. 



Chapter 4 

Co-channel Interference Cancelhng with 
Pilot Symbol Fading Cancellation 

The need to have the knowledge of channel gain and phase for the desked signal was 

established in the previous chapters. In mobUe communication channels the phase of 

the desked signal changes due to multipath fading, and its amplitude fluctuates 

owing to both path loss and multipath gain. To obtain the gain and phase of the 

desked signal, some types of channel estimation techniques must be utiUzed. 

Channel sounding [150]-[152], techniques such as ptiot symbol assisted (PSA) and 

pilot tone assisted (PTA) methods are effective for precise estknation of the channel 

characteristics and consequent compensation of fading distortion. In PTA, a pilot 

tone is inserted in the transmitted spectrum. The receiver extracts the pilot and uses 

tiie result as a phase and gain reference. If the tone is placed at the channel edge it can 

suffer from distortion due to being close to the fUter band edge and due to the 

adjacent channel interference [152]. If the tone is placed at tiie centre of the signal 

99 
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band, certain techniques must be used to provide a notch in the signal spectrum to 

prevent interference between ptiot tone and tiie signal. These techniques include: (i) 

using an appropriate modulation scheme witii a spectral notch at tiie location of ptiot 

symbol, (ii) applying a spectial shaping code [132], and (iU) moving tiie signal 

frequency components by a Transparent Tone-in-Band (TTIB) scheme [150]. 

However, most of these methods need compUcated transmitter/receiver structures. 

Anotiier disadvantage of tiie PTA technique is tiiat tiie ptiot tone lunits tiie spectral 

peak power and makes tiie envelope nonconstant [151]. This is destructive to tiie 

performance of ICIC receivers which are sensitive to envelope variation. On the 

otiier hand, ptiot symbol aided fading canceUing [152], which does not have tiiese 

disadvantages, can accomplish fade compensation for a wide range of Doppler 

Spread [153]. 

Pilot symbol aided channel estimation has been addressed by a number of authors. It 

was first proposed by Moher and Lodge [152] for 8-PSK and 16QAM in a Rician 

channel. Later, Sampei and Sunaga [154-155] appUed PSA to the same modulation 

schemes but in a Rayleigh fading channel. Cavers analysed PSA in Rayleigh fading 

channels [153] with a delay spread [156]. The application of PSA to nonselective 

Rayleigh fading channels has been considered in [157]. A combination of PSA and 

Decision-Dkected channel estimators on shadow fading channels has been reported 

by Irvine and McLane [158]. An application of PSA channel estimation to GMSK 

modulation scheme has been addressed by Leung [132]. PSA witii co-channel 

interference has been investigated by Cavers and Varaldi [159]. Pilot and data 

symbol aided channel estimation in tiie presence of CCI and AWGN has been studied 

by Lau and Cheung [160]. They showed tiiat using data symbols as weU as pilot 

symbols can substantially improve BER performance. 

In tins chapter tiie PSA-GMSK developed in [132] is modified and employed to 



Chapter 4: Co-channel Interference Cancelling with Pilot Symbol Fading Cancellation 101 

estimate the channel gain and phase of the desked signal. The obtained channel 

information is then used in VA-ICIC and its BER performance in AWGN and CCI is 

evaluated. 

4.1 Pilot Symbol Aided IModulation Technique 

A block diagram of the pilot symbol insertion method is shown in Fig. 4.1. In the 

PSA fading cancellation method, Imown pilot symbols are periodicaUy inserted in the 

transmit data sequence (Fig. 4.2) to measure the channel distortion [152]-[132]. This 

is to generate a reference phase vector in the transnut signal (Fig. 4.3). The receiver 

derives the signal phase and ampUtude from the samples of the received signal at the 

pilot symbol positions. Distortion in other symbols is compensated by interpolating 

Txdata 
pilot 

insertion mod. fading 
channel 

delay 
channel 

compensation decision 
Rxdata 

Decimation 
filtering & 

interpolation 

Fig. 4.1. Block diagram of a communication system with pilot 
symbol aided fading cancellation. 

One frame 

• Information symbols 
(N-m) symbols 

Information symbols ^ H 
(N-m) syml II i11 Jg^ 

Pilot symbols 

Fig. 4.2. Frame format of pilot symbol insertion method. 
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tiie sequence of the sampled vector. Since the sampled signal contains both channel 

phase and gain information it can be used to correct signal phase and gain. 

In the frame format of PSK modulation schemes, a single ptiot symbol is inserted for 

every iN- I) information symbols. This metihiod is not appUcable for CPM 

modulation schemes, in which each pilot symbol may have intersymbol interference 

(ISI) from its adjacent symbols. The ISI changes the reference gain and phase 

randomly and prevents accurate channel estimation. Thus, for CPM schemes, 

additional symbols are requked to remove ISI from pilot symbols. The frame size, A'̂ , 

is chosen considering the channel fading rate / ^ and the system transmission 

efficiency. Large N is deskable for high transnussion efficiency but it is detrimental 

to channel sounding accuracy. Pilot symbol power efficiency can be calculated by 

^N -m^ 
lOlog Â  

dB, where m is the number of ptiot symbols in the frame. 

Fig. 4.3. An example of sampling event at the pilot symbol 
position in the receiver for GMSK modulation scheme. Solid line 

shows the faded signal trajectories and dashed line shows 
unfaded signal trajectories. The white and black circles show the 

signal constellation with and without fading, respectively. 
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A constant ptiot sequence, however, results in spectral harmonics at multiples of the 

pilot rate. This spectral harmonics can be eliminated by inserting ptiot symbols in a 

random manner with a sequence known at the receiver [152]. In long frame sizes 

(pilot rate is much smaller than the bit rate) however, most of the strong spectral 

harmonics fall inside the signal bandwidth and therefore randomization is not 

necessary. 

A block diagram of a pilot symbol insertion method for GMSK modulation schemes 

is shown in Fig. 4.4. In this method, GMSK is considered as a partial response 

- -shift BPSK signalling with differential encoding (see Section 2.7). However tiie 

system in Fig. 4.4 is not a practical approach because of the compUcated and 

nonlinear filter structure, but it is helpful to understand tiie PSA-GMSK scheme. In 

tiie PSA-GMSK scheme of Leung [132], for tiie k'^ transmit frame, two pilot 

symbols,P,(fc) and PAk), are separately inserted in botii tiie in-phase and tiie 

quadrature data streams (Fig. 4.5). The P-ik) = + 1 is always constant. The 

Q-channel pilot P^ik) is opposite of tiie last data symbol in the frame k, i.e. 

P ik) = -S ik,N-l) where S (k, AT - 1) is tiie last data symbol in tiie k^^ frame in 

TxData 
Diff. 

Encod. 

Pilot 
Symbol 
Insertion 

Signalling 
Pulse 
hoit) 

S/P 

Pilot 
Symbol 
Insertion 

Tb 
Delay 

Signalling 
Pulse 
hoit) 

t Rf Signal 

Fig. 4.4. The block diagram of the pilot symbol aided GMSK, 
proposed in [132] 
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Q-channel. 

The above mentioned method of pilot symbol insertion is suitable only for the 

transntitter of Fig. 4.4. In the next subsection a modification wiU be introduced to this 

PSA-GMSK to make it appropriate to any GMSK transmitter. 

4.2 Generalized Pilot Symbol Insertion 

The main objective in general ptiot insertion is to insert pilot symbols in the input 

data sequence before any further processing. This makes the transntitter structure 

independent from ptiot symbol insertion. Consider I and Q channel symbols of a data 

frame of length N as shown in Fig. 4.5. According to the pilot symbol insertion 

method of [132] with even number of frame bits, the data symbols prior to serial to 

differential encoding (Fig. 4.4) wiU be 

Dik-\,N) =-P(k-l)Piik-l) (4.1) 

Dik,\) = Siik,l)PJk-l) (4.2) 

Pi(k-I) Si(k,1) 

k* frame in I-Channel 

Si(k,3) Si(k,N-3) Pi(k) 

Pq(k-I) Sq(k,2) 

-2 0 

k* frame in Q-Channel 

Sq(k,4) Sq(k,N-2) Pq(k) 

' \ — *- — ' 1 — 

5 N-5 
Normalized Time, T 

- I — • 
N 

Fig. 4.5. Pilot symbol Insertion in the PSA-GMSK modem. 
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Dik,2) = -Siik,l)S^ik,2) (4.3) 

Dik,3) = S(k,2)Siik,3) (4.4) 

Dik,N-2) = -Siik,N-3)S(k,N-2) (4.5) 

Dik, N-l) = S^ik, N- 2)P.ik) (4.6) 

Dik, N) = -P.ik)PJk) (4.7) 

By setting P^ik) = -H 1 and P Jk) = -S Jk, N-2) in (4.7), we have 

Dik, N) = S^ik, N - 2)P.ik) = Dik, N-l) (4.8) 

where D(fc, iV- 1) is to be found by equations (4.1)-(4.7) with successive substitution. 

Considering tiiat each SAk, #) \ SJk, #) and Dik, #) can only take ±1 we have, 

Dik,N-\) = Dik,N-2)Dik,N-3)...Dik,l)Dik-l,N) (4.9) 

l.# is a wild card for any number. 
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It is evident from (4.8) and (4.9) tiiat the symbols Dik, N) and Dik,N- 1) can be 

obtained from other data symbols in the frame. These two identical symbols are the 

pilot symbols which have to be added to the information symbols. The ptiot symbol 

for data thus can be computed by multipUcation of all information symbols and the 

pilot symbol of the previous frame 

Pik) = Dik, N-2)Dik, N-3)...Dik, \)Pik- I) (4.10) 

As a result, the frame format for the data should follow Fig. 4.6. The number of 

symbols in a frame, Â , should always be kept even to avoid altemating the position of 

pilot between I and Q chzuinels, and also keeping the polarity of the ptiot symbol 

fixed. 

In the receiver, after quadrature demodulation, the received signal complex envelope 

(foUowing the notation of Section 3.4) can be expressed as 

rit) = cit)wit) + dit)iit)-i-nit) (4.11) 

The received signal samples rikN) correspondmg to tiie l-channel ptiot symbol in 

tiie k^^ frame are given by. 

One frame (N symbols) 

p 
Information symbols 

(N-2) symbols P P 
Information symbols 

(N-2) symbols P P 

Fig. 4.6. Data frame format for GMSK3. P represents pilot symbol. 
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rikN) = cikN)Piik) -I- dikN)iikN) -\- nikN) (4.12) 

The estimate of channel fading cikN) at this sampling instant can thus be obtained 

by dividing rikN) by the known pilot symbol P,(fc) as, 

Interpolation can give prediction of the channel cikN + m) at the m data position in 

the k^^ frame from the channel samples cikN). Consequently, these channel samples 

can be used to cancel channel effect for the desked signal employing the co-channel 

interference cancelling techniques described in Section 3.4. 

4.3 Interpolation Techniques 

The choice of interpolation technique has a serious impact on the performance of 

PSA-GMSK. It affects the accuracy of fade compensation as weU as the processing 

delay. When designing an interpolator, the important factors that needed to be 

considered are: the processing delay, the computation cost, the minimum distortion, 

and the low overhead. 

In the interpolation witii integer factor N, N-l zeros have to be inserted between 

two succeeding samples. The zero insertion repeats tiie spectrum of signal every 

Nf^, where /^ is the sampling frequency. Thus, the kiterpolator has to be followed 

by a lowpass filter to attenuate the repeated version of the original spectrum. This 

filter should have specifications such as maximum attenuation in the stop band, linear 
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phase response (to have a low estimation error) and a minimum computational load. 

Linear phase realization can be achieved by repeating tiie knpulse response with its 

mirror image [146] at a cost of nearly doubting tiie processing overhead or using 

inherently symmetrical knpulse response filter such as tiie even ordered Lagrange 

interpolator filter [161]. A practical interpolator response can be expressed as. 

2 

c(«) = Y, hik)cinN-k) 

k = - ^ 

(4.14) 

where hin) is the impulse response of the interpolation ftiter. Selection of the filter 

type dkectly depends on the sampling rate of the channel signal, c(fc). At low 

sampUng rates, a high stop band attenuation is requked to reduce aliasing. On the 

other hand, at high sampling rates the filter type selection is more relaxed. Ftitering, 

apart from attenuating the repeated versions of the signal spectrum, can reject a 

significant amount of decimated additive noise and CCI from channel samples 

arising from the smaller bandwidth of tiie fading process (compared with the signal; 

Fig. 4.7). However, including this task in the interpolating filter may increase the 

interpolation complexity. An alternative method which is proposed here is to filter 

tiie pilot symbol samples before interpolation (Fig. 4.8b). This will limit the total 

Signal spectram 

fading spectrum 

Fig. 4.7. A comparison between signal and fading power 
spectrum. 
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bandwidth to make it close to the fading rate rather than the signal spectrum. By 

using this technique, simple interpolators such as linear interpolation, can be appUed 

without too much distortion [161]. The filtering-and-linear-interpolation (FALI) 

technique is suitable for applications in which the f^T product is smaU. 

In both interpolation techniques, the filter type has a large impact on the bit error rate 

performance. Previous appUcations of PSA have used various interpolation ftiters, 

such as approximately Gaussian [155], Wiener [153] and 4* order Lagrange [132]. 

Since the channel mformation is limited to a bandwidtii equal to tiie Doppler shift, 

tiie best filter might be a brickwall filter with a lowpass equivalent bandwidtii equal 

to tiie fade frequency / j . This brickwall filters impulse response can be written as 

hit) = 2B^s,mci2Bj), -oo < ? < oo (4.15) 

, . , , t • , ^ sin(7Cx) 
where B = / ^ is tiie filter bandwidtii and smc(jc) = • 

As tiie brickwall filter is not a causal filter, k cannot be unplemented in practice. The 

altemative is to truncate tiie infinite impulse response sequence [147] uskig a 

M symbols/s 
Interpolator 

MK symbols/s 

(a) 

M symbols/s 
LPF 

M symbols/s I Linear M^ymbols/s 

(b) 

Fig. 4.8. (a) Conventional interpolation technique (b) filtering 
and linear interpolation technique. 
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window of N sample length. The resultant impulse response can tiien be written as 

/i(n) = 2B^sinc(2fi^r^n)w(n), - ( i V - l ) / 2 < n < ( N - 1 ) / 2 odd N 

/i(n) = 2B^sinc[2fi^r,(n + 0.5)]w(n), -{N/2)<n<(,N/2)-\ even N i -^ > 

where win) is the window. To achieve a unit gain in tiie passband, hin) must be 

normalized by ^ /z(n) . There are many window types with different properties for 

this truncation. A common feature of aU windows is that thek stopband attenuation is 

dependent on the shape of window, whtie the width of the transition region depends 

on title length of the window [147]. Therefore, there is a trade-off between titie 

transient bandwidth and stop band attenuation. Increasing the transient bandwidth 

reduces the stop band attenuation and vice versa. To find the optimum window, we 

can use the amount of noise which can be attenuated by the filter as a figure of merit. 

The noise attenuation can be defined in dB by NR = lO\og{i2Bj^)/f^] where B^^ is 

tiie equivalent noise bandwidth of the filter and /^ is the sampling frequency. This 

noise attenuation can be obtained by different methods. One method is to obtain the 

filter spectrum and calculate the equivalent noise bandwidth. Another method is to 

filter an AWGN signal sampled with the sampling rate of /^ and measure tiie output 

to input power ratio. The noise attenuation of linear phase lowpass ftiters designed by 

Hanning and Rectangular windows for different sampUng frequency to bandwidth 

ratio (a = f/B^) are shown in Fig. 4.9. The noise attenuations of the lowpass 

filters designed using other window types were also investigated but they are not 

shown in the figure. The rectangular window gives the sharpest increase in the noise 

attenuation for an increase in tiie filter lengtib. However, because of tiie aliasing 

effect, it does not have a smooth roll-off after initial reduction. The otiier window 
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types have a smoother noise reduction because of thek less aUasing. By increasing 

the filter length the filters can reach tiie noise reduction limit (NRL) given by 

NRL = 101og[(2fi^)//J. Increasing the length of tiie filter beyond tiiis cannot 

reduce noise any further. These confirm the simulation results, given in [153], that 

tiie probability of error, after initial reduction, remains constant with increasing filter 

length. This investigation also shows that a minimum length with a maximum noise 

reduction exists and the selection of an arbitrarily long filter length does not help 

improving the performance of PSA channel identification. 

After filtering, channel estimates can be obtained using a linear interpolator 
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cikN + n) = cikN)(l-j^^-\-ci{k-¥l]N)[j^ 0<n<L (4.17) 

For a linear interpolator, an equivalent FIR interpolation ftiter has a (2N-1) sample 

impulse response [161] in the form of 

hin) = l-|n|/A^, \n\<N (4.18) 

where hin) is the inverse Fourier transform of 

H(e''''^) - l[sin[a)A^T/2]1 
^ ^ A [̂ sin[0)r/2] J ^ • ^ 

4.3.1 Computational Complexity 

Here, we compare the complexity of the FALI with the conventional interpolation in 

terms of tiie number of instructions they need in practical implementation. A ptiot 

insertion period of Â  data symbols, an oversampUng of K samples per data symbol 

and a filter impulse response length of L are assumed. Since DSP processors reaUze 

multiplication and addition in one instruction, L instructions are requked for a 

convolution. Therefore, for tiie conventional interpolation technique, L uistructions 

per sample are requked. For the FALI, because of using convolution to filter out ptiot 

symbol samples, tiie filtering needs L instructions per ptiot symbol. Hence, the total 

number of instructions per sample is -—. In linear interpolation, two instructions per 
NK 
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pilot symbol for the calculation of the gradient and one instruction per sample for the 

linear interpolation are necessary. Therefore the total number of operations per 

L-i- 2 symbol is 1 -i- -r-^. Comparing this result with the conventional interpolation which 

needs L operation per symbol, the number of instructions necessary in FALI is 

substantially smaller. For example, for a frame length of 7 symbols, an oversampling 

rate of one and an interpolation length of 16, the conventional technique needs 7 

operations while the FALI only needs 1.56 operations per symbol. The results for 

higher interpolation lengths are even better with the latter technique. For instance for 

the same condition but with an interpolation length of 37, the conventional technique 

needs 37 operations per symbol while FALI only needs 3.43 operations. If 

oversampUng is taken into consideration, the FALI has even less complexity. 

4.4 BER Performance of VA-ICIC with PSA Channel Estimation 

The BER performances of VA-ICIC with PSA channel estimation in fast Rayleigh 

fading, AWGN and CCI envkonment have been investigated using Monte-Carlo 

simulations. A FALI which uses a filter with a Hanning impulse response of 37 

samples has been adopted for this study. The data baud rate is 270kbits/sec with a 

pilot symbol insertion period Â  = 16 samples. Witii this arrangement, tiie total 

delay is 1.1ms. Both fading canceUation metiiods, described in Section 3.4, are used. 

The similarity between results confirms tiie sensitivity analysis of Section 3.7.2. 

Fig. 4.10 shows tiie BER performance of GMSK BT=0.3 in CCI and AWGN. 

Comparison of these results shows tiie degradation in tiie BER performance with 

regard to the ideal channel estimation. For instance, for Ef^/N^ = 30dB and 

P^ = 10"^ tiie amount of degradation is about 8dB. However VA-ICIC can stiti give 

a 4dB better tolerance to co-channel interference. The rationale behind titis 
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- T 1 1 1 1 1 

- - -: Ideal fading cancellation : 
; pilot symbol fading cancellation 

Fig. 4.10. BER performance of VA-ICIC with ideal and 
PSA-GMSK channel estimation (1^7=0.00037). 

12 14 
C/l, dB 

Fig. 4.11. BER performance of VA-ICIC with PSA-GMSK 
channel estimation for Ei/No=30dB. 
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performance degradation is tiiat CCI canceUation is mainly performed when the 

desked signal power is smaller tiian tiie co-channel interference. The presence of a 

strong CCI in this period causes a severe channel estimation error which in mm 

degrades the BER performance. This can be easily seen from tiie fact tiiat in tiie 

absence of CCI, the performance degradation is very small. The resuk of this smdy 

shows tiiat ICIC receivers need high quality channel estimation techniques to 

maintain thek good BER performance which in turn increases thek complexity. 

4.5 Effect of Delay Spread in Desired Signal 

The performance of VA-ICIC witii delay spread in tiie interfering signal was smdied 

in section 3.6. In this section the effect of delay spread in the desked signal is 

investigated with a two-ray model (as depicted in Fig. 3.12, when 1̂ =0) and PSA 

channel estimation. For very small delays, the delay spread can help detection by 

boosting tihe power of the desked signal. However, for large delays, the delayed 

signal behaves as an extra interference and thus degrades the BER performance. 

Apart from that, the presence of the delayed signal can degrade the performance of 

tiie pilot symbol channel estimator, causing further performance degradation. The 

BER performance of VA-ICIC for GMSK BT=0.3 in a Rayleigh fading channel witii 

an E^^/NQ = 30dB is plotted in Fig. 4.12. These resuks indicate tiiat tiie BER 

performance of VA-ICIC dramatically degrades with increasing the delay spread, 

particularly when the ratio of the desked signal to its delayed path (WAV )̂, is small. 

Considering the fact that the delayed version of signals usually attenuate with 

increasing delay [162], the performance degradation of VA-ICIC should be smaUer 

than what appears in Fig. 4.12. 
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4.6 Effect of Delay Spread in Both Desired and CCI Signals 

The BER performance of VA-ICIC for smaU delay spreads iTj= 0.2T) for GMSK 

BT=0.3 at a SNR=30dB when both desked and mterference signals are subject to 

delay spread is shown in Fig. 4.13. The gains of each signal and its delayed version 

are sintilar (worst case). As expected, tiie impact of delay spread in interference on 

tiie BER performance is negUgible. Furthermore, it appears that tiie proposed 

10" 
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—I 1 I 

SNR=30dB 

W/Wd= OdB 
Parallel MSK 
VA-ICIC 

Delay, nomialized by symbol timing interval i 

(a) 

Delay, nomialized by symbol timing interval 

(b) 

10 

10 

lij 
m 

Delay, normalized by symbol timing interval 

10 

10 

SNR=30dB 

W/Wd= 18dB 

CIR=6dB 

- - - Parallel MSK 
VA-ICIC 

lOdB _ _ _ _ _ _ _ _ _ _ , . . ^ ^ = ^ ^ 

Delay, normalized by symbol timing interval 

(c) (d) 

Fig. 4.12. BER performance of VA-ICIC in the presence of delay 
spread in desired signal, a) desired signal to its delay spread 

ratio (C/Cd) of OdB, b) 6dB, c) 12dB and d) 18dB. 
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Fig. 4.13. The BER performance of VA-ICIC with delay spread in 
both desired and interference signals with pilot symbol aided 

channel estimation. 

interference canceller can only improve the BER performance in poor carrier to 

interference ratios (CIR<12dB). 

4.7 Conclusion 

A general method of pilot symbol insertion technique is presented. It is shown that 

for a GMSK modulation technique at least 2 ptiot symbols per frame are necessary. It 

is also shown that an optimum interpolation filter length exists for any selected frame 

length. The comparison of conventional interpolation with filtering and linear 

interpolation shows tiiat tiie latter is superior at higher bit rates. The BER 

performance of VA-ICIC with PSA-GMSK shows a significant performance 

degradation compared witiii an ideal channel estimation. However, VA-ICIC 

outperforms tiie conventional coherent receiver by about 4dB CIR. The metiiod used 

here is only a conventional PSA channel estimation and correction technique. 

Therefore, a better BER performance can be obtakied if more sophisticated channel 

phase and gain estimation techniques, such as the one kitroduced in [157], are 

applied. 
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Further study of delay spread effect on the performance of VA-ICIC has been carried 

out in this chapter. The presence of delay spread affects both detection process and 

channel estimation. It is shown that the BER performance of VA-ICIC can be 

severely degraded by strong and long delay spreads. These investigations show that 

the ICIC scheme is suitable only in envkonments where the delay spread is smaU and 

the carrier to interference ratio is poor. 



Chapter 5 

Probability of Error Analysis of BB-ICIC 
Receiver in a Static AWGN Channel 

This chapter analysis the BER performance of the BB-ICIC receiver in AWGN. The 

analysis was Umited to static AWGN channel because of the time constraint. The 

BB-ICIC was selected because of its simple structure, while an AWGN channel was 

chosen because of its relative simplicity compared with the channels with 

interference. This analysis highlights the parameters that affect tiie BER performance 

of the BB-ICIC and confirms the results obtained by simulations. Error analysis in 

ICIC receivers, is somewhat more difficult compared with conventional linear 

receivers due to thek nonlinear structures. Therefore, in certain conditions, a solution 

can only be obtained by statistical simulation. 

Analysis begins witihi the definition of the probabiUty of error foUowed by the 

derivation of probabtiity density functions (PDFs). The requked PDFs wiU be 

derived based on the cost function of (2.6). Only the 3-sample metric, which is shown 

119 
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to give an optimum BER performance, is considered (similar PDFs witii simpler 

expressions, derived for 2-sample metric, are given in Appendix F). 

An open form expression is given for the average probabiUty of error and the 

computer simulation results are compared witii the numerically calculated BER 

performances. Finally, a novel concept for signal distance, envelope distance, is 

defined based on the cost function of (2.6) to qualitatively explain the BER 

performance. 

5.1 Introduction 

A model of a communication system with an AWGN channel is shown in Fig. 5.1. 

Here, one waveform of the discrete set of specified waveforms {w-it)}, 

i = 1,2, ...,N, is transmitted over a channel disturbed by AWGN. The received is 

defined as 

rit) = wit) + nit) (5.1) 

The waveform transmitted depends on tiie random message input, a . For example, 

when a = a,-, the transmitted signal is w-it). Therefore, tiie foUowing expression, 

a 

{a,} 
Transmitter 

w(t) 

w.(t) 

n{t) r(t) = w{t) + n{t) 

Receiver 
a 

{a,} 

Fig. 5.1. A model of a communication system with AWGN 
channel. 
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a = a,<=>w(0 = w-it) (5.2) 

defines the transmitter. The receiver produces an estimate, d, of the transmitted input 

a . The probability of error can be defined as 

P[e] = P[d?ta] (5.3) 

When CPM is used, the transmitted waveform not only depends on the current data 

symbol but also on from the previous symbols. Following the notation used in 

Chapter 2, the relationships for a sampled CPM modulated signal can be rewritten as 

8 = 6, .^ wik) = Wiik) (5.4) 

where w,(it) is a possible waveform of tiie desked signal. Also, 

5 = {e„,..., a„_i, a„, a„^ J , . . . } , where a„ represents tiie transntitted symbol and 

e„ the phase state in the n* timing interval. 

For binary signalling, a„ can be either zero or one. Therefore, half of the possible 

waveforms represent one and the other half represent zero. For instance, for MSK 

modulation scheme, there are eight possible waveforms, depending on the initial 

phase at tiie beginning of bit timing interval, 0„, tiiere are a pak of waveforms for the 
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data symbols 0 and 1. These waveforms in complex form are shown in Table 5.1. 

Table 5,t. Different MSK waveforms, m is the oversampling rate. 

©n 

0 

Till 

% 

37t/2 

Data symbol 1 

^,{k) = j ! , ^ [ cos (g ) + y s i n g ] | 

w,(k) = ./-=• sHihr - +7C0S T— 
'^ V r L K2mJ •' Umil 

«.«- ^[-HBHm 

".<" = JlhKs>>-(i3 

Data symbol 0 

-̂ «=kHtynm 
"2W = iT[""(^)--'"'(S| 

>'2W = j|[-»sg)*-''K^}l 

-2<« = Jf [ - K S - H ^ 

In BB-ICIC, all tiie possible waveforms of tiie received signal, w^ik), are generated 

and the metric (2.6) is calculated for eachi)f tiiem. Decision on tiie correct waveform 

is based on tiie minimum value of tiie metric. Once tiie correct waveform is selected 

tiie corresponding data symbol wiU be released as tiie output data. 

T 
The metiic (2.6) normalized witii factor, , to simpUfy tiie derivation and is 

m+ 1 

shown below 

L, = - 4 T \Miik)-M'iik) 
' m-t- 1 ^^ 

(5.5) 

/c = 0 

and 

M^iik) = |r(fc)-w.(fc)f (5.6) 
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where T is the symbol timing period, m is the number of samples per bit, and w,(fe) 

is the / * waveform among the Â  possible signal pulse shapes. M dk), the average 

2 
of M iik) during one symbol interval, is 

M' i(.k) = - ^ y M^(k) (5.7) 
m+ 1 '*-' k = o 

Assume that the received information signal wik) = Wj.ik), r= l,...,N where 

w^ik) has the following complex envelope 

wJk) = Real{w^ik)} -i- jlmag{w^ik)} (5.8) 

Real{Wj.ik)} and Imag{w^ik)} represent in-phase and quadramre waveforms in a 

bk timing interval. Thus, tiie received signal in an AWGN channel can be expressed 

as 

rik) = [Real{w^ik)}-i-niik)]-i-j[Imag{w^ik)} + nqik)] (5.9) 

n-ik) and n ik) are time sampled in-phase and quadrature components of tiie band 

2 

Umited Gaussian noise witii zero mean and a variance of a «. Substitutuig (5.9) into 

(5.5) gives 
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L = — ^ y 
" m -t- 1 ^ 

k = 0 

[niik)-^pik)]\[n(k)-i-qik)]^ (5.10) 

rn 

^ £ {[riiik) + Pik)]"- + [n^ik) + qik)]^} 
III' i" 1. 

k = 0 

where pik) and qik) are the in-phase and quadrature components of w^ik) - w.(fc) 

defined as 

Pik) = Real{w^ik)-Wiik)} 

qik) = Imag{w^ik)-Wiik)} 
(5.11) 

From (5.11) we have 

.2 . , , . 2 pik)'-i-qik)' = \w^ik)-w.ik)[ (5.12) 

If Wiik) = w^ik), (5.10) wiU become 

^'-'- m -f-1 ^ 
k = 0 

m 

n]ik)^nlik)-^^Y.^n]ik)^n]ik)] 
k = 0 

(5.13) 

From the stincture of the receiver, tiie correct decision can be made if 
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{L^^KLMiitr)} (5.14) 

Additional conditions for a correct decision are requked because half of the 

waveforms (Wj-(fc)) represent zero and the other half one. These conditions are 

{L^j<L^i\iJ^i,aj = a^)} (5.15) 

The relation (5.14) is a special case of (5.15). From (5.15), tiie conditional probabiUty 

of a correct decision can be defined as 

Â  N 

P[C\w,ik)] = X J^P[{L,j<L,i\iJ^i,aj = a^)}] (5.16) 
7 = l i = l 

The unconditional probability of error will be 

N 

PiO = X P[C\w^ik)]P[w^ik)] (5.17) 
r = 1 

Assuming equal probabilities for aU w^ik), simplifies (5.17) to 

N 

PiC) = j^'ZPiClw.ik)] (5.18) 
r= 1 
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Thus, the probability of error (i.e. bit error rate) can be stated as 

PiE) = I-PiC) (5.19) 

To calculate the BER of BB-ICIC from (5.19), tiie PDFs of L^, and L^- must be 

obtained. 

5.2 PDF of L IT 

2 2 

Substituting v(fc) = n,- (fc) + n Jk) into (5.13) gives 

L = -!—Y 
m 

1 = 0 

(5.20) 

Relation (5.20) can be simplified as 

m 

'•'• m + 1 ^ 
k = 0 

m 
m-i- 1 

m 

j = 0, i> ;t 

(5.21) 

Since L^^ is a function of v(fc), tiie PDF of v(fc) has to be found. 

PDF of vik) 

vik) is a sum of squared independent identically distributed (IID) Gaussian 
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2 

processes (i.e. n-(A;) and n^ik)) with zero mean and a variance of a n. The PDF of 

vik) is exponential [146] with an average of ^[v] = 2a„ . This PDF can be written 

as 

/ ,(v) = ae-"'f/(v), a = l/(2o^) (5.22) 

where t/(v) is the unit step. To proceed with the analysis, the correlation between 

samples of v must be known. The autocovariance of v can be defined by 

C,,it^,t2) = E{vit,)vit2)}-v^ (5.23) 

Two samples of v separated by T^ are said to be uncorrelated if tiie autocovariance 

of V at the time T^ is sufficiently small. 

The autocovariance of v, given by equation (Appendix E.4), calculated for tiiree 

different filter bandwidtiis, is shown in Fig. 5.2. As can be seen in tiie figure, tiie 

autocovariance is comparatively small for a one bit timing uiterval (T). This 

indicates tiiat two samples separated by a symbol interval, can be assumed to be 

uncorrelated. It can also be noted tiiat tiie correlation reduces as tiie ftiter bandwidth 

increases. Furthermore, when the sampling rate is increased, tiie correlation between 

samples increases. As shown in section 3.1, tiie best bk error rate performance can be 

obtained with a sampUng rate of 2 samples per symbol which results in a separation 

of r / 2 . For this sampling rate, samples are correlated. However, tiie correlation 
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factor is sufficiently small for an engineering solution. The accuracy of titis 

assumption unproves with increasing filter bandwidtii. 

PDF of L^^ with 3-Sample metric 

In a 3-sample metric, L can be written as 

Lrr = 3{|2v(0)-[v(l) + v(2)]|-H|2v(l)-[v(0) + v(2)]| 

+ |2v(2)-[v(l) + v(0)]|} 

(5.24) 

-1.5 -0.5 0 0.5 
Normalized Time, t/Tb 

1.5 

Fig. 5.2. Normalized autocovariance of v when the AWGN is filtered with 
a Gaussian filter with B7=0.315, B7=0.4 and 87=0.5. 
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To simplify (5.24) we define 

f/?i = 2v(0)-[v(l) + v(2)] 

/?2 = 2v(l)-[v(0) + v(2)] (5.25) 

/?3 = 2v(2)-[v(l)-i-v(0)] 

Substituting of (5.25) into (5.24) gives 

Lrr = ?{|^i| + N + N } (5.26) 

The values of L̂ ^ for different combinations of /?j, /?2 ^^^ ^3 ^^ shown in Table 

5.2. From title set of equations (5.25) we can write 

/?! + /?2 + ̂ 3 = 0 (5.27) 

Relation (5.27) shows that R^, /?2 and Rj are not mutaaUy independent. As a result, 

the conditions Cj-Cg (Table 5.2) are not mumally exclusive. Therefore, an expUcit 

relation between L^^ and the samples of v cannot be found. An altemative approach 

is to find a stochastic solution based on the hypothesis that L̂ ^ follows a particular 

probability distribution. The statistical data can be obtained by computer simulation 

of L^^. The parameters of the hypothesized distribution can be adjusted to fit the PDF 

obtained through simulation. A goodness-of-fit test procedure based on the 
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Table 5.2. Values of /-rrfor different signs of R^, R2 and R3 

condition 

c, 

C2 

c. 

CA 

Cs 

Ce 

Ci 

Cs 

R3 

+ 

+ 

+ 

-H 

-

-

-

-

R2 

-f-

-1-

-

-

+ 

+ 

-

-

^ 1 

+ 

-

+ 

-

-1-

-

-1-

-

rr 

Not defined 

^ { [ v ( l ) + v(2)]-2v(0)}>0 

^{[v(0) + v(2)]-2v(l)}>0 

^{2v(2)-[v(0)-hv(l) ]}>0 

Y { [ V ( 1 ) + V ( 0 ) ] - 2 V ( 2 ) } > 0 

^{2v(l)-[v(0)-Hv(2)]}>0 

^{2v(0)-[v(l)-Hv(2)]}>0 

Not defined 

Kolmogorov-Smknov [163] approach can be employed for tins purpose. Based on 

tins approach, parameters of tiie hypotiiesized distiibution are adjusted to mmknize 

tiie maximum difference (or distance) between tiie sknulated and tiie hypotiietical 

cumulative distiibution functions (CDF) as 

D = sup|F„(x)-F(jc)| (5.28) 

The first step in tiie estimation of tiie PDF is to find a PDF similar to tiie one obtained 

by simulation. It is observed tiiat tiie PDF of L,, has a shape skntiar to a Gamma 
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distribution. The Gamma distribution function has the form of 

/ . ( - ) = ^ ^ ^ " ' ^ ^ ( - ) (5.29) 

where r(n) is the weU-known Gamma function which is defined as r(n) = (n - 1)! 

3 
for an integer n. The PDF and CDF of the non-normaUzed metric, W^^ = -L^^., for 

an I/Q Gaussian lowpass ftiter with a normaUzed bandwidth of BT=0.5 was 

estimated by stochastic simulation and the results are shown in Fig. 5.3. The 

simulated PDFs and CDFs are fitted with a Gamma distribution. 

The fitting error was measured by a Kolmogorov-Smimov test and the parameters of 

tiie fitted Gamma distribution for various filter bandwidths obtained. These results 

are shown in Table 5.3. The variances in the parameters are a dkect result of the 

Table 5.3. Parameters of fitted Gamma distribution in different l/Q lowpass filter bandwidth. 

Filter type 

Filter normalized bandwidth [BT] 

Filtered noise variance a„ 

P 
n 

Approximation error% 

Gaussian 

0.4 

0.2054 

13.15 

1.71 

0.59 

0.5 

0.2309 

10.11 

1.77 

0.54 

0.6 

0.2535 

8.29 

1.80 

0.60 

Maximally flat 

0.4 

0.2025 

13.98 

1.69 

0.49 

0.5 

0.2244 

10.85 

1.71 

0.56 

0.6 

0.2446 

8.97 

1.76 

0.52 

correlation between adjacent samples of v and due to its filtering. The small error 

(about 0.6%) confirms tiiat tiie Gamma distribution describes title statistical properties 

of W^^. The parameters of fitted Gamma distributions for maximaUy flat filters are 

also given in the same table. 
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1 1 r -1 r-

Simulatlon 

- - Approximation with Gamma function 

n=1.77, p=1011,6=0.54% 

Gaussian filter BT=0.5 

0=0.2312 

0.8 0.9 1 

(a) 

Fig. 5.3. 

(b) 

The simulated PDF and CDF of IV -̂and their approximation to 
the Gamma distribution. 
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An empirical formula is found to describe the PDF of W^^ in the given filter range. 

This expression is 

fwi'^rr) = 
l.la(l.la\yj" -i.iaw,^ 

Tin) 
UiW) (5.30) 

where n = 1.53 + 0.42Bj and Bj- is the normalized bandwidth of the filter. The PDF 

of the normalized metric can be written as 

fL..(Lrr) 

l.lf 3a """"̂  1 1 — / 

r(1.53-h0.42fij,') 
e UiL^ (5.31) 

2x • Substituting a = l / (2a^) into (5.31) and taldng a„ from (F.IO) in Appendix F 

gives 

1.65 

fiiLrr) = 

1.65 

NohBMohBr rr 

(0.53 + 0.42J5J-) 

1.65 

r(1.53+0.42B7,) 

NnkhBr " 

•e " " UiL) (5.32) 

A normalized variable, which wiU be later used in tiie calculation of tiie bk error rate, 

defined as A^̂  = L^/NQ can be substituted into (5.32) to give 
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fKiKr) = 

1.65 r 1.65 -1(0.53+ 0.42B,) 

h^Xh^T " 
r ( 1.53+ 0.4257.) 

1.65 

-e UiA) (5.33) 

5.3 PDF of L. 

Starting from (5.10), uik) can be defined as 

uik) = [n,(fc) + /7(/:)]^+[n m+^(^)]2 (5.34) 

PDF of uik) 

Since n- and n_ are band limited Gaussian processes with zero mean and a variance 

of a„, the PDF of M(^) is a noncenteral chi-square [164] with two degrees of 

freedom 

2a„ 

2 2 

u + P +q . 

' ''• I 
^0 

/ , 2 2.\ 
Ajuip +q ) (5.35) 

where /Q(;C) is a zero order modified Bessel function of the first kind. Substituting 

(5.12) into (5.35) gives 
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\wrik)-Wiik)\/a„ dB 

Fig. 5.4. Approximation error of (5.37) using normal distribution. 

u + \w^{k)-Wi(k)\ ^ J— ^ \ 

/«(") = 1^ h 
2a„ 

Ju\w^ik)-w-ik)\' 
(5.36) 

If \w^ik) - Wj.(fc)| » o„, (5.36) can be approximated by a normal distribution 

/ « ( « ) 

[«-|w,w-w,wiY 
2^' 

%J2% 
Uiu) (5.37) 

where I, = 2a„|w^(A:)-w.(A:)|. The error of titis approximation based on a 

Kolmogorov-Sntimov test is shown in Fig. 5.4 which implies that for smaU noise 
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levels, a Gaussian distribution can be used. This approximation will assist in 

estimating the PDF of L^.^. 

PDF of L„ with a 3-Sample IMetric 

Using a 3-sample metric. The relation of L̂ ^ is similar to (5.24), the only difference 

is tiiat the random variable uik) has a different PDF. As discussed in Section 5.2, the 

analytical solution of (5.24) is difficult. On tiie other hand, a numerical approach can 

simplify the analysis and give a tractable solution. 

In our numerical study, MSK, GMSK BT=0.3 and GMSK BT=0.5 are used and the 

PDF of the non-normaUzed metric W^.- is determined. The simulation is carried out 

with a large number of data samples to reduce the error in the PDF estimation. 

Simulations have been performed for different signal to noise ratios and different 

signal powers. 

The PDFs of non-normalized metric W -̂, obtained by simulation, are shown in Fig. 

5.5. When the signal to noise ratio is high, tiiese PDFs can be approximated with a 

normal distribution, tmncated to positive values. Despite a larger error, the same 

approximation can still be used for the low SNRs. The approximate PDF of W^^ 

based on the truncated-normal distribution (see equation (D.IO) in Appendix D) can 

be stated as 

fw.iWri)-— ^—rr—. ^ '''"'' ^(^n) (5-38) 
^w 0.5 + erfl — J2K 
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PDF/CDF of Lri obtained by simulation 

Fitted truncated normal distribution 

Fig. 5.5, PDF and CDF of Ln-for (a, b) SNR=OdB, (c, d) SNR=10dB and (e, f) SNR=20dB 
for GMSK modulation scheme and 6^=0.344. 
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X 
,2 

where erfix) = —== \ e dX. 
J2%^ 

The parameters of the fitted truncated-normal distribution, p-̂ y and Q^ , determined 

for GMSK BT=0.3, GMSK BT=0.5 and MSK modulation schemes are summarized 

in Tables G.1-G.36 in Appendix G. Empirical formulas have been found to obtain 

\iy/ and <3^ based on the main channel parameters (i.e. noise variance CT^ , signal 

energy per bit E^^, the I/Q filter normalized bandwidtii Bj, the EucUdean distances 

between Wj.ik) and w^ik), and a new parameter, £^-, denoted the envelope distance 

between w (̂fc) and w-(fc) as defined in equation 5.69). These formulas are 

|Lî ^ = 3a2 + £^. (5.39) 

3a„Z)„. 
n— ri 

TT 
ĉ w - - ^ ^ (5-40) 

Here, E^^ is the envelope distance determined as 

£.; = 3^^ . , . (5.41) 
ri T ri T 

where, ê . is the normalized envelope distance (equation 5.70), and D^- is the 

Euclidean distance (equation 5.67) between w (̂fc) and w-(fc) determined as 
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2 

^li = f XK(fc) -w,W| ' (5.42) 
k = Q 

The squared Euclidean distance normaUzed by the bit energy [139] is 

,2 D 
dri = Trf (5.43) 

" 2E, 

Substituting (5.41) into (5.39) and (5.43) into (5.40) gives 

\^w-^[^l + Y'r) ^^-^^ 

The empirical formulas, (5.44) and (5.45) summarize the results of tiie Tables 

G.1-G.36 in Appendix G with good accuracy. 

T The PDF of tiie normalized metric, L^- = - W ,̂-, can tiius be approximated by 
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flS^ri) -
T 
3 ^N 

0.5 + erf 
( . ^ w^-i 

rj.2 2 

-e 9 w [/(L^.) 

271 

(5.46) 

Substituting (5.44) and (5.45) into (5.46) gives 

fliLri) 

Gj^j2nTE, 0.5 + erf 
(<^IT + E,e^ 

-lL,:-{o^J + E,e,,)r 

-e 2â r4£fc y u \ (5.47) 

Inserting equation (F.IO), in Appendix F, into (5.47) yields 

fliLri) 

d^.j2KNoE^k,B.^ 0.5 + erf 
fN^k^B.^-^E,e^;\ 

driJ^W^TJ-
-[L„.-(A^oMr + ^ 6 0 ] 

e ^^ohBrdr^E, ^ n ^ 

(5.48) 

To describe tiie above PDF witii only one parameter r| = —, we can define a new 
A'Q 

variable Â ,. = L^/A^Q. Thus the PDF of Â ^ wiU be 
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- [ A „ - ( M r + «r,Tl)] 

fKSKi) 

drifi-^h^T^ 0.5 4- erf 
%B.^ + e^(t\^ 

KdriJh^J. 

_e 2k,B^d^.r\ UiK.) (5.49) 

5.4 Bit Error Rate 

The probability of correct decision conditioned on reception of waveform w^(r), can 

be found from (5.16). In (5.16), the variables {L^.} can be substituted by thek 

normaUzed values: {A^-} = {LJ./NQ}, NQ'^O to yield 

N N 

P[C\w^ik)] = X Y.P[{A^j<A^i\j^i,aj = a^}] (5.50) 

In (5.50), P[{A^j < L^-\j ^ i, aj = a^}] can be described by 

Prj = P[{A^j < A^i\j 9t i, a J = a J ] = 

oo oo oo Â  

pA^J. . . j/(A,^,{A„,(/=l,...,A^),(/^7)}) n ^^/ «7 = «'-
0 A,,. A,; i=l,i^j 

(5.51) 

where fiA^j, {A ,̂-, (i = 1, ..., A )̂, (/ ^ J)}) is tiie jomt probabtiity density function of 

tiie variables {A„}. Skice tiie variables {A^,} are positive, tiie Unuts of tiie first 

integral are between zero and infinity. 
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fiArj, {A^i, ii= I, ..., N), ii^j)}) can be further simplified if any of tiie random 

variables {A^-}, ii=l, ...,N) are independent of others. For instance, if Â ^ is 

independent of all others, we can write 

/ (A,{A,. , ( /=1, . . . ,A^) , ( /^;)}) = 
(5.52) 

fiA^j)fi{A^^,ii= l,...,N),ii^j)}) 

PDF of {A^J can be found with several constraints. One of these constraints is to 

solve (5.51) in a high signal to noise ratio condition in which the truncated normal 

PDFs of {A -̂} are almost normal. In this case any two A /̂ can be considered 

independent [146]. The correlation coefficients of {A^.-} are shown in Tables J.1-J.4 

in Appendix J. The tables show that most of the A -̂ can be roughly considered either 

mutually uncorrelated or fuUy correlated. The ambiguity caused by a small number 

of Â - with correlation coefficients around 0.5 can be eliminated by assuming that 

tiiose {A .̂} with correlation coefficients below 0.5 are uncorrelated and above this 

limit are fully correlated. This assumption introduces a deliberate error into the 

solution. However, the error is not so crucial owing to a small number of Â -̂ with 

tills condition. Those fully correlated {A -̂} with negligible differences in thek mean 

and variance, (as they are originated from one set of noise samples) are identical and 

tiius, can be considered as a single variable. (Tables G.1-G.36 give all tiie possible 

values of mean and variances of {W^j}. The mean and variance of A -̂ can be 

T obtained from tiiose of {W-A by multiplying tiiem by —rj-). For large SNR, (large 
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(large r|) and two fully correlated A .̂ (x and y) with different mean values, we can 

write 

\i^<\iy=>x<y (5.53) 

Provided that their standard deviations are much smaller than the difference between 

tiiek mean values (r| > 20dB). This produces the foUowing expression where z is 

smaller than x and y 

P[z <x,y] = P[z <x] [i^< \iy (5.54) 

(5.54) implies that between two fuUy correlated A^-, the one with the larger mean 

value can be ignored. The above assumptions simplifies (5.51) to 

^ •" (a^ = a^ 
p. = f/. (A,,)^A .TT f / . iA-)dA- \ ^ (5.55) 

cj iJA,\ rjf r / l l J . / A , A ri^ ri \ S K ._ i ^ i\ uncorre ated «'̂ 7A • 
{A -̂, i^ j} uncorrelated 

In (5.55), only mutuaUy uncorrelated {A^J are considered. Between those {A^-} 

which are mutually fully correlated, the one witii the larger mean value is eliminated. 

Due to different PDFs for Â ^ and {A^j\j^r}, (5.55) can be separated into tiie 

following equations 
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N 

^rr = J / A . . ( A . . ) ^ A . . n J fA.^(Ki)dAri 

i*rK 

a- = a^ 
{A-, i^r} uncorrelated 

(5.56) 

Â  
aj = a^ 

. , = J/,,XA,)^A,nJ/A„(A.)<'A„ ]-^^^^^^.^ „„_^,^^^^ (5.57) 
0 i^JA.j 

Substituting of (5.33) and (5.49) into (5.56) and (5.57) results in 

P.. = 

155Y1.53 + 0.42Bj.) 
""5— °° 165.. 
Bf J f ̂  (0.53 + 0.42Br) Br 

1.53 4-0.425^) J r ( 1.53 4-0.425^) 

-[\,-(Br + e,,n)r 

N 

n 
i^r d^.j2nBjJ] 

2Br ;̂,Ti 

0.5 + erf 

dAri 

AiJ^J. 

dX 

(5.58) 
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Prj = 

drjj2nBjT\ 

-{K,j-{Br + e,jr\)\ 

0.5 + erf 

! • 
2BTd^j^ A L n-

^^'•'Jd^.jTl^ 

'B^ + e^' 

KdrjJ^J. 
oo - [A„ . - (g r + e„.Ti)]^ 

J e ^^^'"'^ dh 

0.5 + er/ 
drijB^ 

(5.59) 

^|^1.65Vl-53 + 0.42Br) 

r(1.53+0.4257.) 
jv 

1.65^ 
(0.53 + O.42B7.) BT r, 

e dX dh rj 

-[«-|^] 
Substituting -j=\e 2â  da = e f ^ ) = 0 . 5 - e r / f ^ ) into (5.58) and (5.59) 

results in 

P. . = 

J ̂ 5 ^ 1 . 5 3 + 0.42^1-) 

r(1.53-i-0.42Bj^) J^' 
_L65j 

(0.53 + 0.42B7-) BT 
e (5.60) 

N 

n '— 
0.5-erf 

'X-iBJ-^-e^i^) \n 

drij^ JA 

0.5 4- er / 
(B \-[ 

T + ^nn 

drijB^J. 

dX 
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fri-

d,jj2nBj.r\ 

1 
0 

-[A,^.-(fir + gr;Tl)r 

g 4Br4^ 

0.5 4- e r / 

N 

n 
i*r, 

Bj+^^ 

drjjB^ J. 

0.5 - erf 
fX-iBr + e-T])'] 

drijBrn ) \ 

^.d^ij2KB~i] 
0.5 + erf 

(BJ + g„-TlY 

driijB^J. 

^fl^^^iil.53 + 0.A2BT) 

r ( 1.53 4-0.425J.) 
jx' 

1.65, 
(0.53 + 0.42Br) BT J-

e dK dA rj 

(5.61) 

Relations (5.60) and (5.61) cannot be further simpUfied and must be solved 

numerically. Substimtkig (5.60) and (5.61) into (5.16) gives tiie probabiUty of a 

correct decision conditioned on waveform w Jk) as 

N 

PiC\Wpik)) = J^Pri, «i = «r 

i= 1 

(5.62) 

Since titis probability is not uniform for all {w^ik)}, tiie average probabtiity of 

correct decision can be found by averaging (5.62) over aU possible waveforms as 

N N 

PiC) = ^ l l P r , -i = -r (5.63) 

= 1 (= 1 
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The probabiUty of error can thus be found from 

N N 

PiE) = 1 - PiC) = 1 - ^ I X Pri, a- = a, (5.64) 
r = 11 = 1 

An algorithm is written to solve (5.64) numerically. For a given r|, the algorithm 

calculates (5.60) and (5.61) for a given waveform, w (̂fc), and adds all the obtained 

P^j. and P^r to find P(C| w^(^)). It then continues this procedure for all waveforms 

and finally gives the average of the obtained PiC\w^ik)) value as the probabiUty of 

correct decision. FinaUy, the probabiUty of error is calculated as in (5.64). The most 

time consuming part of this algorithm is tiie calculation of correlation coefficient 

which is needed to cancel out one of the mutually correlated A-̂ . 

Analytical and simulated BER performance of the BB-ICIC receiver for different TJ 

are compared in Fig. 5.6. For large r| (i.e. ri > lOdB), analytical and simulated 

results are very close. When small values of TJ are used the analytical results deviate 

from the simulation due to the inaccuracy of the empirical formulas for the 

parameters of the truncated normal distribution and the error of the fitted distribution. 

In addition most of tiie assumptions made to find the BER are not correct under tiiese 

conditions. 

In the next subsection the concept of envelope distance is defined. It is shown that the 

minimum envelope distance (e^,„) can quaUtatively describe the BER performance 

of ICIC receivers. 
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5.5 Signal Space and Envelope Distance 

The idea of visualising transmitted signals geometricaUy (i.e. signal space diagram 

which is often called signal constellation) is of fundamental importance. This signal 

representation simplifies analysis of communication systems in AWGN. In this 

representation, the transmitted signal, wit), is approximated by a weighted linear 

combination of a set of orthonormal functions {(p^(f), k = I, ...,N} i.e. 

N 

wit) = ^ Wjfc(p̂ (0 

k= 1 

(5.65) 

Fig. 5.6. Analytical and simulation results of bit by bit ICIC 
receiver in AWGN channel for GMSK BT=0.3, GMSK BT=0.5 

and MSK modulation schemes. 
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where the orthonormality of the set {(p̂ ĈO } is defined by 

f 0, i^j 
f(p,(Ocp,(0 = / . \ (5.66) 
•' •' 1 , 1 = 1 

The process of projecting the finite energy waveforms on to these orthonormal axes 

is called the Gram-Schmidt orthogonalization procedure which has been weU 

documented in [165]. In fact many signals in today's conmiunication systems can be 

expressed in only two dimensions [165] which is analogous witii two-dimensional 

space. For instance, QPSK signal space {(pjj.(0 } is defined witii two quadrature tones 

at tiie same firequencies (i.e. ^/27rcos[27i/^f], ^/27^sin[27c/^f]). QPSK, PAM and 

QAM can be shown by discrete points in tiiis space. The CPM modulation schemes 

can be projected on the same signal space by various patiis or trajectories from one 

phase state to anotiier, ratiier than discrete points. This is due to tiie time variant 

phase of CPM. For a constant amplitude CPM signal, various trajectories form a 

ckcle (Fig. 5.7). In a special case of CPM, i.e. MSK, tiiere are two cosine tones at two 

coherentiy orthogonal frequencies over [0,T] (i.e. j27fcos[2Tzif^-l/iAT))t\ and 

^/^7rcos[27t(/^4- l/(4T))f]) which can be used as basic signals [166] for tiie 

signal space. The signal constellation for an MSK modulation scheme in titis space is 

shown in Fig. 5.8. Since titis signal space can only show two frequency components, 

it is not appropriate for Gaussian noise signals which contaki a range of frequency 

components. However, some researchers use tiiis signal space to describe some 

attiactive features of MSK [166]. In tiiis tiiesis we use tiiis signal space representation 

to show some basic differences between ICIC and maximum ltis:eltiiood detection 
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(p2 = sin(27c/ f) 

Signal trajectory 

(pi = cos(271/ r) 

Signal states 

Fig. 5.7. MSK signal trajectories in signal space. 

/ 2 = j27fcos[2Ti{f.+ \/{AT))t] 

eceived signal vector 

noise vector 

p/ ^1 
/ l = j27fcos[2%{f^-\/{AT))t'\ 

Decision 
region 

Fig. 5.8. Received signals and decision regions in the signal space 
of MSK. 

schemes. Botii maximum Iticeltiiood detection and ICIC detection calculate metrics 

and decide on the signal symbol based on the nunimum metric value. In maximum 

likelihood detection, the metric is tiie Euclidean distance between the received signal 

and tiie hypotiiesised signal consteUation pomt. Usuig tiie analogy of maxtinum 

likelihood and ICIC detection schemes, tiie value of the metric in (2.6) can be 

denoted by the envelope distance. 
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If we consider only two components of additive noise at frequencies 

/ I = ,^7rcos[27c( /^- l / (4r ) ) f ] , and / 2 = 427fcos[2nif^+l/iAT))t], tiie 

received MSK signal with noise can be iUustrated by a single point in the signal 

space (Fig. 5.8). Envelope distances and EucUdean distances of different signal space 

points from the signal constellation point SI are shown in Fig. 5.9. 

(a) (c) 

£! 0 

(b) (d) 

Fig. 5.9. Envelope and Euclidean distance profiles of MSK modulation scheme in MSK signal 
space, (a) Envelope distance profile, (b) contour and decision regions, (c) Euclidean distance 
profile and (d) contours and decision regions. Signal constellation points are labelled by S I , 

S2, S3 and S4. 

As can be seen from Figs. 5.9c and 5.9d, the minimum value of the EucUdean 
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distance is located in the signal constellation point. On the contrary, the minimum 

value of the envelope distance. Figs. 5.9a and 5.9b, is simated along two 

perpendicular lines crossing at SI. If we assume decision boundaries as in the figure, 

the minimum envelope distance lines cross all the decision boundaries. This can 

cause an error if the received signal point faUs on tiie minimum line inside tiie 

decision regions S2 or S4 which have different data symbols from the region SI. 

However, for the decision region S3, because of its identical data symbol with 

decision region SI this will not cause any error. This example demonstrates the 

reason why ICIC is not an optimum detection scheme. 

5.5.1 Envelope Distance 

In maximum likelihood detection, Euclidean distance dkectly determines the 

2 

probability of error [26]. The squared Euclidean distance, D ij, between two signals 

Wjit) and vv (0 is defined as 

t2 

D^iJ = j\y^iit)-Wjit)\^dt (5.67) 

2 

Using the integration method as shown in Appendix D.l, D ij can be calculated 

from the sampled signals, w^ik) and w-(fc) 

m 

k^O 
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The minimum value of D ij for two signals witii different symbols, denoted as 

minimum Euclidean distance, is generaUy used as an indication of the BER 

performance. 

The distance between two signals, referred as tiie envelope distance, can be defined 

using tiie metric of (2.6). As shown in Section 5.3, tiie BER of ICIC receiver can be 

described based on this parameter. The envelope distance between two signals w^ik) 

and Wjik) can be defined as 

m 

k = 0 

\w.ik)- w.ik)f - ; ; ^ X \^iik) - w.ik)\ 
k = 0 

(5.69) 

5.5.1.1 Normalization of envelope distance 

The dimension of E^j can be changed from power to energy by multiplying it by bit 

period T. In addition, to make the magnitude of the envelope distance independent 

from the variation of signal energy, it can be normalized by the signal energy per bit 

(£^). It can also be made independent from the number of the samples if it is 

normalized by m 4-1. Including aU these normalization gives 

m 

^ T EjJ ^ I y 
'J m 4- 1 £ . m -H 1 ^ 

^ k = 0 
'̂(^)-jf^(^) (5.70) 

file:///w.ik
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<g 
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m+1 

Fig. 5.10. Normalised envelope distance of 
mark and space MSK signals versus the 
number of samples used in the metric. 

where /TrW;(fc) and /7rWy(fc) are normaUzed wave shapes. This normaUzation 

does not give a monotonic value for different m. For instance, the MSK modulation 

scheme with signals defined by. 

Wiit) = 

w/0 = 

:[cos(H)+ysin(H| 
(5.71) 

produces a normalized envelope distance (ISTED) of 

m 

'ij m 4- 1 ^ 
^ = 0 

- - tS ) - (5.72) 

The NED versus m 4-1 is shown in Fig. 5.10. The reason behind the large difference 
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in the envelope distance for m = 1 and m = 2 is that the middle sample in m = 2 

is zero (Fig. 5.11). Thus, (2.6) is identical for both m = 1 and m = 2, whtie the 

normalization factors are different. Sintilar results can be repeated with the GMSK 

modulation scheme. The normalized envelope distances between the phase trelUs of 

GMSK BT=0.3 calculated for one bit timing interval, are given in Tables H.l-H.l 8 in 

Appendix H. The trellises are numbered, according to the numbering in the Table 

2.1. 

The envelope distance can be calculated either in a period of one bit interval (for bit 

by bit detection) or in a period of multiple bit intervals (for sequence estimation). For 

more than one bit interval, the ICIC receiver calculates the metric for a signal 

trajectory in a bit time interval and accumulates it for each signal path. 

5.5.2 IVIinimum Envelope Distance 

For convenience, tiie nunimum envelope distance (e^,„) î  defined as tiie value of 

NED between two signal pulses with different data symbols. This can be used to 

indicate the performance of tiie ICIC receiver in AWGN. To observe tiie effect of 

different parameters on e^-^, several numerical computations have been carried out. 

Analog Mi(t) Analog Mi^(t) 

(a) (b) 

Fig. 5.11. Position of samples on Mi^(t) for MSK modulation 
scheme (a) 2 samples (b) 3 samples per bit. 
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Fig. 5.12. Minimum envelope distance of GMSK modulation 
scheme for 1 bit and 3 bits observation intervals. Number of 

samples in the calculation of metric in each bit interval is 
selected m=3. 

modulation bandwidth. Figs. 5.13 and 5.14 present e^-^ for different quadramre 

demodulator filter bandwidths. These results show that sequential estimation has a 

larger e -̂„ than bit by bit detection which gives a better BER performance. 

Increasing the modulation bandwidth of GMSK increases the e^-^. Furthermore, 

increasing the filter bandwidth increases tiie e^,„ and improves the BER 

performance, however this improvement (as discussed in Section 3.2) is Umited by 

tiie increase in the amount of noise. Between the Gaussian and the maximally flat 

filters (Appendix C), the maximally flat filter produces a higher e^,„ which impUes 

that giving a better BER performance wtil result. This demonstrates that the lower 

frequency components of the signal have a significant impact on e^j„. 
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Fig. 5.13. Minimum envelope distance of filtered GMSK, versus filter 
normalized bandwidth for a single bit observation interval. 
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Fig. 5.14. Minimum envelope distance of filtered GMSK versus 
filter normalized bandwidth for multiple bits observation time. 
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5.6 Conclusion 

The bit error rate performance of the BB-ICIC receiver was analysed and compared 

with Monte Carlo simulation results. For a 2-sample metric relatively simple 

analytical PDFs have derived. However, for a 3-sample metric, an expUcit 

probabiUty space was not found and hence, a numerical approach was adopted. Two 

different hypothesis distributions (i.e. Gamma and tmncated normal) were fitted with 

the simulated PDFs based on minimization of the Kolmogorov-Smimov distance. 

Several empirical formulas were found to describe the parameters of the fitted 

distributions based on the input parameters, r| = EJ^/NQ, the ftiter normaUzed 

bandwidth iBj) and the signal envelope distance. The obtained PDFs were used to 

find the BER performance of the BB-ICIC receiver. Several assumptions were made 

to simplify the numerical calculation of the BER performance. For large r| values, 

the analytical BER closely matches with the Monte Carlo simulation results as seen 

from Chapter 2. For small TJ values, analytical and simulated BER performances are 

different because the empirical formulas for the parameters of two fitted distributions 

are inaccurate and also the assumptions made to simpUfy the analytical solution are 

not vaUd under these conditions. 

The envelope distance was defined to simplify the analysis. It was shown that the 

minimum envelope distance can qualitatively explain BER performance of BB-ICIC. 

A large e^ •„ impUes better BER performance. Additionally, the effects of I/Q filters, 

GMSK modulation bandwidth and multiple observation time on e^-„ were 

investigated. It was shown tiiat increasmg tiie I/Q filter bandwidtii, GMSK 

modulation bandwidtii and tiie observation interval increases e^,„ and subsequently 

improves the BER performance. 



Chapter 6 

Conclusions and further research 

6.1 Summary of Results 

The primary objective of this investigation is to propose a low complexity receiver 

stmcmre for cellular mobtie communication systems subjected to co-channel 

interference. To achieve this goal, a new concept of co-channel interference 

cancelling is proposed. The main idea behind this concept is to exploit envelope 

fluctuation of constant envelope modulation schemes for signal detection in the 

presence of co-channel interference. 

Four different receiver structures: bit-by-bit, reduced waveform bit-by-bit, sequential 

estimation based on Viterbi algorithm, and an error detection/correction scheme are 

proposed. The BER performance of the proposed receivers have been investigated 

with computer simulation. The static channel performances of the proposed receivers 

show that they outperform conventional receivers under very low carrier to 

interference ratios. This condition can occasionaUy happen in TDMA cellular radio 
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systems when tiie desked signal power is smaUer tiian tiie uiterference power (i.e. a 

deep fade). The simulation resuks in a Rayleigh fading channel show that tiie ICIC 

receiver can give a remarkable performance improvement over conventional 

coherent receivers. Amongst the above mentioned receiver structures, ICIC witii 

Viterbi algorithm has the best BER performance. 

The effects of different implementation imperfections on the performance of the 

VA-ICIC were studied. Sensitivity smdies of tiie VA-ICIC receiver shows its high 

sensitivity to channel and tinting errors. Two fading cancellation techniques were 

studied and it can be seen tiiat one of them can reduce tiiie sensitivity of VA-ICIC to 

tiie faduig rate. The VA-ICIC witii pilot symbol aided channel estimation were 

investigated. During this study a general pilot symbol aided GMSK was proposed. 

The BER performance of VA-ICIC with channel estimation shows that it needs a 

very accurate channel estimation technique. The BER of VA-ICIC has also been 

investigated in a delay spread channel. It was shown that the BER performance of 

VA-ICIC severely degrades in delay spread. This makes VA-ICIC suitable for only 

low delay spread channels. 

The BER performance of BB-ICIC receiver was theoretically analysed and compared 

with the simulation results. Due to nonUnearities of the receiver, it was difficult to 

find tihe requked probability density functions. For instance, relatively simple 

analytical PDF was derived for a 2-sample metric, however, for the 3-sample metric, 

an explicit probability space was not found and hence a numerical approach was 

adopted. Two different hypothesized distributions (i.e. gamma and truncated normal) 

were fitted with the simulated PDFs based on the Kolmogorov-Smimov test. Several 

empirical formulas were obtained for the parameters of the fitted distributions based 

on the input parameters (i.e. r| = EJ^/NQ, filter normalized bandwidth, Bj, and 

envelope distance). The obtained PDFs were used to find the BER performance of 
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the BB-ICIC receiver with some constraints. For large rj values, analytical BERs 

agree well with Monte Carlo simulation results but for small r| values, the analytical 

and simulated BER performances differ. The reason for this is that the empirical 

formulas are not sufficiently accurate and also the assumptions are not applicable to 

these conditions. 

Using the analogy with the Euclidean distance, the envelope distance was defined to 

simplify the analysis. The minimum value of envelope distance, e^-^, can 

qualitatively reflect the BER performance of BB-ICIC. A large e^-^ impUes a better 

BER performance. The effects of I/Q down convertor filters, GMSK modulation 

bandwidth and multiple observation time on e^.„ distance were also investigated. It 

was shown that on increasing the I/Q filter bandwidth or GMSK modulation 

bandwidth and observation interval increases e^-^ and subsequently improves BER 

performance. 

6.2 Future Research 

Indkect co-channel interference cancelling (ICIC), because of its novelty, can open a 

large area of research. Some examples of further studies on this interference 

cancelling technique are: 

(i) Different investigations tiiroughout tiiis thesis show that I/Q lowpass filters 

have a large impact on reduction of envelope distortion and subsequently the 

performance of ICIC receivers. Finding an appropriate filter type to ntinintize 

envelope fluctuations was attempted in titis tiiesis. It was found tiiat tiie a 

maximaUy flat filter performs better tiian a Gaussian filter. However, further 

research is necessary to find an optimum ftiter type for this purpose. 
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(ii) The main advantage of ICIC over conventional receivers appears under smaU 

carrier to interference ratios. One possibiUty of exploituig this advantage is to 

switch on tiie ICIC when the desired signal is sufficiently weaker than 

interference. For the remaining periods, a better performing conventional 

receiver can be used. The main difficulty in this case is tiie separation of tiiese 

two conditions. The combination of ICIC witii other interference canceUing 

techniques in order to reduce thek complexity is worth investigation ui tiie 

further. 

(iii) To further improve tiie BER performance, an enhanced charmel estimation 

technique than the one currently employed, provided that the the receiver 

design complexity is kept relatively low. 

(iv) In the BER rate analysis of this thesis certain assumptions were made which 

can be avoided. The probabiUty of error analysis of different ICIC receivers can 

be proceeded by analysing them in different multipath scenarios with 

co-channel interference. Nevertheless, this will be a laborious and long 

procedure. 

(v) Application of ICIC on constant modulus schemes other than CPM may also be 

of interest. For instance, ICIC can be easily appUed on BPSK and QPSK 

modulation schemes. Some of the secondary results of this research, such as 

filtering strategy, may attract interest in other applications of constant 

modulation schemes. 

(vi) Finally, ICIC receivers can be appUed in various mobtie communication 

envkonments with limited number of interferers. Some examples of such 

environments are: smart antennas, sectorized cells and cross-coupled polarized 

communications. The high sensitivity of ICIC receivers to delay spread limits 
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thek application to low delay spread scenarios. A possible appUcation can be 

orthogonal frequency multiplex (OFDM) systems which inherently have low 

bit rates. 
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APPENDIX A 

SMti^ARITIES BETWEEN COST FUNCTIONS (2.5) AND (2.6) 

To show the resemblance between metric (2.5) and (2.6), a statistical smdy has been 

performed. These metrics are calculated for a number of sets of m + 1 normal 

random numbers. Their comparison in Fig. A.l shows that for a smaU m two metrics 

are highly correlated. As m increases, the correlation between them remains good but 

decreases. 

To further investigate the resemblance between (2.5) and (2.6), Monte Carlo 

simulation is performed on the BB-ICIC receiver (see section 2.6). The BER 

0.5 1 1.5 
Standard deviation 

0.5 1 1.5 
Standard deviation 

0.5 1 1.5 
Standard deviation 

0.5 1 1.5 
Standard deviation 

Fig. A. l . Simplified metric (2.6) values versus corresponding 
standard deviation for 1000 sets of m+1 random numbers. 
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performance in AWGN channel, presented m Fig. A.2, shows no significant 

difference between two metrics. A sintilar results was obtained in Rayleigh fading 

channel with CCI (Fig. A.3). 

10 

BB-ICIC using standard deviation metric 

BB-iCIC using simpiified metric 

7 8 9 
Eb/NO, dB 

10 11 12 

Fig. A.2. BER performance of BB-ICIC for MSK in AWGN 

10 15 25 30 35 
Eb/NO, dB 

Fig. A.3. BER performance of BB-ICIC for MSK in Rayleigh fading 
channel with CCI. 
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APPENDIX B 

Table B.l. List of famous CPM modulation schemes and their frequency pulses (from [26] and 
[131]). 

LRC 

(raised cosine) g{t) 
\ 1 r, (2Tzf\ 

0<t<LT 

otherwise 

LSRC 

(spectral raised cosine) 
g(0 = j;f{ 

2nt 
LT 

o < p < i 

ARC-FSK 

(asymmetric raised cosine) g(t) = 

1 r, f2nt\\ A r, f2nt^ 
_ ^ l + c o s ( ^ — J J - - ^ l - c o s ( ^ - ^ ^ ?sgn?(r), -T<t<T 

otherwise 

0 < A < 1 , ?sgn?(/) = 
-1 

(>0 

r < 0 

LREC 

(rectangular 

pulse) 

frequency g(t) 
-^, 0<t<LT 
LT 
0 otherwise 

TFM 

(tamed FM) 
git) = Mt-7) + 2go{t) + go{t + T)] 

8 

«o(0 = f nt I24J 7^ 
T [TJ 

GMSK 

(Gaussian-shaped MSK) git) = 
2T Q 2%B. 

- \ 
'(ln2) 1/2 -Q 2KB. 

»r 
'(ln2) 1/2 

ec) = 17^2'-'"'"^ (211) 
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APPENDIX C 

FREQUENCY RESPONSE OF GAUSSIAN AND MAXIMALLY FLAT LOWPASS 
FILTERS 

1| 1 r 

-a 
c-
o 
••a 
=) c 
< u • 

5 

I I n r 1 1 

Gausian filter 

— - Maximally flat filter 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 
Normalized frequency, fT 

Fig. 0.1. Frequency response of 36 taps FIR Gaussian and Maximally flat FIR 
filters designed with Frequency Sampling Design method [146] and Hanning 

window. Sampling rate for both filters is /^ = 16 • r̂ . 
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APPENDIX D 

D.l Calculation of Integral using sampled analog signal with An extra sample 

ito + T) 

Consider integral A = j fit)dt has to be calculated using die samples of 

integrand fit). There are many numerical algorithms which can be used to calculate 

diis integral. However, for normaUzation of (2.6) only those algorithms which can be 

explained in terms of summation of consecutive samples of fit) are of interest. 

Perhaps, the simplest algorithm is to estimate die integral by adding the areas of 

rectangles which their widths are equal to the sampling period r̂  and their heights 

are taken from the samples of integrand (Fig. D.l.a). Such approximation can be 

defined as 

w - l 

A-T^J^fit^ + kT^) 0<kT^<T (D.l) 
k = 0 

If the sampling rate, as in (2.6), is integer multiple of l /T and die samples start from 

the beginning of integration period, total number of samples are m + 1. To include 

the extra sample into this summation, number of rectangles must be increased by one 

and tiieir width must be reduced by a factor of m/im + I) (Fig. D.l.b). In this case 

approximated area will be 

mT 
^ = ̂ I / ( ' o + '̂ r.) (D-2) 

k = 0 
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to+T 

T=3T. 

Fig. D.l. Calculation of area underf(t) in t(^t<tQ+Tus'mg (a) 
m out of m+1 samples (b) m+1 out of m+1 samples 
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Substituting mT = T into (D.2) gives 

m 

k = 0 

As shown by the examples of Fig. D.l. this algorithm increases the accuracy of 

integral estimation. 

D.2 Truncated normal distribution 

Tmncated Gaussian probability density function can be defined as 

/ . ( ^ ) = 

f 
K 

(5>j2n 

I 0 

2a2 Xmin < x < Xmax 

otherwise 

where K is the normalization constant such that 

- ^ m « 

^min 

It can be easily shown that 

(D.4) 

j f^ix)dx = 1 (D.5) 
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^max -{x - \if 

- i = f e 2ô  dx = 
>j2n •' 

r max M- r tnin !*• 
erf erf 

^min 

(D.6) 

where erf is error function defined as 

1 f -XV2 erfix) = —== \e dX 
J2^i 

(D.l) 

Hence 

K = 
r^max~\^ r^min ^' erf erf (D.8) 

For 0 < X < oo we have 

K = [0.i-erf{^^ 
-1-1 

0.5 + erf\ ^ (D.9) 

As a result, (D.4) can be written as 

fxi^) = 
1 

-ix-\ir 

0.5 -i-erf (A' 
Uix) 

oj2K 

(D.IO) 
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Random variable x for 0 < x < oo has an average of 

E{x} = '± + ML 

ro.5 + erf{^^ 2r0.5 + erf{^ 
(D.ll) 

and a variance of 

2 
a^ = 

raS + er/f^'j 42% 
[72r(3/2)a + \i 4TZ72 -H 2^io] 

M-

0.5 + erf\ ^ J2n 2 0.5 + er\ m. 
(D.12) 
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APPENDIX E 

AUTOCORRELATION OF AWGN FILTERED WTTH A GAUSSIAN FILTER 

The autocorrelation function of an additive white Gaussian noise filtered with a 

Gaussian filter can be written as 

'KxM = r\Gij(o)] (E.i) 

where die operator !f ^ is the inverse Fourier Transform and Gija) is die power 

spectral density of the filter defined by 

G(7C0) = |/f(7(0)l' (E.2) 

where for the Gaussian filter |iif(jco)| is 

:2n 

mmi - exp[-^(^]j (E.3) 

hi (E.3), CO = 2nB and B is the filter bandwidtii. Substitutmg (E.3) mto (E.I) gives 
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'K.xM = r exp -ln(2) (0 

0). 

71 

ln(2) 
5 exp 71 2 

iBtf ln(2) 
(E.4) 
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APPENDIX F 

THE REQUIRED PDFS FOR 2-SAMPLE METRIC 

F.l PDF of Lrr with 2-Sample metric 

From (5.21) for 2-samples metric L̂ ^ can be written as 

Wr - 2 iv(0)-iv(l) ^v(0)-iv(l) = | |v(0)-v(l) | (F.l) 

where v(0) and v(l) are samples taken from die begmning and die end of bit time 

interval. The PDF of x = -v( 1) using (5.22) can be written as 

ax. f(x) = ae (/(-x) (F.2) 

Denoting y = v(0), with the assumption of the independence of v(0) and v( 1), the 

PDF of z = x -I- y can be defined by tiie convolution of tiieh PDFs 

f,iz) = lfyiy)fxi^-y)dy (F.3) 

Substituting (5.22) and (F.2) into (F.3) results in 
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fM) = 

f 2 a{z-y) -ay J ^ ^ 

l a e e dy z>0 

• 2 aiz-y) -oty J ^ p. 

a e e dy z<0 

(F.4) 

From (F.4) we have 

f.iz) = ^e 
a -a\z\ (F.5) 

T 
From (F.5) and considering that L̂ ^ = -\z\, tiie PDF of L̂ ^ is as follows 

2aL^, 

friLrr) = W ^ ^^^rr) 
(E6) 

Substitutmg a = l / (2a„ ) into (F.6) results 

fliLrr) = 1 ^"'^TJtJ \ 
e u{Lj.j.) 

-n'T 
(F.7) 

The variance of noise can be shown by 
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<^n = ^ O ^ N (F.8) 

where ATQ is one sided noise power spectral density and B^ is filter lowpass noise 

equivalent bandwidth. For most of the filters, B^ and 3dB bandwidth are 

proportional such that we can write 

where Bj is tiie filter normalized 3dB bandwidtii and k^^ is a factor which is usually 

close to one. Substituting (F.9) into (F.8) gives 

^\ = -11-1 (RIO) 

hisertion of (F.IO) into (F.7) yields 

1 k.BrN(, 

f^S'rr) - ^ e ^UiL^^) 
(F.ll) 

Fig. F.l shows tiie numerical values of (F.ll) and die PDFs obtained from 

simulation. The analytical PDF fully overiaps tiie simulated PDF which proves tiiis 

assumption that the samples of v are independent. 
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F.2 PDF of Lri with 2-Samples Metric 

With 2-samples metric, L̂ ^ has a relation similar to (F.l) as 

L,i = ^ |v(0)-v( l ) | (F.12) 

PDF of x = v(0)-v(l) is convolution of PDFs of v(0) and-v(l) given as 

fxi^) = 
jj/v(0)(^)/v(l)(>--^)^ ^>0 

J^/v(0)(Wv(l)(>^-^)^ ^<0 

(F.13) 

PDF of Li, l/Q Gausian filter BbT=0.63 { 
•• a=U.91 I 

I Gausian filter K)T=1 i 
'•53 I 

— Simulation 
X Analytical 

— Simulation 
Q Analytical 

» - - • » - " * « * 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 

Fig. F.l. The PDF of L r̂for selection of 2 samples per symbol. 
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Substituting (5.35) into (F.13) yields 

.t^Ji 
?i + K(0)-w,(0)|' . 

2o„ ^X\w^iO)-w^iO)\ ~2\ 

fxix) = 

2a„ 
;c-X+K(l)-w,.(l)r r 

lo 
JiX-x)\w^il)-w,il)\' 

[dX 

f 

V2G ̂n y 0 

x + K(0)->v,(0)|' ^ 

2a„ 
/ . 

Jx\w,iO)-w,iO)\ 2A 

;c-X + K(l)-H-,.(l)r / / 
1̂ ? J7(?I-X)|W,(1)-W,-(1)| 

/o 

2A 

dX 

x>0 

(F.14) 

x < 0 

The PDF of Wj = |xl in tiiis case is 
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{ ?i + |w,(0)-w,.(0)|' 

/w.(^.) = 
\ ^ < 

J 
w, 

2a„ Jx\w,iO)-WiiO)i 

ty i -x+ iK( i ) -w, ( i ) | ' . 

2a„ 
/O 

JiX-W.)\w^il)~w,il)\' 
dX 

y^<J 0 

f x+K(0)-w,(o)|^ 
2 a ' ^ } t | w , ( 0 ) - w . 

2^ 

-W,-X+|w,( l ) -w,( l ) | ' ^ 

2a„ 
/O 

^(:^ + iy,-)K(i)-w,-(i)f 
j ) i 

(F.15) 

Analytical solutions of integrals in (F.15) is very difficuh. Altemative metiiods are 

numerical solution or using tiie approximation of (5.37). If tiie approximation of 

(5.37) is used, v(0) has approximately a normal PDF witii an average of 

\Wj.iO)-w.iO)f and a standard deviation of ^ = 2a„|H'^(0)-w.(0)|. Moreover, 

v(l) has tiie same distiibution with an average of |w^(l) ->v-(l)| and a standard 

deviation of ^ = 2a„|w^(l)-w,.(l)|. The PDF of -v(l) is also normal witii an 

average of -|w^( 1) - w,( 1 )|^ and tiie same standard deviation as v( 1). THe PDF of 

X = v(0)-v(l) can be obtained using a general rule tiiat addition of two normal 

distribution witii averages of iHj, |i2 and standard deviations of Oj and ©2 is also 

normal with an average of p̂ ^ = jXi -»- p.2 and a standard deviation of o^ 

Hence 

-i C5i + C52 
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1 2o^ 
fj,x) j=e 

C^42K 
(F.16) 

where a^ = 2aJ |w , (0 ) -W, (0 ) | ' -H |w,(l)-^,(1)1 ' = 2a J £ |w,(^) - w,(fc)|' 
^]t = 0 

and \i^ = \WriO) - w,(0)|^ - |w (̂ 1) - w,( 1 )|^. The PDF of W^- = \x\ m tiiis situation 

will be 

/w..(W,,) 
2a? 

[W,, + \\iJif-

2a 

G^42n G^J2K 
UiW,i) (F.17) 

If p, » a (F.17) can be approximated as 

/ w X ^ n ) -

[w„-|njf 
1 2a;: 

e 
(5^j2% 

UiW^ (F.18) 

The PDF of L .̂ = |W„. will be 

file:///WriO
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flS^ri) 
1 

[^w-fl^^J]' 

<¥ 
-^J2n 

UiKi) (F.19) 

M̂L ~ T'I'̂ JCI î  ^^^ value of metric without noise which can be defined as envelope 

distance between w^ik) and w^ik). This definition will be discussed in detail in 

Section 5.5. 
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APPENDIX G 

G.l Parameters of truncated normal distribution, fitted to PDF of L, 
y 

Table G.1. Parameters of fitted truncated normal distribution for Ŵ-, a,- t̂ Oj with Gaussian l/Q 
lowpass filters BT=0.4, Ei, = 1 and GMSK BT=0.3 

'ij 

0.3443 

0.5697 

0.6057 

0.7163 

0.7983 

0.9150 

0.9223 

0.9467 

1.0383 

1.0683 

du 

1.3998 

1.5317 

1.5076 

1.2076 

1.0944 

1.3311 

1.3234 

1.3490 

1.2423 

1.2229 

E^^/NQ = OdB 

a„=0.6528 

^W 

2.2577 

2.5667 

2.5440 

2.5405 

2.6304 

2.8400 

2.8474 

2.8506 

2.9087 

2.9203 

P'W 

2.3242 

2.7080 

2.6992 

2.3213 

2.4839 

2.9604 

2.9937 

3.0239 

3.3110 

3.2725 

error 
[%] 

3.25 

3.22 

3.27 

2.85 

2.68 

2.74 

2.73 

2.68 

2.54 

2.59 

Ef^/NQ = AdB 

a„=0.4123 

a ^ 

1.3376 

1.6141 

1.6314 

1.4845 

1.4693 

1.6778 

1.6813 

1.6590 

1.6268 

1.6339 

\^W 

1.6592 

2.1255 

2.1362 

2.3164 

2.6582 

3.0454 

3.0664 

3.0835 

3.4634 

3.4512 

error 
[%] 

3.08 

2.68 

2.78 

2.04 

2.16 

1.86 

1.90 

1.91 

2.18 

2.28 

EI,/NQ = edB 

00=0.327 

^ W 

1.0817 

1.3330 

1.3440 

1.1397 

1.1128 

1.2930 

1.3001 

1.2732 

1.2477 

1.2576 

\^W 

1.4385 

1.9854 

2.0010 

2.3018 

2.6475 

3.0249 

3.0454 

3.0552 

3.4141 

3.4116 

error 
[%] 

2.81 

2.14 

2.19 

1.72 

2.07 

1.77 

1.77 

1.73 

1.91 

2.00 

'ij 

0.3443 

0.5697 

0.6057 

0.7163 

0.7983 

0.9150 

0.9223 

0.9467 

1.0383 

1.0683 

^- ; 

1.3998 

1.5317 

1.5076 

1.2076 

1.0944 

1.3311 

1.3234 

1.3490 

1.2423 

1.2229 

E^^/NQ = lOdB 
0n=O.2O55 

^W 

0.7500 

0.8905 

0.9029 

0.6887 

0.6749 

0.7921 

0.7900 

0.7761 

0.7705 

0.7850 

M-w 

1.2051 

1.8877 

1.9155 

2.2378 

2.5596 

2.9341 

2.9556 

2.9609 

3.3096 

3.3154 

error 
[%] 

1.76 

0.78 

0.90 

1.23 

1.51 

1.35 

1.32 

1.21 

1.34 

1.44 

E^^/NQ = 20dB 
0n=O.O628 

^W 

0.2533 

0.2802 

0.2954 

0.2087 

0.2073 

0.2462 

0.2487 

0.2342 

0.2423 

0.2582 

\^W 

1.0859 

1.7549 

1.8232 

2.1528 

2.4395 

2.8057 

2.8188 

2.8506 

3.1709 

3.2100 

error 
[%] 

0.20 

0.33 

0.36 

0.45 

0.54 

0.65 

0.70 

0.42 

0.58 

0.69 

E,^/NQ = 30dB 
0n=O.O2Of 

^W 

0.0809 

0.0911 

0.0947 

0.0653 

0.0646 

0.0781 

0.0809 

0.0734 

0.0777 

0.0841 

\^W 

1.0444 

1.7153 

1.8179 

2.1494 

2.4019 

2.7622 

2.7769 

2.8398 

3.1260 

3.2046 

error 
[%] 

0.27 

0.32 

0.14 

0.14 

0.31 

0.47 

0.55 

0.21 

0.47 

0.19 
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Table G.2, Parameters of fitted truncated normal distribution for Wy, a,- ^ a, with Gaussian l/Q 
lowpass filters BT=0.5, Ei, = l and GMSK BT=0.3. 

'ij 

0.4350 

0.7070 

0.7087 

0.7853 

0.8717 

0.9893 

0.9950 

1.0403 

1.1127 

1.1330 

''a 

1.4047 

1.5436 

1.5120 

1.2378 

1.1435 

1.3584 

1.3535 

1.3877 

1.2690 

1.3004 

EJ^/NQ = OdB 

0n= 0.7181 

^W 

2.8382 

3.1894 

3.1310 

3.0506 

3.1384 

3.3876 

3.4043 

3.4315 

3.4754 

3.4655 

P-w 

2.9980 

3.5029 

3.4219 

2.9033 

2.9468 

3.5244 

3.5269 

3.6519 

3.6978 

3.8311 

error 
[%] 

3.12 

3.10 

3.21 

3.06 

2.84 

2.84 

2.95 

2.87 

2.72 

2.68 

E^/NQ = AdB 

a„= 0.4663 

^W 

1.6180 

1.9585 

1.9302 

1.7578 

1.7649 

1.9911 

1.9907 

1.9978 

1.9571 

1.9575 

\^w 

2.1484 

2.7290 

2.6538 

2.6763 

2.9575 

3.4224 

3.4287 

3,5425 

3.7686 

3.8696 

error 
[%] 

2.90 

2.61 

2.64 

2.32 

2.33 

2.09 

2.17 

2.08 

2.37 

2.21 

E^^/NQ = 6dB 

0„= 0.365 

<^W 

1.3110 

1.6020 

1.5875 

1.3620 

1.3103 

1.5422 

1.5334 

1.5312 

1.4831 

1.4852 

^W 

1.8691 

2.5386 

2.4575 

2.6255 

2.9346 

3.3696 

3.3779 

3.4800 

3.7207 

3.8198 

error 

[%] 

2.59 

2.12 

2.22 

1.82 

2.18 

1.84 

1.94 

1.91 

2.26 

2.18 

'ij 

0.4350 

0.7070 

0.7087 

0.7853 

0.8717 

0.9893 

0.9950 

1.0403 

1.1127 

1.1330 

d>< 

1.4047 

1.5436 

1.5120 

1.2378 

1.1435 

1.3584 

1.3535 

1.3877 

1.2690 

1.3004 

E,,/NQ = lOdB 

0n= 0.2278 

^W 

0.9004 

1.0555 

1.0615 

0.8179 

0.7846 

0.9362 

0.9358 

0.9298 

0.9167 

0.9121 

l^w 

1.5728 

2.3667 

2.2939 

2.5132 

2.8164 

3.2344 

3.2524 

3.3423 

3.5801 

3.6650 

error 
[%] 

1.58 

0.96 

1.04 

1.37 

1.68 

1.49 

1.47 

1.34 

1.73 

1.62 

EI^/NQ = 20dB 

0n= 0.0733 

^W 

0.2986 

0.3379 

0.3496 

0.2430 

0.2370 

0.2912 

0.2922 

0.2784 

0.3000 

0.2837 

\^W 

1.3799 

2.1733 

2.1401 

2.3701 

2.6592 

3.0508 

3.0596 

3.1597 

3.4150 

3.4819 

error 

[%] 

0.39 

0.47 

0.47 

0.37 

0.71 

0.83 

0.87 

0.55 

0.96 

0.80 

Ef,/NQ = 30dB 

( 

^w 

0.0961 

0.1135 

0.1145 

0.0759 

0.0724 

0.0929 

0.0950 

0.0848 

0.1032 

0.0908 

Jn= 0.023 

\^W 

1.3203 

2.1230 

2.1260 

2.3564 

2.6172 

2.9912 

3.0020 

3.1230 

3.3882 

3.4204 

error 

[%] 

0.30 

0.43 

0.15 

0.10 

0.27 

0.70 

0.79 

0.25 

0.28 

0.66 
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Table G.3. Parameters of fitted truncated normal distribution for Wy, a, ^ oy with Gaussian l/Q 
lowpass filters BT=0.6, £,, = 1 and GMSK BT=0.3. 

'ij 

0.4890 

0.7923 

0.7710 

0.8263 

0.9143 

1.0330 

1.0377 

1.0970 

1.1893 

1.1637 

'^u 

1.4075 

1.5147 

1.5511 

1.2552 

1.1712 

1.3743 

1.3711 

1.4104 

1.2954 

1.3337 

EI^/NQ = OdB 

0„= 0.7982 

^W 

3.3285 

3.6793 

3.7388 

3.5073 

3.5834 

3.8443 

3.8935 

3.9572 

3.9438 

3.9986 

\^w 

3.5703 

4.0259 

4.1318 

3.3818 

3.3311 

4.0093 

3.9922 

4.1616 

4.0376 

4.2520 

error 
[%] 

3.10 

3.17 

3.16 

3.11 

3.01 

2.98 

2.93 

2.91 

2.94 

2.84 

E^/ATQ = AdB 

a„= 0.5082 

^W 

1.8906 

2.1879 

2.2233 

2.0042 

2.0006 

2.2336 

2.2438 

2.2821 

2.2166 

2.2297 

\^w 

2.5361 

3.0669 

3.1812 

2.9619 

3.1816 

3.6948 

3.7046 

3.8721 

3.9917 

4.1670 

error 
[%] 

2.82 

2.71 

2.67 

2.43 

2.40 

2.38 

2.35 

2.25 

2.45 

2.37 

EI^/NQ = 6dB 

0n= 0.3977 

c^v 

1.4969 

1.7691 

1.8116 

1.5337 

1.5008 

1.7288 

1.7394 

1.7422 

1.6764 

1.6937 

l^W 

2.1958 

2.8027 

2.9390 

2.8604 

3.1338 

3.6045 

3.6118 

3.7744 

3.9287 

4.0894 

error 
[%] 

2.59 

2.33 

2.12 

2.04 

2.37 

2.05 

2.09 

2.05 

2.41 

2.38 

'ij 

0.4890 

0.7923 

0.7710 

0.8263 

0.9143 

1.0330 

1.0377 

1.0970 

1.1893 

1.1637 

^ij 

1.4075 

1.5147 

1.5511 

1.2552 

1.1712 

1.3743 

1.3711 

1.4104 

1.2954 

1.3337 

E^/NQ = lOdB 

<^ 

^w 

1.0116 

1.1833 

1.1939 

0.9248 

0.8831 

1.0551 

1.0533 

1.0579 

1.0282 

1.0264 

„= 0.2510 

\^W 

1.8271 

2.5562 

2.6958 

2.6968 

2.9834 

3.4365 

3.4458 

3.5933 

3.7554 

3.9038 

error 

[%] 

1.61 

1.24 

1.08 

1.52 

1.98 

1.68 

1.72 

1.58 

2.02 

1.89 

E^/NQ = 20dB 

^ 

^W 

0.3354 

0.3910 

0.3846 

0.2713 

0.2611 

0.3276 

0.3301 

0.3184 

0.3347 

0.3195 

n= 0.0798 

\^W 

1.5649 

2.3389 

2.4385 

2.5049 

2.7905 

3.2051 

3.2119 

3.3589 

3.5444 

3.6729 

error 
[%] 

0.46 

0.70 

0.63 

0.53 

0.91 

0.98 

1.11 

0.82 

1.34 

1.18 

EI,/NQ = 30dB 

«y 

a^y 

0.1074 

0.1315 

0.1312 

0.0830 

0.0773 

0.1046 

0.1060 

0.0947 

0.1173 

0.1014 

„= 0.0252 

\^w 

1.4893 

2.3135 

2.3794 

2.4795 

2.7451 

3.1294 

3.1382 

3.2964 

3.4932 

3.5991 

error 

0.41 

0.13 

0.34 

0.23 

0.28 

0.90 

0.92 

0.25 

0.66 

0.94 
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Table G.4. Parameters of fitted truncated normal distribution for Wij, a,- ̂  aj with l/Q maximally flat 
lowpass filters BT=0.4, £,, = 1 and GMSK BT=0.3. 

'ij 

0.3420 

0.5587 

0.6017 

0.7200 

0.8100 

0.9220 

0.9290 

0.9497 

1.0483 

1.0837 

''ij 

1.4024 

1.5338 

1.5104 

1.2122 

1.1025 

1.3357 

1.3282 

13530 

1.2497 

1.2309 

EI^/NQ = OdB 

0n= 0.6436 

^W 

2.2750 

2.5143 

2.5256 

2.5734 

2.6591 

2.9097 

2.9048 

2.8573 

2.9352 

2.9310 

\^w 

2.1187 

2.4795 

2.5161 

2.1826 

2.4692 

2.7891 

2.8535 

2.8999 

3.3389 

3.3164 

error 
[%] 

3.36 

3.41 

3.45 

2.93 

2.72 

2.58 

2.61 

2.63 

2.59 

2.53 

EI^/NQ = AdB 

0„= 0.4058 

^W 

1.3567 

1.6003 

1.6484 

1.4834 

1.4725 

1.6689 

1.7036 

1.6459 

1.6289 

1.6339 

\^W 

1.5708 

2.0303 

2.0278 

2.2681 

2.7246 

3.0571 

3.0566 

3.0649 

3.5239 

3.5269 

error 

3.18 

2.77 

2.83 

2.16 

2.35 

2.04 

1.95 

2.07 

2.30 

2.23 

EI^/NQ = 6dB 

0n= 0.3224 

^W 

1.0767 

1.3408 

1.3641 

1.1599 

1.1047 

1.3072 

1.2792 

1.2732 

1.2548 

1.2813 

l^w 

1.3652 

1.9102 

1.9316 

2.3018 

2.6899 

3.0693 

3.0532 

3.0610 

3.4502 

3.4570 

error 

[%] 

3.03 

2.10 

2.10 

1.88 

2.11 

1.95 

1.75 

1.88 

2.01 

2.08 

'ij 

0.3420 

0.5587 

0.6017 

0.7200 

0.8100 

0.9220 

0.9290 

0.9497 

1.0483 

1.0837 

d.. 

1.4024 

1.5338 

1.5104 

1.2122 

1.1025 

1.3357 

1.3282 

1.3530 

1.2497 

1.2309 

EI,/NQ = lOdB 

0„= 0.2021 

^W 

0.7528 

0.8951 

0.9248 

0.6930 

0.6922 

0.7956 

0.8069 

0.7857 

0.7981 

0.8091 

l^w 

1.1533 

1.8364 

1.8945 

2.2417 

2.5781 

2.9263 

2.9658 

2.9434 

3.3247 

3.3389 

error 

1.84 

0.74 

1.00 

1.33 

1.25 

1.42 

1.58 

1.02 

1.22 

1.36 

EI,/NQ = 20dB 

0„= 0.0644 

Cyy 

0.2512 

0.2781 

0.2929 

0.2076 

0.2104 

0.2476 

0.2473 

0.2328 

0.2423 

0.2551 

\^W 

1.0610 

1.7095 

1.8086 

2.1631 

2.4746 

2.8159 

2.8276 

2.8545 

3.2007 

3.2549 

error 

[%] 

0.37 

0.34 

0.42 

0.42 

0.57 

0.74 

0.61 

0.59 

0.62 

0.61 

E^/NQ = 30dB 

0n= 0.0201 

^W 

0.0805 

0.0890 

0.0911 

0.0646 

0.0642 

0.0777 

0.0798 

0.0724 

0.0752 

0.0812 

\^W 

1.0298 

1.6797 

1.8062 

2.1606 

2.4390 

2.7783 

2.7930 

2.8496 

3.1567 

3.2520 

error 
[%] 

0.24 

0.30 

0.26 

0.23 

0.45 

0.50 

0.43 

0.31 

0.34 

0.27 
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Table G.5. Parameters of fitted truncated normal distribution for Wij, a, ̂ t Oj with l/Q maximally flat 
lowpass filters BT=0.5, £^ = 1 and GMSK BT=0.3. 

'ij 

0.4533 

0.7203 

0.7267 

0.8060 

0.9060 

1.0173 

1.0220 

1.0657 

1.1683 

1.1670 

''u 

1.4024 

1.5338 

1.5104 

1.2122 

1.1025 

1.3357 

1.3282 

1.3530 

1.2497 

1.2309 

EI,/NQ = OdB 

0n= 0.7081 

^W 

2.7674 

3.0878 

3.1108 

3.0750 

3.1738 

3.4128 

3.3809 

3.4160 

3.4967 

3.5045 

\^W 

2.6943 

3.1558 

3.0879 

2.6851 

2.9224 

3.3276 

3.3418 

3.4819 

3.6851 

3.8604 

error 
[%] 

3.22 

3.38 

3.26 

3.13 

2.88 

2.83 

2.79 

2.66 

2.62 

2.70 

E^^/NQ = AdB 

a„= 0.4440 

^W 

1.6573 

1.9461 

1.9783 

1.7741 

1.7359 

1.9922 

2.0240 

2.0095 

1.9483 

1.9451 

P-w 

2.0098 

2.6040 

2.5122 

2.6201 

3.0815 

3.4478 

3.4312 

3.5581 

3.9189 

4.0049 

error 
[%] 

3.01 

2.60 

2.74 

2.31 

2.45 

2.14 

2.17 

2.23 

2.34 

2.40 

EJ^/NQ = 6dB 

0n= 0.3561 

^W 

1.3426 

1.6297 

1.6052 

1.4020 

1.3110 

1.5500 

1.5259 

1.5348 

1.5033 

1.4905 

P-w 

1.7681 

2.4878 

2.3960 

2.6479 

3.0332 

3.4399 

3.4390 

3.5171 

3.8296 

3.9199 

error 
[%] 

2.82 

1.98 

2.18 

1.96 

2.16 

2.01 

1.88 

1.94 

2.30 

2.20 

'ij 

0.4533 

0.7203 

0.7267 

0.8060 

0.9060 

1.0173 

1.0220 

1.0657 

1.1683 

1.1670 

d-

1.4024 

1.5338 

1.5104 

1.2122 

1.1025 

1.3357 

1.3282 

1.3530 

1.2497 

1.2309 

EI,/NQ = 10 dB 

0n= 0.2220 

^W 

0.9153 

1.0714 

1.1001 

0.8328 

0.8115 

0.9500 

0.9457 

0.9393 

0.9436 

0.9354 

P-w 

1.5366 

2.3481 

2.3169 

2.5674 

2.8975 

3.2803 

3.2998 

3.3628 

3.6553 

3.7520 

error 

1.62 

0.84 

1.17 

1.51 

1.44 

1.66 

1.62 

1.11 

1.46 

1.35 

EI,/NQ = 20dB 
0„= 0.0714 

^W 

0.3004 

0.3372 

0.3496 

0.2462 

0.2420 

0.2940 

0.2922 

0.2788 

0.2965 

0.2841 

P-w 

1.3999 

2.1865 

2.1851 

2.4287 

2.7568 

3.1157 

3.1226 

3.2227 

3.5215 

3.5884 

error 

0.43 

0.41 

0.45 

0.47 

0.68 

0.88 

0.67 

0.68 

0.85 

0.64 

EI^/NQ = 30dB 

0n= 0.0223 

^W 

0.0979 

0.1103 

0.1099 

0.0756 

0.0734 

0.0929 

0.0947 

0.0844 

0.0979 

0.0873 

P-w 

1.3633 

2.1616 

2.1797 

2.4185 

2.7202 

3.0654 

3.0752 

3.1973 

3.5015 

3.5308 

error 
[%] 

0.29 

0.28 

0.25 

0.21 

0.43 

0.60 

0.58 

0.34 

0.28 

0.39 
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Table G.6. Parameters of fitted truncated normal distribution for W^j, a, ̂  ô  with l/Q maximally flat 
lowpass filters BT=0.6, £,, = 1 and GMSK BT=0.3. 

'ij 

0.5377 

0.8473 

0.8220 

0.8680 

0.9727 

1.0863 

1.0897 

1.1503 

1.2573 

1.2223 

'^ii 

1.4146 

1.5220 

1.5605 

1.2775 

1.2080 

1.3955 

1.3942 

1.4357 

1.3312 

1.3734 

Efe/Z/o = OdB 

0„= 0.7687 

^W 

3.2319 

3.6464 

3.6365 

3.5979 

3.6917 

3.9197 

3.8553 

4.0068 

3.9767 

4.0386 

\^W 

3.2637 

3.6528 

3.8174 

3.1128 

3.2798 

3.8125 

3.8218 

4.0166 

4.0542 

4.3296 

error 
[%] 

3.19 

3.24 

Z.AA 

3.23 

2.94 

2.99 

2.91 

2.75 

2.72 

2.76 

E^/NQ = AdB 

0n=O.4889 

^W 

1.9136 

2.2527 

2.2562 

2.0307 

1.9822 

2.2828 

2.3040 

2.3490 

2.2378 

2.2523 

\^W 

2.4077 

2.9561 

3.1094 

2.9507 

3.3613 

3.7930 

3.7290 

3.9526 

4.2119 

4.3940 

error 

2.93 

2.78 

2.51 

2.54 

2.55 

2.32 

2.28 

2.36 

2.44 

2.56 

EI^/NQ = 6dB 

0n=O39OO 

^W 

1.5631 

1.8052 

1.8824 

1.6265 

1.5075 

1.7688 

1.7486 

1.7702 

1.7086 

1.7111 

P-w 

2.1357 

2.7939 

2.9771 

2.9316 

3.3081 

3.7305 

3.7427 

3.8950 

4.1323 

4.2925 

error 

2.65 

2.27 

2.11 

2.08 

2.29 

2.06 

2.10 

2.01 

2.51 

2.32 

'ij 

0.5377 

0.8473 

0.8220 

0.8680 

0.9727 

1.0863 

1.0897 

1.1503 

1.2573 

1.2223 

d-
y 

1.4146 

1.5220 

1.5605 

1.2775 

1.2080 

1.3955 

1.3942 

1.4357 

1.3312 

1.3734 

E^/NQ = lOdB 

0„= 0.2451 

^W 

1.0459 

1.2477 

1.2300 

0.9631 

0.9160 

1.0824 

1.0746 

1.0806 

1.0657 

1.0661 

\^W 

1.8496 

2.6533 

2.7729 

2.8213 

3.1401 

3.5513 

3.5586 

3.7153 

3.8906 

4.0781 

error 

1.60 

1.35 

1.00 

1.70 

1.62 

1.73 

1.72 

1.27 

1.68 

1.52 

Ef^/NQ = 20dB 

0„= 0.0771 

^W 

0.3436 

0.4013 

0.3921 

0.2805 

0.2685 

0.3347 

0.3329 

0.3230 

0.3322 

0.3223 

P-w 

1.6641 

2.4751 

2.5659 

2.6260 

2.9570 

3.3384 

3.3423 

3.5083 

3.7139 

3.8716 

error 
[%] 

0.51 

0.51 

0.49 

0.50 

0.73 

1.05 

0.81 

0.83 

1.07 

0.78 

E^/NQ = 30dB 

0„= 0.0244 

^W 

0.1131 

0.1273 

0.1297 

0.0848 

0.0809 

0.1067 

0.1085 

0.0958 

0.1120 

0.0979 

P-w 

1.6172 

2.4658 

2.5425 

2.6040 

2.9189 

3.2754 

3.2817 

3.4551 

3.6689 

3.8018 

error 
[%] 

0.32 

0.21 

0.22 

0.29 

0.40 

0.78 

0.72 

0.33 

0.55 

0.51 
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Table G.7. Parameters of fitted truncated normal distribution for Wy, a, t̂ ay with Gaussian l/Q 
lowpass filters BT=0.4, £{, = 1 and GMSK BT=0.5. 

'ij 

0.6568 

0.7354 

0.7998 

0.8908 

0.9541 

0.9570 

0.9963 

0.9971 

1.0225 

1.0861 

''a 

1.3716 

1.4091 

1.4190 

1.2553 

1.1963 

1.2949 

1.3070 

1.3060 

1.2369 

1.2495 

E^/NQ = OdB 

0„=O.6528 

Gw 

2.9117 

2.6970 

2.7726 

2.8400 

2.8930 

2.9691 

2.9562 

2.9507 

2.9258 

2.9924 

^W 

2.2341 

2.6293 

2.7350 

2.7169 

2.9693 

2.9184 

3.0768 

3.0879 

3.2534 

3.4012 

error 
[%] 

3.65 

3.02 

2.96 

2.62 

2.49 

2.51 

2.52 

2.56 

2.39 

2.46 

E[,/NQ = AdB 

0„=O.4123 

^W 

1.6314 

1.6988 

1.7430 

1.5902 

1.5699 

1.6445 

1.6934 

1.6810 

1.6223 

1.6595 

l^W 

2.1975 

2.3989 

2.5537 

2.9088 

3.1784 

3.1501 

3.2857 

3.2853 

3.4275 

3.5637 

error 
[%] 

2.36 

2.18 

2.17 

1.99 

2.10 

2.04 

1.97 

1.99 

2.16 

2.17 

Ef^/NQ = 6dB 

^w 

1.3006 

1.3715 

1.4101 

1.2132 

1.2059 

1.2516 

1.2903 

1.2932 

1.2445 

1.2808 

0n=O.327 

\^w 

2.1617 

2.3876 

2.5441 

2.8964 

3.1458 

3.1333 

3.2560 

3.2631 

3.3822 

3.5202 

error 
[%] 

1.64 

1.54 

1.55 

1.84 

2.02 

1.83 

1.95 

1.93 

1.99 

2.01 

'ij 

0.6568 

0.7354 

0.7998 

0.8908 

0.9541 

0.9570 

0.9963 

0.9971 

1.0225 

1.0861 

d-
y 

1.3716 

1.4091 

1.4190 

1.2553 

1.1963 

1.2949 

1.3070 

1.3060 

1.2369 

1.2495 

EI^/NQ = lOdB 
an=0.2055 

^W 

0.8218 

0.8466 

0.8715 

0.7391 

0.7393 

0.7699 

0.7952 

0.7948 

0.7652 

0.7905 

\^W 

2.1088 

2.3336 

2.4904 

2.8029 

3.0407 

3.0277 

3.1545 

3.1551 

3.2706 

3.4027 

error 

0.91 

0.93 

1.03 

1.29 

1.43 

1.30 

1.43 

1.44 

1.37 

1.40 

EI^/NQ = 20dB 

0„=O.O628 

^W 

0.2623 

0.2751 

0.2883 

0.2235 

0.2265 

0.2333 

0.2534 

0.2529 

0.2400 

0.2558 

P-w 

1.9907 

2.2202 

2.3977 

2.6906 

2.9125 

2.9052 

3.0279 

3.0289 

3.1335 

3.2797 

error 
[%] 

0.48 

0.45 

0.37 

0.49 

0.47 

0.61 

0.71 

0.75 

0.60 

0.66 

EI^/NQ = 30dB 

0„=O.O2Of 

^W 

0.0869 

0.0903 

0.0929 

0.0691 

0.0713 

0.0709 

0.0841 

0.0844 

0.0755 

0.0848 

P-w 

1.9706 

2.2061 

2.3992 

2.6728 

2.8698 

2.8730 

2.9920 

2.9940 

3.0857 

3.2580 

error 
[%] 

0.28 

0.17 

0.16 

0.14 

0.25 

0.15 

0.41 

0.45 

0.31 

0.25 
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Table G.8. Parameters of fitted truncated 
lowpass filters BT=0.5 

normal distribution for w;̂ , a,-^ ay with Gaussian l/Q 
, Wy, a, ^ fly and GMSK BT=0.5. 

'ij 

0.7960 

0.8959 

0.9321 

0.9866 

1.0473 

1.0616 

1.0890 

1.0894 

1.1229 

1.1586 

<y 

1.3844 

1.4252 

1.4281 

1.2954 

1.2534 

1.3384 

1.3421 

1.3416 

1.2973 

1.3011 

EJ^/NQ = OdB 

0n= 0.7181 

^W 

3.4106 

3.5464 

3.4595 

3.3788 

3.4161 

3.5340 

3.5073 

3.6634 

3.5285 

3.5628 

\^W 

3.0643 

3.2516 

3.3768 

3.3217 

3.4712 

3.5479 

3.6383 

3.5429 

3.7506 

3.8213 

error 
[%] 

3.29 

3.27 

2.96 

2.74 

2.65 

2.68 

2.71 

2.91 

2.56 

2.60 

Ef^/NQ = AdB 

0„= 0.4663 

o^y 

1.9640 

2.0460 

2.0598 

1.9092 

1.8801 

1.9920 

2.0248 

1.9982 

1.9523 

1.9764 

\^w 

2.7811 

3.0327 

3.1114 

3.3462 

3.5594 

3.6345 

3.6964 

3.6981 

3.8565 

3.9294 

error 
[%] 

2.40 

2.30 

2.34 

2.15 

2.23 

2.20 

2.12 

2.16 

2.28 

2.28 

EI^/NQ = 6dB 

(5„= 0.365 

^W 

1.5492 

1.6268 

1.6540 

1.4599 

1.4381 

1.5096 

1.5355 

1.5386 

1.4944 

1.5106 

P-w 

2.7074 

2.9747 

3.0627 

3.3130 

3.5221 

3.5866 

3.6451 

3.6525 

3.8025 

3.8664 

error 
[%] 

1.78 

1.72 

1.80 

2.04 

2.20 

2.04 

2.12 

2.09 

2.20 

2.21 

'ij 

0.7960 

0.8959 

0.9321 

0.9866 

1.0473 

1.0616 

1.0890 

1.0894 

1.1229 

1.1586 

d. 

1.3844 

1.4252 

1.4281 

1.2954 

1.2534 

1.3384 

1.3421 

1.3416 

1.2973 

1.3011 

E,^/NQ = lOdB 

0n= 0.2278 

^W 

0.9688 

1.0083 

1.0251 

0.8818 

0.8708 

0.9265 

0.9420 

0.9415 

0.9058 

0.9300 

P-w 

2.6015 

2.8746 

2.9572 

3.1688 

3.3703 

3.4446 

3.5045 

3.5056 

3.6460 

3.7052 

error 

1.16 

1.17 

1.27 

1.51 

1.63 

1.58 

1.67 

1.65 

1.64 

1.64 

E^/NQ = 20dB 

0 

^W 

0.3126 

0.3322 

0.3433 

0.2660 

0.2617 

0.2841 

0.3015 

0.3000 

0.2826 

0.2974 

•„= 0.0733 

P-w 

2.4258 

2.7082 

2.8044 

3.0014 

3.1979 

3.2597 

3.3263 

3.3255 

3.4587 

3.5294 

error 
[%] 

0.70 

0.68 

0.65 

0.63 

0.62 

0.86 

0.94 

0.97 

0.79 

1.01 

EI^/NQ = 30dB 

0„= 0.023 

Cyy 

0.1056 

0.1113 

0.1129 

0.0800 

0.0802 

0.0869 

0.1006 

0.1010 

0.0888 

0.1006 

P-w 

2.3884 

2.6874 

2.7959 

2.9623 

3.1469 

3.2030 

3.2735 

3.2743 

3.3966 

3.4790 

error 
[%] 

0.32 

0.20 

0.22 

0.18 

0.23 

0.46 

0.66 

0.68 

0.57 

0.56 
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Table G.9. Parameters of fitted truncated 
lowpass filters BT=0, 

normal distribution for Wy, a,- ^ ay with Gaussian l/Q 
&,£{, = 1 and GMSK BT=0.5. 

'ij 

0.8765 

0.9925 

1.0097 

1.0440 

1.1017 

1.1256 

1.1424 

1.1427 

1.1828 

1.1996 

dii 

1.3926 

1.4360 

1.4344 

1.3187 

1.2855 

1.3642 

1.3628 

1.3625 

1.3318 

1.3304 

E^/NQ = OdB 

On= 0.7982 

^W 

4.1457 

4.1839 

3.8901 

3.8848 

4.3587 

4.6073 

4.0481 

4.0202 

4.5582 

4.0392 

M-w 

3.4502 

3.7946 

3.9796 

3.8185 

3.5683 

3.6924 

4.0783 

4.0711 

3.8339 

4.1839 

error 
[%] 

3.75 

3.44 

3.09 

2.85 

3.42 

3.60 

2.82 

2.89 

3.41 

2.71 

EI^/NQ = AdB 

On= 0.5082 

^W 

2.2096 

2.3240 

2.3358 

2.1672 

2.1504 

2.2680 

2.2999 

2.3061 

2.2506 

2.2546 

\^W 

3.2052 

3.4869 

3.5013 

3.6604 

3.8378 

3.9679 

3.9890 

3.9881 

4.1679 

4.1707 

error 

[%] 

2.55 

2.43 

2.47 

2.27 

2.32 

2.30 

2.32 

2.40 

2.41 

2.42 

Ef^/NQ = 6dB 

0n= 0.3977 

^W 

1.7430 

1.8335 

1.8500 

1.6591 

1.6171 

1.7339 

1.7268 

1.7361 

1.6967 

1.7045 

P-w 

3.0704 

3.3929 

3.4063 

3.5910 

3.7722 

3.8885 

3.9140 

3.9189 

4.0737 

4.0876 

error 
[%] 

1.96 

1.97 

1.98 

2.18 

2.34 

2.29 

2.28 

2.32 

2.40 

2.38 

'ij 

0.8765 

0.9925 

1.97 

1.0440 

1.1017 

1.1256 

1.1424 

1.1427 

1.1828 

1.1996 

d-

1.3926 

1.4360 

1.4344 

1.3187 

1.2855 

1.3642 

1.3628 

1.3625 

1.3318 

1.3304 

EI^/NQ = lOdB 

an= 0.2510 

^w 

1.2654 

1.1343 

1.1462 

0.9994 

0.9802 

1.0525 

1.0581 

1.0591 

1.0326 

1.0388 

P-w 

2.9342 

3.2324 

3.2549 

3.4167 

3.5771 

3.7232 

3.7300 

3.7336 

3.8918 

3.9138 

error 

3.92 

1.41 

1.48 

1.76 

1.86 

1.78 

1.86 

1.84 

1.74 

1.95 

EI^/NQ = 20dB 

an= 0.0798 

Oyy 

0.3496 

0.3759 

0.3838 

0.2986 

0.2923 

0.3244 

0.3358 

0.3348 

0.3195 

0.3284 

\^W 

2.6891 

3.82 

3.0485 

3.1955 

3.3684 

3.4863 

3.5063 

3.5088 

3.6594 

3.6795 

error 
m 

0.90 

0.92 

0.93 

0.97 

0.88 

1.20 

1.19 

1.23 

1.20 

1.19 

EI^/NQ = 30dB 

G^= 0.0252 

Cyy 

0.1203 

0.1292 

0.1300 

0.0878 

0.0861 

0.1023 

0.1132 

0.1129 

0.0998 

0.1103 

\^W 

2.6320 

2.9772 

3.0283 

3.1366 

3.3094 

3.4106 

3.4398 

3.4397 

3.5835 

3.6111 

error 

0.54 

0.21 

0.16 

0.30 

0.31 

0.90 

0.95 

0.94 

0.94 

0.98 
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Table G.10. Parameters of fitted truncated normal distribution for Wjj, a, jt ay with l/Q maximally 
flat lowpass filters BT=0.4, £[, = 1 and GMSK BT=0.5. 

'ij 

0.6535 

0.7262 

0.7981 

0.8922 

0.9577 

0.9681 

1.0057 

1.0063 

1.0333 

1.1027 

Si 
E,/l 

1.3742 

1.4110 

1.4223 

1.2598 

1.2988 

1.2050 

1.3121 

1.3112 

1.2450 

1.2589 

EI^/NQ = OdB 

0n= 0.6436 

^W 

2.8400 

2.6631 

2.8202 

2.7703 

2.8471 

2.7854 

2.8944 

2.9739 

2.8755 

2.9059 

l^w 

1.9861 

2.3826 

2.4745 

2.6209 

2.8489 

2.991 \ 

2.9906 

2.9639 

3.2298 

3.3970 

error 

[%] 

3.62 

3.04 

3.27 

2.45 

2.38 

2.43 

2.39 

2.49 

2.32 

2.35 

Ey/NQ = AdB 

0„= 0.4058 

^W 

1.6848 

1.6563 

1.9532 

1.5362 

1.5986 

1.5359 

1.6453 

1.7022 

1.5813 

1.6144 

P^W 

2.0375 

2.2905 

2.3681 

2.8806 

3.1028 

3.2069 

3.2646 

3.2559 

3.4279 

3.5881 

error 
[%] 

2.60 

2.12 

3.00 

1.91 

1.93 

2.18 

1.96 

2.32 

2.11 

2.11 

E^/NQ = 6dB 

0n= 0.3224 

^W 

1.2872 

1.3368 

1.3811 

1.1837 

1.2288 

1.1761 

1.2546 

1.2578 

1.2166 

1.2559 

P-w 

2.0699 

2.2945 

2.4576 

2.8867 

3.0929 

3.1693 

3.2400 

3.2480 

3.3909 

3.5563 

error 

[%] 

1.54 

1.35 

1.34 

1.83 

1.84 

1.90 

1.83 

1.76 

1.79 

1.98 

'ij 

0.6535 

0.7262 

0.7981 

0.8922 

0.9577 

0.9681 

1.0057 

1.0063 

1.0333 

1.1027 

d, 

1.3742 

1.4110 

1.4223 

1.2598 

1.2988 

1.2050 

1.3121 

1.3112 

1.2450 

1.2589 

E^/NQ = lOdB 

0„= 0.2021 

^W 

0.8050 

0.8300 

0.8663 

0.7240 

0.7458 

0.7262 

0.7767 

0.7814 

0.7508 

0.7788 

P-W 

2.0506 

2.2682 

2.4539 

2.7960 

3.0055 

3.0650 

3.1535 

3.1611 

3.2841 

3.4410 

error 
[%] 

0.76 

1.04 

0.98 

1.29 

1.33 

1.31 

1.35 

1.33 

1.21 

1.29 

E^/NQ = 20dB 

0n= 0.0644 

^W 

0.2606 

0.2698 

0.2808 

0.2206 

0.2287 

0.2243 

0.2477 

0.2486 

0.2342 

0.2483 

P-W 

1.9666 

2.1826 

2.3931 

2.6977 

2.9006 

2.9501 

3.0447 

3.0446 

3.1633 

3.3240 

error 
[%] 

0.46 

0.34 

0.32 

0.53 

0.58 

0.42 

0.72 

0.62 

0.48 

0.60 

E^/NQ = 30dB 

0n= 0.0201 

^W 

0.0840 

0.0859 

0.0892 

0.0683 

0.0702 

0.0706 

0.0833 

0.0833 

0.0730 

0.0823 

P-W 

1.9602 

2.1783 

2.3942 

2.6765 

2.8749 

2.9110 

3.0178 

3.0195 

3.1185 

3.3081 

error 

0.20 

0.17 

0.22 

0.18 

0.18 

0.25 

0.30 

0.35 

0.21 

0.15 
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Table G.11. Parameters of fitted truncated normal distribution for Ŵy, ai^Oj with l/Q maximally 
flat lowpass filters BT=0.5, f^ = / and GMSK BT=0.5. 

'ij 

0.8291 

0.9219 

0.9649 

1.0096 

1.0857 

1.0900 

1.1282 

1.1284 

1.1653 

1.2020 

dii 

1.3916 

1.4317 

1.4354 

1.3109 

1.3533 

1.2787 

1.3573 

1.3573 

1.3221 

1.3262 

E^/NQ = OdB 

0„= 0.7081 

^W 

3.1891 

3.2681 

3.4018 

3.5741 

3.4466 

3.3506 

3.4587 

3.4939 

3.4535 

3.4709 

\^W 

2.8276 

3.0699 

3.1054 

3.0044 

3.4224 

3.4702 

3.4849 

3.4692 

3.7365 

3.8178 

error 
[%] 

3.08 

2.93 

3.19 

2.94 

2.57 

2.49 

2.51 

2.60 

2.40 

2.39 

E^/NQ = AdB 

a„= 0.4440 

^W 

2.1684 

2.0139 

2.0579 

1.8601 

1.9458 

1.8340 

1.9556 

1.9809 

1.8904 

1.9151 

\^w 

2.5898 

2.9478 

3.0239 

3.3524 

3.6298 

3.6627 

3.7192 

3.7068 

3.9273 

4.0076 

error 
[%] 

3.08 

2.09 

2.15 

2.00 

2.04 

2.27 

1.98 

2.03 

2.17 

2.21 

E^/NQ = 6dB 

0n= 0.3561 

^W 

1.5583 

1.6200 

1.6410 

1.4302 

1.4879 

1.3938 

1.5030 

1.5126 

1.4481 

1,4686 

P-W 

2.6510 

2.9395 

3.0163 

3.3470 

3.5991 

3.6055 

3.6859 

3.6901 

3.8749 

3.9637 

error 

1.58 

1.47 

1.52 

1.93 

1.93 

1.98 

1.96 

1.89 

1.94 

2.08 

'ij 

0.8291 

0.9219 

0.9649 

1.0096 

1.0857 

1.0900 

1.1282 

1.1284 

1.1653 

1.2020 

du 

1.3916 

1.4317 

1.4354 

1.3109 

1.3533 

1.2787 

1.3573 

1.3573 

1.3221 

1.3262 

E^/NQ = 10^5 
0„= 0.2220 

^W 

0.9710 

0.9970 

1.0276 

0.8739 

0.9043 

0.8540 

0.9264 

0.9246 

0.8874 

0.9094 

P^W 

2.6134 

2.8726 

2.9835 

3.2255 

3.4798 

3.4726 

3.5653 

3.5690 

3.7342 

3.8177 

error 

1.08 

1.20 

1.16 

1.42 

1.46 

1.44 

1.46 

1.46 

1.37 

1.40 

E^/NQ = 20dB 

0„= 0.0714 

(Sw 

0.3168 

0.3293 

0.3378 

0.2665 

0.2818 

0.2609 

0.2976 

0.2981 

0.2763 

0.2865 

\^w 

2.4930 

2.7676 

2.8931 

3.0800 

3.3308 

3.3198 

3.4175 

3.4173 

3.5725 

3.6516 

error 

0.48 

0.40 

0.35 

0.61 

0.74 

0.51 

0.83 

0.76 

0.63 

0.73 

E^/NQ = 30dB 

0„= 0.0223 

^W 

0.1027 

0.1054 

0.1072 

0.0814 

0.0884 

0.0810 

0.1014 

0.1013 

0.0853 

0.0972 

P-W 

2.4871 

2.7652 

2.8942 

3.0351 

3.2811 

3.2742 

3.3854 

3.3856 

3.5156 

3.6082 

error 
[%] 

0.20 

0.18 

0.15 

0.26 

0.48 

0.25 

0.31 

0.35 

0.30 

0.35 
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Table G.12. Parameters of fitted truncated normal distribution for Ŵy, â  ^ aj with l/Q maximally 
flat lowpass filters BT=0.5, £t, = l and GMSK BT=0.5. 

'ij 

0.9618 

1.0730 

1.0916 

1.0958 

1.1759 

1.1999 

1.2182 

1.2183 

1.2593 

1.2710 

du 

1.4058 

1.4489 

1.4469 

1.3470 

1.3281 

1.3924 

1.3902 

1.3898 

1.3744 

1.3717 

E^/NQ = OdB 

0„= 0.7687 

^W 

3.7075 

3.9074 

3.9871 

4.2222 

3.8964 

3.9803 

4.2729 

4.4784 

3.9572 

3.9607 

P'W 

3.4564 

3.6368 

3.6446 

3.4162 

3.8828 

3.9786 

3.8057 

3.6061 

4.1981 

4.2453 

error 
[%] 

3.08 

3.07 

3.18 

3.22 

2.51 

2.64 

3.05 

3.25 

2.60 

2.56 

E^/NQ = AdB 

0„= 0.4889 

^W 

2.2368 

2.3726 

2.3631 

2.1808 

2.1167 

2.2562 

2.2879 

2.2535 

2.1896 

2.1996 

P-W 

3.1800 

3.4781 

3.5056 

3.7421 

3.9981 

4.0491 

4.0928 

4.0648 

4.3108 

4.3371 

error 

2.25 

2.13 

2.21 

2.14 

2.25 

2.19 

2.17 

2.20 

2.25 

2.26 

E^/NQ = 6dB 

0n= 0.3900 

^W 

1.7928 

1.8679 

1.8690 

1.6575 

1.6018 

1.7105 

1.7264 

1.7348 

1.6597 

1.6720 

P-W 

3.1285 

3.4482 

3.4713 

3.7051 

3.9389 

4.0197 

4.0337 

4.0380 

4.2534 

4.2677 

error 
[%] 

1.74 

1.65 

1.75 

2.03 

2.13 

2.07 

2.08 

2.00 

2.21 

2.22 

'ij 

0.9618 

1.0730 

1.0916 

1.0958 

1.1759 

1.1999 

1.2182 

1.2183 

1.2593 

1.2710 

du 

1.4058 

1.4489 

1.4469 

1.3470 

1.3281 

1.3924 

1.3902 

1.3898 

1.3744 

1.3717 

E^/NQ = lOdB 

0n= 0.2451 

^W 

1.1086 

1.1607 

1.1605 

0.9975 

0.9721 

1.0558 

1.0619 

1.0661 

1.0200 

1.0285 

P^W 

3.0483 

3.3685 

3.3992 

3.5636 

3.7815 

3.8626 

3.8839 

3.8858 

4.0775 

4.0990 

error 
[%] 

1.29 

1.42 

1.31 

1.56 

1.59 

1.53 

1.59 

1.67 

1.57 

1.65 

E^/NQ = 20dB 

0„= 0.0771 

^w 

0.3658 

0.3852 

0.3925 

0.3092 

0.2950 

0.3335 

0.3455 

0.3435 

0.3133 

0.3237 

P^w 

2.8929 

3.2217 

3.2736 

3.3710 

3.5859 

3.6671 

3.6964 

3.6986 

3.8694 

3.8910 

error 
[%] 

0.65 

0.59 

0.48 

0.85 

0.64 

0.99 

1.02 

0.90 

0.73 

0.92 

E^/NQ = 30dB 

0„= 0.0244 

^W 

0.1200 

0.1245 

0.1249 

0.0954 

0.0895 

0.1100 

0.1188 

0.1186 

0.0975 

0.1062 

P-W 

2.8850 

3.2191 

3.2743 

3.3077 

3.5307 

3.6084 

3.6558 

3.6558 

3.8018 

3.8263 

error 

0.19 

0.16 

0.14 

0.47 

0.20 

0.70 

0.40 

0.46 

0.50 

0.71 
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Table G.13. Parameters of fitted truncated normal distribution for Wy, a, ^ aj with l/Q Gaussian 
filter BT=0.4, £y = 1 and MSK. 

'ij 

0.8577 

0.9218 

0.9700 

1.0177 

1.0341 

1.0817 

du 

1.3299 

1.3480 

1.2644 

1.2353 

1.2835 

1.2548 

Ey/NQ = OdB 

0„= 0.6528 

^W 

2.8703 

3.0950 

2.9496 

2.9201 

3.0084 

2.9682 

P^w 

2.6474 

2.6915 

2.9667 

3.2206 

3.1197 

3.4060 

error 
[%] 

2.84 

3.07 

2.42 

2.45 

2.43 

2.37 

Ey/NQ = AdB 

0n=O.4123 

^W 

1.7277 

1.7470 

1.6363 

1.6277 

1.6680 

1.6471 

P^w 

2.7356 

2.9071 

3.2189 

3.4057 

3.3809 

3.5711 

error 
[%] 

1.85 

1.85 

2.07 

2.15 

2.15 

2.12 

Ey/NQ = 6dB 

0„=O.327 

^W 

1.3287 

1.3706 

1.2499 

1.2453 

1.2778 

1.2798 

P-W 

2.7436 

2.9086 

3.2007 

3.3787 

3.3538 

3.5360 

error 

1.60 

1.53 

1.94 

1.96 

1.98 

2.00 

'ij 

0.8577 

0.9218 

0.9700 

1.0177 

1.0341 

1.0817 

du 

1.3299 

1.3480 

1.2644 

1.2353 

1.2835 

1.2548 

Ey/NQ = 10 dB 

0„= 0.2055 

^W 

0.8143 

0.8416 

0.7633 

0.7708 

0.7891 

0.7906 

l^W 

2.6797 

2.8448 

3.0969 

3.2553 

3.2503 

3.4079 

error 
[%] 

1.21 

1.27 

1.38 

1.36 

1.49 

1.34 

Ey/NQ = 20dB 

0„= 0.0628 

Oyy 

0.2684 

0.2813 

0.2369 

0.2386 

0.2550 

0.2511 

\^W 

2.5778 

2.7654 

2.9723 

3.1235 

3.1276 

3.2771 

error 
[%] 

0.51 

0.40 

0.69 

0.57 

0.75 

0.64 

Ey/NQ = 30dB 

0n= 0.0.205 

^W 

0.0874 

0.0893 

0.0748 

0.0749 

0.0861 

0.0844 

P-W 

2.5727 

2.7653 

2.9294 

3.0752 

3.1021 

3.2456 

error 
[%] 

0.25 

0.21 

0.45 

0.30 

0.34 

0.23 
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Table G.14. Parameters of fitted truncated normal distribution for Wij, ai ̂  Oj with Gaussian l/Q 
lowpass filters BT=0.5, £^ = 1 and MSK. 

'ij 

1.0224 

1.0663 

1.0938 

1.1212 

1.1377 

1.1651 

d-
y 

1.3528 

1.3650 

1.3126 

1.2968 

1.3251 

1.3095 

Ey/NQ = OdB 

0„=O.7181 

^W 

3.6591 

3.5639 

3.5431 

3.5210 

3.5787 

3.5642 

\^w 

3.3054 

3.4783 

3.5818 

3.7379 

3.6756 

3.8529 

error 

[%] 

3.1000 

2.7900 

2.6300 

2.5900 

2.6500 

2.5300 

Ey/NQ = AdB 

0n=O.4663 

^W 

2.0613 

2.0619 

1.9829 

1.9592 

1.9981 

1.9639 

P-W 

3.3911 

3.5030 

3.7196 

3.8411 

3.8256 

3.9532 

error 

[%] 

2.0900 

2.1100 

2.2100 

2.2800 

2.3000 

2.2500 

Ey/NQ = 6dB 

0„=O.365 

^W 

1.5753 

1.6073 

1.5046 

1.4918 

1.5269 

1.5211 

P-W 

3.3666 

3.4689 

3.6769 

3.8021 

3.7789 

3.9133 

error 

[%] 

1.9700 

1.8800 

2.1300 

2.1900 

2.2000 

2.2400 

'ij 

1.0224 

1.0663 

1.0938 

1.1212 

1.1377 

1.1651 

du 

1.3528 

1.3650 

1.3126 

1.2968 

1.3251 

1.3095 

Ey/NQ = lOdB 

0n=O.2278 

^W 

0.9667 

0.9872 

0.9174 

0.9123 

0.9383 

0.9317 

P-W 

3.2466 

3.3549 

3.5292 

3.6349 

3.6344 

3.7414 

error 

[%] 

1.5300 

1.5800 

1.6300 

1.6100 

1.7100 

1.6300 

Ey/NQ = 20dB 

0n=O.O733 

^W 

0.3200 

0.3331 

0.2871 

0.2821 

0.3025 

0.2930 

P-W 

3.0853 

3.2084 

3.3535 

3.4578 

3.4586 

3.5582 

error 

[%] 

0.8300 

0.7500 

0.9900 

0.8700 

1.0300 

0.9100 

Ey/NQ = 30dB 

0n=O.O23O 

^W 

0.1083 

0.1095 

0.0940 

0.0885 

0.1040 

0.0987 

P-W 

3.0665 

3.1989 

3.2957 

3.3938 

3.4143 

3.5021 

error 

[%] 

0.2600 

0.2300 

0.7600 

0.5600 

0.5500 

0.5800 
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Table G.15. Parameters of fitted truncated normal distribution for Wy, a,7tay with Gaussian l/Q 
lowpass filters BT=0.6, £y = 1 and MSK. 

'ij 

1.1155 

1.1471 

1.1646 

1.1822 

1.1963 

1.2138 

du 

1.3687 

1.3773 

1.3415 

1.3316 

1.3503 

1.3405 

Ey/NQ = OdB 

0„= 0.7982 

C^ 

4.0658 

4.1588 

4.0566 

4.0502 

4.0691 

4.0689 

P^w 

3.9559 

3.9603 

4.0552 

4.1485 

4.1358 

4.2518 

error 

[%] 

2.9300 

3.0200 

2.7500 

2.7100 

2.8000 

2.7400 

Ey/NQ = AdB 

0„= 0.5082 

^W 

2.3284 

2.3159 

2.2756 

2.2432 

2.2737 

2.2424 

P-W 

3.8295 

3.9124 

4.0609 

4.1369 

4.1259 

4.2243 

error 

[%] 

2.2900 

2.3200 

2.3900 

2.4100 

2.4500 

2.4000 

Ey/NQ = 6dB 

0n= 0.3977 

^W 

1.7650 

1.8002 

1.7104 

1.7009 

1.7286 

1.7258 

P-W 

3.7751 

3.8427 

3.9918 

4.0834 

4.0632 

4.1674 

error 
[%] 

2.2600 

2.1600 

2.3500 

2.4100 

2.4400 

2.4400 

'ij 

1.1155 

1.1471 

1.1646 

1.1822 

1.1963 

1.2138 

du 

1.3687 

1.3773 

1.3415 

1.3316 

1.3503 

1.3405 

Ey/NQ = lOdB 

0„= 0.2510 

^W 

1.0805 

1.0987 

1.0386 

1.0326 

1.0569 

1.0487 

P'W 

3.6048 

3.6815 

3.8063 

3.8796 

3.8819 

3.9575 

error 

[%] 

1.8100 

1.8300 

1.8900 

1.9100 

1.9400 

1.8900 

Ey/NQ = 20dB 

0„= 0.0798 

^W 

0.3568 

0.3669 

0.3259 

0.3184 

0.3385 

0.3284 

\^W 

3.3876 

3.4722 

3.5841 

3.6603 

3.6591 

3.7303 

error 

[%] 

1.1700 

1.1200 

1.2300 

1.1400 

1.3300 

1.2500 

Ey/NQ = 30dB 

0n= 0.0252 

^W 

0.1249 

0.1270 

0.1071 

0.0999 

0.1164 

0.1089 

P-W 

3.3466 

3.4416 

3.5129 

3.5829 

3.5950 

3.6573 

error 

[%] 

0.4000 

0.3000 

1.0700 

0.8700 

0.9600 

0.9500 
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Table G.16. Parameters of fitted truncated normal distribution for Wy, a,- 5t ay with l/Q maximally 
flat lowpass filters BT=0.4, £b = 1 and MSK. 

'ij 

0.8602 

0.9303 

0.9800 

1.0326 

1.0502 

1.0997 

du 

1.3326 

1.3523 

1.2687 

1.2445 

1.2894 

1.2656 

Ey/NQ = OdB 

0n= 0.6436 

^W 

3.0319 

2.8743 

2.8776 

3.0846 

2.9213 

2.9174 

P-W 

2.2480 

2.6092 

2.8966 

3.1290 

3.0773 

3.4058 

error 
[%] 

3.1700 

2.7900 

2.4300 

2.8400 

2.4200 

2.3300 

Ey/NQ = AdB 

0n= 0.4058 

^W 

1.7039 

1.7286 

1.5929 

1.5813 

1.6360 

1.6255 

P-W 

2.6310 

2.8300 

3.2070 

3.4362 

3.3758 

3.6128 

error 

1.7800 

1.7700 

1.9600 

2.1800 

2.1000 

2.0800 

Ey/NQ = 6dB 

0„= 0.3224 

^W 

1.3192 

1.3597 

1.2116 

1.2192 

1.2537 

1.2574 

P-W 

2.6625 

2.8600 

3.1782 

3.3935 

3.3533 

3.5612 

error 

[%] 

1.4400 

1.4000 

1.7500 

1.9400 

1.8900 

1.9700 

'ij 

0.8602 

0.9303 

0.9800 

1.0326 

1.0502 

1.0997 

du 

1.3326 

1.3523 

1.2687 

1.2445 

1.2894 

1.2656 

Ey/NQ = lOdB 

0„= 0.2021 

^W 

0.8122 

0.8446 

0.7535 

0.7497 

0.7804 

0.7760 

P-W 

2.6391 

2.8209 

3.0927 

3.2884 

3.2609 

3.4499 

error 

1.1700 

1.1600 

1.3500 

1.2000 

1.3500 

1.2600 

Ey/NQ = 20dB 

0„= 0.0644 

^W 

0.2660 

0.2764 

0.2375 

0.2344 

0.2553 

0.2460 

P-W 

2.5808 

2.7895 

2.9779 

3.1581 

3.1607 

3.3257 

error 

0.2800 

0.3200 

0.6200 

0.5500 

0.6900 

0.5500 

Ey/NQ = 30dB 

0„= 0.0201 

c^ 

0.0842 

0.0868 

0.0769 

0.0735 

0.0838 

0.0813 

P-W 

2.5797 

2.7908 

2.9451 

3.1147 

3.1501 

3.2998 

error 
[%] 

0.1100 

0.1400 

0.4100 

0.2500 

0.2000 

0.2300 
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Table G.17. Parameters of fitted truncated normal distribution for W,y, a, ?t ay with l/Q maximally 
flat lowpass filters BT=0.5, £h = I and MSK. 

'ij 

1.0761 

1.1252 

1.1452 

1.1684 

1.1943 

1.2141 

du 

1.3621 

1.3756 

1.3292 

1.3239 

1.3431 

1.3378 

Ey/NQ = OdB 

0n= 0.7081 

a^y 

3.4353 

3.6230 

3.7544 

3.4309 

3.4730 

3.4951 

P-W 

3.1351 

3.1892 

3.3163 

3.8010 

3.6318 

3.8738 

error 

2.7700 

2.9300 

2.9300 

2.4300 

2.5800 

2.4100 

Ey/NQ = AdB 

a„= 0.4440 

^W 

2.0547 

2.0719 

1.9340 

1.8923 

1.9732 

1.9255 

P-W 

3.3393 

3.4816 

3.7617 

3.9527 

3.8882 

4.0757 

error 
[%] 

1.9200 

1.9400 

2.0800 

2.2500 

2.1900 

2.2200 

Ey/NQ = 6dB 

0n= 0.3561 

^W 

1.5782 

1.6165 

1.4715 

1.4567 

1.5072 

1.4818 

P-W 

3.3584 

3.5001 

3.7274 

3.8956 

3.8538 

4.0091 

error 
[%] 

1.7000 

1.6500 

1.8700 

2.0700 

2.0100 

2.1100 

'ij 

1.0761 

1.1252 

1.1452 

1.1684 

1.1943 

1.2141 

du 

1.3621 

1.3756 

1.3292 

1.3239 

1.3431 

1.3378 

Ey/NQ = lOdB 

0„= 0.2220 

^W 

0.9805 

1.0068 

0.9136 

0.8907 

0.9357 

0.9122 

^^W 

3.3051 

3.4257 

3.6087 

3.7530 

3.7286 

3.8674 

error 
[%] 

1.3600 

1.3600 

1.5000 

1.3300 

1.5100 

1.3900 

Ey/NQ = 20dB 

On= 0.0714 

^W 

0.3274 

0.3358 

0.2962 

0.2772 

0.3102 

0.2873 

P-W 

3.2278 

3.3741 

3.4630 

3.5844 

3.5956 

3.6972 

error 

0.3300 

0.3700 

0.7700 

0.6500 

0.7700 

0.6800 

Ey/NQ = 30dB 

0n= 0.0223 

^W 

0.1037 

0.1053 

0.0995 

0.0864 

0.1026 

0.0949 

P-W 

3.2273 

3.3752 

3.4354 

3.5277 

3.5827 

3.6488 

error 
[%] 

0.1500 

0.1500 

0.2500 

0.3200 

0.1800 

0.4600 
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Table G.18. Parameters of fitted truncated normal distribution for Wij, a, it aj with l/Q maximally 
flat lowpass filters BT=0.6, £y = 1 and MSK. 

'ij 

1.2341 

1.2644 

1.2658 

1.2678 

1.2965 

1.2996 

du 

1.3873 

1.3772 

1.3728 

1.3966 

1.3866 

1.3822 

Ey/NQ = OdB 

0n= 0.7687 

^W 

4.0158 

4.0590 

4.0062 

3.9575 

4.0151 

4.0527 

P-W 

3.7495 

3.8577 

4.0149 

4.2701 

4.1047 

4.2787 

error 

2.8400 

2.5600 

2.6600 

2.8200 

2.4700 

2.6800 

Ey/NQ = AdB 

0n=O.4889 

^W 

2.3661 

2.3747 

2.2475 

2.1934 

2.2792 

2.2212 

P-W 

3.8954 

4.0051 

4.2021 

4.3515 

4.2936 

4.4344 

error 

2.1300 

2.3000 

2.1900 

2.1500 

2.3300 

2.2900 

Ey/NQ = 6dB 

0n=O39OO 

^W 

1.8104 

1.8423 

1.7104 

1.6857 

1.7354 

1.6936 

\^w 

3.8992 

3.9951 

4.1572 

4.2831 

4.2501 

4.3570 

error 

1.9800 

2.2400 

2.0200 

1.8900 

2.2300 

2.2000 

'ij 

1.2341 

1.2644 

1.2658 

1.2678 

1.2965 

1.2996 

du 

1.3873 

1.3772 

1.3728 

1.3966 

1.3866 

1.3822 

Ey/NQ = lOdB 

0„= 0.2451 

^W 

1.1266 

1.1497 

1.0589 

1.0215 

1.0740 

1.0398 

P-W 

3.8102 

3.8896 

4.0081 

4.1012 

4.0900 

4.1836 

error 
[%] 

1.5600 

1.5300 

1.6800 

1.5800 

1.6000 

1.6700 

Ey/NQ = 20dB 

0n= 0.0771 

^W 

0.3840 

0.3916 

0.3490 

0.3177 

0.3594 

0.3251 

P-W 

3.7023 

3.8019 

3.8250 

3.8942 

3.9170 

3.9713 

error 
[%] 

0.4400 

0.8300 

0.9700 

0.4300 

0.8500 

0.9500 

Ey/NQ = 30dB 

0„= 0.0244 

^W 

0.1222 

0.1232 

0.1186 

0.0990 

0.1209 

0.1062 

P-W 

3.7013 

3.8029 

3.7970 

3.8243 

3.8985 

3.9053 

error 
[%] 

0.1600 

0.4800 

0.2100 

0.1700 

0.7500 

0.1900 
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Table G.19. Parameters of fitted truncated normal distribution for Wij, ai = ay with Gaussian l/Q 
lowpass filters BT=0.4, Ey = 1 and GMSK BT=0.3 

^ij 

0.1319 

0.156 

0.1571 

0.1643 

0.0198 

0.0614 

0.127 

0.1388 

0.2334 

0.2677 

"ij 

0.5354 

0.4967 

0.3617 

0.3686 

1.757 

1.783 

1.805 

1.804 

1.882 

1.897 

Eb/N0=0dB 
a=0.6528 

^w 

1.581 

1.629 

1.479 

1.498 

2.579 

2.573 

2.579 

2.556 

2.864 

2.662 

P^ 

0.934 

0.9276 

0.7432 

0.7315 

3.355 

3.218 

3.131 

3.163 

3.256 

3.249 

error 
[%] 

3.20 

3.15 

3.24 

3.23 

2.93 

2.87 

2.90 

2.91 

3.52 

3.00 

Eb/N0=4dB 
0=0.4123 

^W 

0.7583 

0.8054 

0.779 

0.8044 

1.479 

1.468 

1.458 

1.461 

1.572 

1.57 

hv 

0.6498 

0.6701 

0.3461 

0.331 

2.161 

2.098 

2.051 

2.061 

2.205 

2.129 

error 
[%] 

3.14 

3.25 

3.36 

3.25 

2.51 

2.54 

2.60 

2.57 

2.75 

2.76 

Eb/N0=6dB 
( 

^W 

0.5459 

0.5556 

0.5975 

0.6057 

1.154 

1.139 

1.136 

1.132 

1.435 

1.25 

J=0.327 

ŵ 

0.5811 

0.6386 

0.2966 

0.3143 

1.728 

1.676 

1.657 

1.667 

1.717 

1.754 

error 
[%] 

3.23 

2.87 

3.21 

3.25 

2.39 

2.43 

2.49 

2.45 

3.69 

2.67 

^ij 

0.1319 

0.156 

0.1571 

0.1643 

0.0198 

0.0614 

0.127 

0.1388 

0.2334 

0.2677 

"ii 

0.5354 

0.4967 

0.3617 

0.3686 

1.757 

1.783 

1.805 

1.804 

1.882 

1.897 

Eb/N0=10dB 
0=0.2055 

^W 

0.2698 

0.2765 

0.3559 

0.3897 

0.7054 

0.8456 

0.692 

0.7032 

0.8383 

0.8399 

^ 

0.5046 

0.5619 

0.3941 

0.4051 

1.096 

1.025 

1.09 

1.101 

1.219 

1.209 

error 
[%] 

3.07 

2.75 

2.37 

2.78 

2.28 

3.86 

2.19 

2.16 

2.47 

2.47 

Eb/N0=20dB 
0=0.0628 

^W 

0.0618 

0.0675 

0.0994 

0.1017 

0.223 

0.225 

0.2279 

0.2268 

0.3435 

0.3394 

liw 

0.3987 

0.4683 

0.468 

0.4904 

0.3521 

0.3831 

0.4953 

0.5227 

0.7841 

0.8298 

error 
[%] 

0.85 

0.78 

1.13 

1.08 

2.07 

1.75 

1.10 

0.94 

0.48 

0.43 

Eb/N0=30dB 
0=0.0205 

^w 

0.0188 

0.0212 

0.0314 

0.0320 

0.0723 

0.0750 

0.0725 

0.0723 

0.1097 

0.111 

IV 

0.3958 

0.4678 

0.471 

0.4928 

0.1227 

0.2114 

0.3842 

0.4181 

0.7229 

0.8035 

error 
[%] 

0.31 

0.29 

0.45 

0.46 

1.80 

0.65 

0.25 

0.30 

0.12 

0.10 
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Table G.20. Parameters of fitted truncated normal distribution for Ŵy, a, = ay with Gaussian l/Q 
lowpass filters BT=0.5, £y = l and GMSK BT=0.3. 

^ij 

0.1286 

0.1491 

0.1481 

0.153 

0.0117 

0.0641 

0.1213 

0.132 

0.172 

0.2248 

"ij 

0.5083 

0.4784 

0.3465 

0.3515 

1.839 

1.847 

1.853 

1.853 

1.921 

1.923 

Eb/N0=0dB 
a=0.7181 

^W 

1.943 

2.026 

1.815 

1.985 

3.212 

3.205 

3.439 

3.19 

3.303 

3.293 

P^ 

1.218 

1.128 

1.039 

0.8565 

4.179 

4.111 

3.908 

4.007 

4.235 

4.116 

error 
[%] 

3.25 

3.29 

3.30 

3.60 

2.76 

2.83 

3.47 

2.79 

2.80 

2.93 

Eb/N0=4dB 
a=0.4663 

^W 

0.9335 

0.9423 

0.8905 

0.9059 

2.155 

1.805 

1.79 

1.811 

1.888 

1.874 
J 

P^ 

0.7044 

0.7257 

0.4585 

0.4595 

2.564 

2.651 

2.602 

2.612 

2.731 

2.702 

error 
[%] 

3.25 

3.11 

3.29 

3.25 

3.97 

2.44 

2.44 

2.51 

2.50 

2.48 

Eb/N0=6dB 
0=0.365 

^W 

0.6705 

0.7053 

0.6569 

0.6747 

1.403 

1.397 

1.366 

1.391 

1.458 

1.478 

P^ 

0.5951 

0.599 

0.3483 

0.3449 

2.142 

2.12 

2.095 

2.109 

2.2 

2.174 

error 
[%] 

3.11 

3.31 

3.41 

3.25 

2.31 

2.35 

2.37 

2.28 

2.42 

2.39 

^ij 

0.1286 

0.1491 

0.1481 

0.153 

0.0117 

0.0641 

0.1213 

0.132 

0.172 

0.2248 

"ij 

0.5083 

0.4784 

0.3465 

0.3515 

1.839 

1.847 

1.853 

1.853 

1.921 

1.923 

Eb/N0=10dB 
0=0.2278 

^W 

0.3345 

0.3404 

0.4059 

0.4058 

0.8584 

0.8546 

0.859 

0.8565 

0.9281 

0.9316 

1% 

0.5059 

0.546 

0.333 

0.3534 

1.369 

1.349 

1.356 

1.358 

1.424 

1.441 

error 
[%] 

2.76 

2.67 

2.85 

2.82 

2.14 

2.12 

2.13 

2.06 

2.26 

2.26 

Eb/N0=20dB 
0=0.0733 

^W 

0.0758 

0.0791 

0.1106 

0.1124 

0.2668 

0.2778 

0.2861 

0.2901 

0.3704 

0.3882 

^ 

0.3904 

0.4487 

0.4414 

0.4564 

0.4332 

0.463 

0.5332 

0.5558 

0.6487 

0.7448 

error 

0.92 

0.95 

1.30 

1.23 

1.94 

1.86 

1.36 

1.25 

1.53 

1.15 

Eb/N0=30dB 
0=0.023 

^W 

0.0231 

0.0244 

0.0349 

0.0354 

0.0858 

0.1027 

0.0993 

0.1001 

0.1294 

1 0.132 

hv 

0.3856 

0.447 

0.444 

0.4587 

0.1403 

0.243 

0.3738 

0.4029 

0.5475 

0.677 

error 
[%] 

0.31 

0.40 

0.39 

0.45 

1.88 

0.79 

0.36 

0.30 

0.21 

0.15 
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Table G.21. Parameters of fitted truncated normal distribution for W^j, ai = aj with Gaussian l/Q 
lowpass filters BT=0.6, £y = I and GMSK BT=0.3. 

^ij 

0.1257 

0.1439 

0.1423 

0.1459 

0.0075 

0.0791 

0.1181 

0.1286 

0.1297 

0.1976 

d.. 
y 

0.4919 

0.4672 

0.3374 

0.3411 

1.886 

1.884 

1.88 

1.882 

1.944 

1.938 

Eb/N0=0dB 
0=0.7982 

CTw 

2.366 

2.303 

2.195 

2.178 

3.831 

3.794 

3.769 

4.265 

3.833 

4.48 

P^ 

1.416 

1.47 

1.279 

1.306 

4.884 

4.852 

4.802 

4.56 

4.963 

4.575 

error 
[%] 

3.20 

3.23 

3.34 

3.3 

2.90 

2.82 

2.88 

3.81 

2.84 

3.88 

Eb/N0=4dB 
0=0.5082 

^w 

1.087 

1.081 

1.02 

1.02 

2.133 

2.118 

2.442 

2.483 

2.176 

2.156 

hv 

0.7834 

0.7814 

0.5614 

0.5703 

3.171 

3.123 

2.964 

2.971 

3.212 

3.207 

error 
[%] 

3.15 

3.23 

3.34 

3.30 

2.41 

2.46 

3.77 

3.93 

2.47 

2.45 

Eb/N0=6dB 
0=0.3977 

a ^ 

0.7948 

0.7628 

0.7534 

0.7384 

1.629 

1.634 

1.617 

1.626 

1.692 

1.928 

^w 

0.6184 

0.6473 

0.3812 

0.4104 

2.527 

2.502 

2.463 

2.483 

2.57 

2.486 

error 
[%] 

3.39 

3.09 

3.50 

3.31 

2.32 

2.36 

2.31 

2.24 

2.30 

3.60 

^ij 

0.1257 

0.1439 

0.1423 

0.1459 

0.0075 

0.0791 

0.1181 

0.1286 

0.1297 

0.1976 

"ij 

0.4919 

0.4672 

0.3374 

0.3411 

1.886 

1.884 

1.88 

1.882 

1.944 

1.938 

Eb/N0=10dB 

^W 

0.3878 

0.4585 

0.4509 

0.4554 

1.004 

0.9954 

0.9943 

0.9948 

1.036 

1.053 

CJ=0.251 

^ 

0.5086 

0.5087 

0.2966 

0.3072 

1.61 

1.601 

1.586 

1.597 

1.649 

1.667 

error 
[%] 

2.79 

3.80 

3.18 

3.21 

2.05 

2.09 

2.08 

2.11 

2.11 

2.13 

Eb/N0=20dB 
0=0.0798 

^W 

0.0901 

0.0887 

0.12 

0.1221 

0.3112 

0.3248 

0.3338 

0.3352 

0.377 

0.4063 

Pyf 

0.3847 

0.4348 

0.4229 

0.4345 

0.509 

0.5417 

0.5842 

0.6037 

0.6173 

0.7226 

error 
[%] 

0.92 

1.14 

1.56 

1.58 

1.97 

1.84 

1.58 

1.53 

1.89 

1.44 

Eb/N0=30dB 
0=0.0252 

^W 

0.0272 

0.0269 

0.0382 

0.0384 

0.0981 

0.1416 

0.1222 

0.1232 

0.1457 

0.1479 

hv 

0.3768 

0.4315 

0.4265 

0.4369 

0.1616 

0.2756 

0.3704 

0.3992 

0.4316 

0.6007 

error 
[%] 

0.22 

0.39 

0.65 

0.52 

1.88 

2.49 

0.44 

0.42 

0.23 

0.17 
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Table G.22. Parameters of fitted truncated normal distribution for W,y, a, = ay with l/Q maximally 
flat lowpass filters BT=0.4, £y = 1 and GMSK BT=0.3. 

"ij 

0.1344 

0.1594 

0.1595 

0.1669 

0.0151 

0.0633 

0.1255 

0.137 

0.2603 

0.2778 

"ij 

0.5373 

0.5002 

0.3635 

0.3706 

1.767 

1.791 

1.811 

1.811 

1.889 

1.902 

Eb/N0=0dB 
0=0.6436 

^W 

1.538 

1.795 

1.464 

1.493 

2.518 

2.474 

2.813 

2.454 

2.584 

2.608 

Ŝv 

0.8389 

0.6037 

0.5781 

0.5623 

3.206 

3.058 

2.73 

2.943 

3.132 

2.982 

error 
[%] 

3.06 

3.67 

3.14 

3.11 

2.88 

3.01 

3.81 

3.02 

3.09 

3.06 

Eb/N0=4dB 
0=0.4058 

^W 

0.7836 

0.7581 

0.7844 

0.7734 

1.444 

1.425 

1.409 

1.4 

1.541 

1.532 

P^ 

0.5904 

0.6895 

0.2788 

0.3242 

2.068 

1.985 

1.932 

1.937 

2.063 

1.992 

error 
[%] 

3.57 

3.02 

3.24 

3.30 

2.59 

2.56 

2.70 

2.64 

2.76 

2.84 

Eb/N0=6dB 
0=0.3224 

^W 

0.5132 

0.528 

0.5901 

0.6037 

1.123 

1.097 

1.09 

1.088 

1.244 

1.233 

hv 

0.5866 

0.6543 

0.2828 

0.2958 

1.656 

1.593 

1.557 

1.572 

1.696 

1.629 

error 
[%] 

3.11 

2.86 

3.13 

3.11 

2.43 

2.48 

2.55 

2.56 

2.78 

2.72 

"ij 

0.1344 

0.1594 

0.1595 

0.1669 

0.0151 

0.0633 

0.1255 

0.137 

0.2603 

0.2778 

"ij 

0.5373 

0.5002 

0.3635 

0.3706 

1.767 

1.791 

1.811 

1.811 

1.889 

1.902 

Eb/N0=10dB 
0=0.2021 

^W 

0.2516 

0.2647 

0.3496 

0.3795 

0.687 

0.6833 

0.6756 

0.676 

0.8441 

0.8331 

IV 

0.5076 

0.5718 

0.4049 

0.4212 

1.044 

1.016 

1.029 

1.045 

1.182 

1.154 

error 

[%] 

3.23 

2.71 

2.25 

2.52 

2.38 

2.36 

2.22 

2.19 

2.62 

2.53 

Eb/N0=20dB 
a=0.0644 

^w 

0.0563 

0.0655 

0.0971 

0.0998 

0.2156 

0.2255 

0.2409 

0.2103 

0.3382 

0.3626 

P^ 

0.4048 

0.4782 

0.4763 

0.4976 

0.3367 

0.3699 

0.4839 

0.5108 

0.8498 

0.8528 

error 
[%] 

0.93 

0.71 

1.02 

1.03 

2.23 

2.10 

3.39 

1.07 

0.28 

1.82 

Eb/N0=30dB 
0=0.0201 

^W 

0.0172 

0.0206 

0.0307 

0.0315 

0.0693 

0.0686 

0.0640 

0.0641 

0.1063 

0.1076 

hv 

0.4031 

0.4779 

0.478 

0.5002 

0.1135 

0.2109 

0.3793 

0.4128 

0.7959 

0.8332 

error 
[%] 

0.35 

0.24 

0.42 

0.41 

2.02 

0.56 

0.21 

0.21 

0.15 

0.16 
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Table G.23. Parameters of fitted truncated normal distribution for Wy, a, = ay with l/Q maximally 
flat lowpass filters BT=0.5, £y^ 1 and GMSK BT=0.3. 

e.. 
y 

0.1311 

0.1523 

0.1497 

0.1542 

0.0021 

0.0628 

0.1149 

0.1247 

0.2017 

0.2292 

"ij 

0.5056 

0.4807 

0.3465 

0.3512 

1.871 

1.873 

1.872 

1.873 

1.939 

1.936 

Eb/N0=0dB 
0=0.7081 

^W 

1.808 

1.868 

1.736 

1.758 

3.014 

3.049 

2.988 

2.998 

3.124 

3.085 

P-N 

1.073 

1.037 

0.8384 

0.8092 

3.936 

3.804 

3.719 

3.686 

3.871 

3.778 

error 
[%] 

3.25 

3.13 

3.23 

3.26 

2.86 

2.96 

2.93 

2.95 

2.89 

2.92 

Eb/N0=4dB 

Ow 

0.8795 

0.8915 

0.8459 

0.8737 

1.74 

1.74 

1.688 

1.71 

1.794 

1.799 

CT=0.444 

hv 
0.6584 

0.6981 

0.3962 

0.3848 

2.555 

2.471 

2.4 

2.398 

2.529 

2.474 

error 
[%] 

3.18 

3.07 

3.32 

3.28 

2.43 

2.45 

2.57 

2.62 

2.73 

2.71 

Eb/N0=6dB 
0=0.3561 

^W 

0.6088 

0.6372 

0.6399 

0.6536 

1.341 

1.324 

1.314 

1.315 

1.412 

1.406 

Hf 

0.5899 

0.6208 

0.3058 

0.3131 

2.026 

1.978 

1.934 

1.94 

2.03 

1.998 

error 
[%] 

3.16 

3.05 

3.31 

3.24 

2.31 

2.46 

2.43 

2.44 

2.56 

2.68 

"ij 

0.1311 

0.1523 

0.1497 

0.1542 

0.0021 

0.0628 

0.1149 

0.1247 

0.2017 

0.2292 

"ij 

0.5056 

0.4807 

0.3465 

0.3512 

1.871 

1.873 

1.872 

1.873 

1.939 

1.936 

Eb/N0=10dB 
( 

^W 

0.3053 

0.3171 

0.3971 

0.428 

0.8266 

0.8207 

0.8165 

0.892 

0.9188 

0.9229 

CJ=0.222 

iv 
0.5082 

0.5576 

0.341 

0.3356 

1.284 

1.264 

1.253 

1.249 

1.339 

1.317 

error 

[%] 

2.98 

2.61 

2.75 

2.99 

2.21 

2.21 

2.18 

2.97 

2.41 

2.49 

Eb/N0=20dB 
0=0.0714 

^W 

0.0665 

0.0769 

0.1068 

0.1083 

0.2561 

0.2639 

0.2655 

0.2656 

0.3779 

0.3844 

P^ 

0.3966 

0.4579 

0.4458 

0.4604 

0.4112 

0.4362 

0.509 

0.5294 

0.6915 

0.745 

error 
[%] 

1.01 

0.82 

1.21 

1.26 

2.10 

1.89 

1.39 

1.25 

1.28 

0.95 

Eb/N0=30dB 
0=0.0223 

^W 

0.0201 

0.0238 

0.0337 

0.0342 

0.0819 

0.0910 

0.0852 

0.0857 

0.1264 

0.1279 

hv 
0.3931 

0.4567 

0.4489 

0.4624 

0.1298 

0.2306 

0.3543 

0.3808 

0.6213 

0.6915 

error 
[%] 

0.36 

0.24 

0.39 

0.41 

2.07 

0.74 

0.33 

0.22 

0.15 

0.14 
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Table G.24. Parameters of fitted truncated normal distribution for Wy, â  = ay with l/Q maximally 
flat lowpass filters BT=0.6, £y = l and GMSK BT=0.3. 

"ij 

0.1265 

0.1446 

0.1414 

0.1439 

0.0055 

0.0718 

0.1051 

0.1139 

0.1469 

0.1874 

"ij 

0.482 

0.4659 

0.3338 

0.3366 

1.942 

1.929 

1.914 

1.916 

1.973 

1.959 

Eb/N0=0dB 
0=0.7687 

^W 

2.208 

2.124 

2.025 

2.068 

3.656 

3.904 

3.551 

3.537 

3.64 

3.908 

P^ 

1.216 

1.325 

1.098 

1.046 

4.654 

4.401 

4.43 

4.413 

4.587 

4.389 

error 

[%] 

3.39 

3.28 

3.28 

3.22 

3.00 

3.43 

2.94 

3.00 

2.89 

3.45 

Eb/N0=4dB 
0=0.4889 

^W 

1.016 

1.016 

0.9565 

0.9505 

2.023 

2.034 

1.996 

2.003 

2.067 

2.065 

hv 

0.7095 

0.7308 

0.4873 

0.5011 

3.019 

2.941 

2.875 

2.897 

2.979 

2.941 

error 
[%] 

3.21 

3.14 

3.25 

3.35 

2.41 

2.49 

2.55 

2.58 

2.63 

2.61 

Eb/N0=6dB 
0=0.39 

^W 

0.706 

0.7482 

0.6916 

0.8107 

1.58 

1.775 

1.536 

1.843 

1.615 

1.614 

hv 

0.6043 

0.6034 

0.3585 

0.2189 

2.411 

2.29 

2.286 

2.206 

2.369 

2.351 

error 
[%] 

3.16 

3.24 

3.38 

3.89 

2.22 

3.49 

2.48 

3.94 

2.47 

2.48 

"ij 

Eb/N0=10dB 

0=0.2451 

'w P^ 
error 

[%] 

Eb/N0=20dB 

0=0.0771 

'w Hf 
error 
[%] 

Eb/N0=30dB 

a=0.0244 

'w hv 
error 
[%] 

0.1265 

0.1446 

0.1414 

0.1439 

0.0055 

0.0718 

0.1051 

0.1139 

0.1469 

0.1874 

0.482 

0.4659 

0.3338 

0.3366 

1.942 

1.929 

1.914 

1.916 

1.973 

1.959 

0.3543 

0.3678 

0.4168 

0.4229 

0.9607 

0.962 

0.9515 

1.113 

1.004 

1.015 

0.5022 

0.5351 

0.3036 

0.3086 

1.529 

1.502 

1.48 

1.434 

1.543 

1.531 

2.94 

2.53 

3.07 

2.98 

2.02 

2.19 

2.14 

3.62 

2.26 

2.26 

0.0767 

0.0858 

0.1147 

0.1156 

0.2999 

0.3103 

0.3105 

0.3117 

0.4218 

0.4036 

0.3848 

0.4358 

0.4201 

0.4278 

0.485 

0.5108 

0.5461 

0.5612 

0.5951 

0.6794 

1.18 

1.05 

1.49 

1.39 

1.96 

1.88 

1.57 

1.48 

2.79 

1.65 

0.0230 

0.0266 

0.0361 

0.0365 

0.0943 

0.1165 

0.1058 

0.1068 

0.1456 

0.1432 

0.3795 

0.4334 

0.4236 

0.4313 

0.1535 

0.2621 

0.3352 

0.3584 

0.4618 

0.5788 

0.29 

0.39 

0.55 

0.50 

1.93 

0.97 

0.42 

0.40 

0.22 

0.15 
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Table G.25. Parameters of fitted truncated normal distribution for Ŵy, a, = ay with Gaussian l/Q 
lowpass filters BT=0.4, Ey= 1 and GMSK BT=0.5. 

"ij 

0.0995 

0.1026 

0.1045 

0.1052 

0.0053 

0.0535 

0.0626 

0.0634 

0.2556 

0.2002 

"ii 

0.4064 

0.4009 

0.2849 

0.2859 

1.749 

1.777 

1.803 

1.803 

1.848 

1.873 

Eb/N0=0dB 
0=0.652? 

^W 

1.491 

1.509 

1.404 

1.407 

2.589 

2.568 

2.893 

2.58 

2.651 

2.64 

^ 

0.8063 

0.8008 

0.6854 

0.6842 

3.344 

3.258 

3.03 

3.188 

3.324 

3.252 

; 

error 
[%] 

3.21 

3.19 

3.27 

3.23 

2.91 

2.87 

3.75 

2.96 

2.95 

3.02 

Eb/N0=4dB 
0=0.4123 

% 

0.7942 

0.7108 

0.6809 

0.673 

1.716 

1.483 

1.47 

1.66 

1.576 

1.552 

hv 

0.402 

0.5026 

0.2941 

0.3105 

2.071 

2.108 

2.066 

2.003 

2.2 

2.124 

error 
[%] 

3.63 

3.15 

3.24 

3.34 

3.82 

2.58 

2.66 

3.60 

2.72 

2.76 

Eb/N0=6dB 
0=0.327 

Ow 

0.4943 

0.4989 

0.5001 

0.4981 

1.149 

1.151 

1.146 

1.135 

1.245 

1.217 

^ 

0.4361 

0.4415 

0.2222 

0.2216 

1.713 

1.679 

1.655 

1.662 

1.784 

1.723 

error 
[%] 

3.11 

3.05 

3.30 

3.30 

2.44 

2.44 

2.49 

2.52 

2.61 

2.63 

"ij 

0.0995 

0.1026 

0.1045 

0.1052 

0.0053 

0.0535 

0.0626 

0.0634 

0.2556 

0.2002 

"ij 

0.4064 

0.4009 

0.2849 

0.2859 

1.749 

1.777 

1.803 

1.803 

1.848 

1.873 

Eb/N0=10dB 
o=0.205f 

^W 

0.2432 

0.2526 

0.3028 

0.3089 

0.7068 

0.8464 

0.8353 

0.7017 

0.834 

0.8046 

^w 

0.3807 

0.3893 

0.2218 

0.215 

1.092 

1.028 

1.008 

1.058 

1.236 

1.157 

error 

[%] 

2.85 

2.94 

2.91 

2.82 

2.29 

3.84 

3.8 

2.36 

2.5 

2.60 

Eb/N0=20dB 
0=0.0628 

^W 

0.0533 

0.0555 

0.0824 

0.0824 

0.2207 

0.2336 

0.2236 

0.2253 

0.3389 

0.3353 

hv 

0.301 

0.31 

0.3107 

0.3134 

0.3462 

0.3606 

0.3779 

0.3796 

0.8162 

0.6812 

error 
[%] 

0.93 

0.98 

1.36 

1.40 

2.14 

2.24 

1.79 

1.77 

0.48 

0.81 

Eb/N0=30dB 
0=0.0205 

^W 

0.0162 

0.0170 

0.0259 

0.0259 

0.0694 

0.0938 

0.0722 

0.0721 

0.1098 

0.1083 

^v 

0.2985 

0.3078 

0.313 

0.3155 

0.11 

0.1769 

0.2106 

0.2124 

0.768 

0.6228 

error 
[%] 

0.32 

0.30 

0.46 

0.45 

2.17 

1.54 

0.58 

0.59 

0.15 

0.14 
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Table G.26. Parameters of fitted truncated normal distribution for Ŵy, a,- = ay with Gaussian l/Q 
lowpass filters BT=0.5, Ey = l and GMSK BT=0.5. 

"ij 

0.0849 

0.0868 

0.0872 

0.0876 

0.0016 

0.0307 

0.0431 

0.0435 

0.1932 

0.1623 

d.. -
y 

0.3669 

0.3638 

0.2581 

0.2586 

1.835 

1.849 

1.862 

1.862 

1.898 

1.911 

Eb/N0=0dB 
0=0.7181 

^W 

1.84 

1.839 

1.729 

1.76 

3.21 

3.236 

3.231 

3.217 

3.269 

3.254 

hv 
1.053 

1.066 

0.9976 

0.952 

4.17 

4.147 

4.103 

4.095 

4.211 

4.171 

error 
[%] 

3.22 

3.19 

3.26 

3.32 

2.75 

2.81 

2.86 

2.84 

2.88 

2.93 

Eb/N0=4dB 
0=0.4663 

^W 

0.8394 

0.8448 

0.7862 

0.7805 

2.025 

1.817 

1.805 

1.808 

1.872 

1.88 

H/ 

0.5293 

0.5375 

0.4071 

0.4277 

2.614 

2.663 

2.628 

2.639 

2.724 

2.711 

error 
[%] 

3.27 

3.18 

3.26 

3.32 

3.46 

2.54 

2.49 

2.50 

2.55 

2.52 

"ij 

0.0849 

0.0868 

0.0872 

0.0876 

0.0016 

0.0307 

0.0431 

0.0435 

0.1932 

0.1623 

"ij 

0.3669 

0.3638 

0.2581 

0.2586 

1.835 

1.849 

1.862 

1.862 

1.898 

1.911 
J —— 

Eb/N0=10( 
o=0.227J 

^W 

0.2921 

0.2911 

0.357 

0.314 

0.8614 

0.8593 

0.8622 

0.856 

0.9297 

1.056 

P^ 

0.3369 

0.3418 

0.1286 

0.1818 

1.364 

1.351 

1.338 

1.346 

1.434 

1.354 

IB 
I 

error 
[%] 

2.91 

2.85 

3.91 

3.31 

2.14 

2.13 

2.17 

2.19 

2.28 

1 3.63 

Eb 
C 

^W 

0.0608 

0.0624 

0.0858 

0.0861 

0.267 

0.2674 

0.2691 

0.2675 

0.3692 

0.3622 

W0=20c 
i=0.0733 

^ 

0.2597 

0.2658 

0.2596 

0.2606 

0.4324 

0.433 

0.4373 

0.4387 

0.6725 

0.6079 

IB 
\ 

error 
[%] 

1.47 

1.36 

1.66 

1.75 

1.99 

2.01 

2.00 

1.96 

1.37 

1.72 

Eb/N0=6dB 
0=0.365 

^W 

0.58 

0.5929 

0.5382 

0.5444 

1.61 

1.401 

1.385 

1.481 

1.462 

1.464 

Ŝv 

0.4263 

0.4244 

0.2969 

0.2917 

2.075 

2.124 

2.114 

2.102 

2.197 

2.168 

error 
[%] 

3.17 

3.16 

3.39 

3.33 

3.59 

2.27 

2.36 

2.79 

2.34 

2.39 

Eb/N0=30c 
0=0.023 

^W 

0.0179 

0.0186 

0.0271 

0.0271 

0.0846 

0.0940 

0.0925 

0.0940 

0.1312 

0.1295 

m^ 
0.2546 

0.2604 

0.2617 

0.2626 

0.1365 

0.1557 

0.1801 

0.1812 

0.5858 

0.5036 

IB 

error 
[%] 

0.41 

0.40 

0.60 

0.56 

1.95 

1.89 

1.12 

1.28 

0.22 

0.20 



Appendices 225 

Table G.27. Parameters of fitted truncated normal distribution for W^ a, = ay with Gaussian l/Q 
lowpass filters BT=0.6, £y = 1 and GMSK BT=0.5 

"ij 

0.0751 

0.0764 

0.0765 

0.0766 

0.0006 

0.0177 

0.0353 

0.0356 

0.1489 

0.1334 

"ii 

0.3417 

0.3397 

0.2408 

0.241 

1.883 

1.89 

1.897 

1.897 

1.927 

1.934 

Eb/N0=0dB 
0=0.7982 

^w 

2.171 

2.182 

2.156 

2.095 

3.792 

3.801 

3.83 

3.827 

3.888 

3.895 

^w 

1.333 

1.295 

1.183 

1.218 

4.906 

4.868 

4.853 

4.855 

4.926 

4.925 

error 

[%] 

3.29 

3.30 

3.21 

3.27 

2.88 

2.90 

2.83 

2.83 

2.85 

2.87 

Eb/N0=4dB 
0=0.5082 

^W 

0.9649 

0.9544 

0.8957 

0.8952 

2.128 

2.116 

2.101 

2.121 

2.163 

2.175 

IV 

0.6162 

0.6199 

0.5307 

0.5308 

3.162 

3.147 

3.124 

3.133 

3.21 

3.194 

error 
[%] 

3.3 

3.24 

3.32 

3.25 

2.40 

2.41 

2.46 

2.52 

2.49 

2.55 

Eb/N0=6dB 
0=0.3977 

ĉ w 

0.6524 

0.6644 

0.6175 

0.6014 

1.627 

1.647 

1.627 

1.632 

1.67 

1.658 

hv 

0.4606 

0.4474 

0.3363 

0.3646 

2.525 

2.509 

2.499 

2.515 

2.558 

2.554 

error 
[%] 

3.18 

3.27 

3.29 

3.35 

2.22 

2.32 

2.31 

2.24 

2.27 

2.26 

"ij 

0.0751 

0.0764 

0.0765 

0.0766 

0.0006 

0.0177 

0.0353 

0.0356 

0.1489 

0.1334 

"ii 

0.3417 

0.3397 

0.2408 

0.241 

1.883 

1.89 

1.897 

1.897 

1.927 

1.934 

Eb/N0=10dB 
( 

a ^ 

0.3327 

0.3322 

0.3251 

0.3289 

0.9956 

0.996 

0.9976 

0.9935 

1.038 

1.02 

J=0.251 

^ 

0.31 

0.3176 

0.1806 

0.1783 

1.603 

1.595 

1.593 

1.589 

1.655 

1.639 

error 
[%] 

3.05 

3.08 

3.38 

3.35 

1.98 

2.05 

2.10 

2.08 

2.10 

2.11 

Eb/N0=20dB 
0=0.0798 

^W 

0.0667 

0.0669 

0.0893 

0.0895 

0.311 

0.3092 

0.3124 

0.3107 

0.3801 

0.3721 

ŵ 

0.2342 

0.237 

0.2249 

0.2263 

0.5075 

0.5051 

0.5104 

0.5117 

0.6333 

0.6114 

error 
[%] 

1.73 

1.56 

2.02 

2.03 

1.91 

1.86 

1.87 

1.91 

1.80 

1.85 

Eb/N0=30dB 
0=0.0252 

^W 

0.0192 

0.0197 

0.0279 

0.0278 

0.0977 

0.1002 

0.1056 

0.1057 

0.148 

0.1449 

îw 

0.2253 

0.2291 

0.229 

0.2294 

0.1607 

0.1671 

0.184 

0.1844 

0.4608 

0.4253 

error 
[%] 

0.45 

0.54 

0.73 

0.67 

1.86 

1.88 

1.67 

1.57 

0.37 

0.35 
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Table G.28. Parameters of fitted truncated normal distribution for w;y, aj = ay with l/Q maximally 
flat lowpass filters BT=0.4, £y = 1 and GMSK BT=0.5. 

"ij 

0.1045 

0.1079 

0.1089 

0.1096 

0.0028 

0.0653 

0.0549 

0.0556 

0.2914 

0.2285 

"ii 

0.4127 

0.4082 

0.2898 

0.2907 

1.761 

1.785 

1.809 

1.809 

1.856 

1.878 

Eb/N0=0dB 
0=0.6436 

^W 

1.443 

1.449 

1.363 

1.373 

2.513 

2.484 

2.484 

2.649 

2.583 

2.588 

IV 

0.7293 

0.74 

0.582 

0.5633 

3.199 

3.091 

2.972 

2.908 

3.153 

3.008 

error 
[%] 

3.05 

3.18 

3.14 

3.12 

2.88 

3.00 

2.93 

3.52 

3.06 

3.04 

Eb/N0=4dB 
0=0.4058 

^W 

0.6922 

0.6825 

0.6833 

0.6547 

1.44 

1.437 

1.413 

1.408 

1.54 

1.506 

v̂ 
0.4807 

0.5099 

0.2416 

0.2842 

2.065 

2.003 

1.949 

1.945 

2.09 

1.995 

error 
[%] 

3.25 

3.13 

3.28 

3.34 

2.58 

2.57 

2.75 

2.71 

2.71 

2.92 

Eb/N0=6dB 
0=0.3224 

^W 

0.4721 

0.5044 

0.5011 

0.5016 

1.119 

1.107 

1.097 

1.097 

1.24 

1.197 

hv 

0.4524 

0.4499 

0.2032 

0.2033 

1.654 

1.606 

1.553 

1.556 

1.723 

1.622 

error 
[%] 

3.10 

3.36 

3.46 

3.40 

2.42 

2.52 

2.68 

2.65 

2.79 

2.78 

"ij 

0.1045 

0.1079 

0.1089 

0.1096 

0.0028 

0.0653 

0.0549 

0.0556 

0.2914 

0.2285 

"ii 

0.4127 

0.4082 

0.2898 

0.2907 

1.761 

1.785 

1.809 

1.809 

1.856 

1.878 

Eb/N0=10dB 
0=0.2021 

^W 

0.232 

0.2381 

0.3116 

0.3159 

0.6844 

0.6913 

0.6795 

0.6778 

0.8421 

0.8052 

^w 

0.3963 

0.4075 

0.2259 

0.2265 

1.042 

1.019 

0.9895 

0.9954 

1.222 

1.105 

error 
[%] 

2.93 

2.72 

2.89 

2.90 

2.35 

2.44 

2.40 

2.45 

2.57 

2.62 

Eb/N0=20dB 
0=0.0644 

^W 

0.0520 

0.0550 

0.0818 

0.0826 

0.2149 

0.2781 

0.2142 

0.2137 

0.3338 

0.3601 

hv 

0.3151 

0.3252 

0.3248 

0.3258 

0.333 

0.3395 

0.3525 

0.3535 

0.9052 

0.7239 

error 
[%] 

0.91 

0.77 

1.20 

1.18 

2.24 

3.89 

1.91 

1.99 

0.31 

1.48 

Eb/N0=30dB 
0=0.020] 

^W 

0.0159 

0.0171 

0.0259 

0.0260 

0.0679 

0.0991 

0.0666 

0.0664 

0.107 

0.1073 

v̂ 
0.3133 

0.3234 

0.3263 

0.3283 

0.1049 

0.203 

0.19 

0.1918 

0.874 

0.689 

[ 

error 
[%] 

0.29 

0.24 

0.42 

0.45 

2.16 

1.21 

0.82 

0.79 

0.16 

0.19 
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Table G.29. Parameters of fitted truncated normal distribution for Ŵy, a, = a, with l/Q maximally 
flat lowpass filters BT=0.5, £y = 1 and GMSK BT=0.5. 

e.-
y 

0.0886 

0.0907 

0.0903 

0.0903 

0.0109 

0.0412 

0.0174 

0.0175 

0.2393 

0.2045 

"ii 

0.37 

0.3693 

0.2614 

0.2614 

1.87 

1.877 

1.884 

1.884 

1.92 

1.926 

Eb/N0=0dB 
0=0.7081 

^W 

1.693 

1.723 

1.608 

1.65 

3.016 

3.062 

3.026 

3.023 

3.112 

3.083 

v̂ 
0.9451 

0.9199 

0.8548 

0.8004 

3.936 

3.858 

3.798 

3.762 

3.901 

3.818 

error 
[%] 

3.24 

3.18 

3.24 

3.21 

2.86 

2.96 

2.94 

2.95 

2.89 

2.99 

Eb/N0=4dB 
< 

^W 

0.7851 

0.7946 

0.7345 

0.7608 

1.74 

1.751 

1.714 

1.714 

1.799 

1.79 

J=0.444 

hv 

0.5102 

0.511 

0.3622 

0.3372 

2.555 

2.497 

2.431 

2.439 

2.552 

2.501 

error 

[%] 

3.24 

3.17 

3.24 

3.24 

2.42 

2.44 

2.57 

2.70 

2.74 

2.73 

Eb/N0=6dB 
0=0.3561 

^W 

0.5399 

0.5454 

0.5238 

0.5222 

1.341 

1.335 

1.384 

1.324 

1.415 

1.391 

ŵ 

0.4244 

0.4319 

0.2539 

0.2623 

2.026 

1.994 

1.942 

1.954 

2.056 

2.013 

error 
[%] 

3.20 

3.14 

3.39 

3.39 

2.30 

2.47 

2.79 

2.50 

2.53 

2.64 

"ij 

0.0886 

0.0907 

0.0903 

0.0903 

0.0109 

0.0412 

0.0174 

0.0175 

0.2393 

0.2045 

"ii 

0.37 

0.3693 

0.2614 

0.2614 

1.87 

1.877 

1.884 

1.884 

1.92 

1.926 

Eb/N0=10dB 
( 

^W 

0.2964 

0.2755 

0.3076 

0.3153 

0.8249 

0.8239 

0.8166 

0.8126 

0.9218 

0.8949 

J=0.222 

hv 

0.3374 

0.3564 

0.1822 

0.173 

1.287 

1.269 

1.24 

1.243 

1.37 

1.311 

error 
[%] 

3.46 

2.82 

3.29 

3.16 

2.19 

2.25 

2.31 

2.34 

2.37 

2.52 

Eb/N0=20dB 
0=0.0714 

^W 

0.0581 

0.0618 

0.0849 

0.0846 

0.2558 

0.2639 

0.2561 

0.299 

0.3753 

0.3649 

IV 

0.2705 

0.2767 

0.2684 

0.2692 

0.412 

0.4106 

0.3929 

0.3828 

0.7619 

0.6626 

error 
[%] 

1.21 

1.00 

1.50 

1.54 

2.11 

2.27 

2.24 

3.67 

1.13 

1.63 

Eb/N0=30dB 
0=0.0223 

^W 

0.0174 

0.0187 

0.0267 

0.0267 

0.0830 

0.1004 

0.0812 

0.0818 

0.1282 

0.1305 

v̂ 
0.266 

0.2721 

0.271 

0.2708 

0.1329 

0.1607 

0.1337 

0.1336 

0.7179 

0.6142 

error 
[%] 

0.39 

0.26 

0.50 

0.52 

1.95 

1.98 

1.95 

2.00 

0.15 

0.17 
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Table G.30. Parameters of fitted truncated normal distribution for W,y, a, = ay with l/Q maximally 
flat lowpass filters BT=0.5, £y = i and GMSK BT=0.5. 

e.. 
y 

0.0745 

0.0756 

0.0754 

0.0750 

0.0124 

0.0169 

0.0122 

0.0125 

0.1896 

0.1798 

"ij 

0.3355 

0.3373 

0.2382 

0.2376 

1.944 

1.94 

1.937 

1.937 

1.966 

1.962 

Eb/N0=0dB 
0=0.7687 

^W 

2.022 

1.968 

1.929 

1.95 

3.652 

3.622 

3.599 

3.582 

3.652 

3.654 

^w 

1.139 

1.2 

1.064 

1.025 

4.663 

4.598 

4.523 

4.497 

4.614 

4.576 

error 
[%] 

3.21 

3.29 

3.26 

3.21 

2.99 

2.85 

2.89 

2.99 

2.84 

2.93 

Eb/N0=4dB 
0=0.4889 

^W 

0.9041 

0.8938 

0.844 

0.8397 

2.024 

2.041 

2.349 

2.035 

2.078 

2.075 

V̂ 
0.5496 

0.5627 

0.4504 

0.4499 

3.023 

2.972 

2.818 

2.938 

3.013 

2.973 

error 
[%] 

3.27 

3.27 

3.29 

3.28 

2.41 

2.51 

3.80 

2.54 

2.60 

2.60 

Eb/N0=6dB 
0=0.39 

^W 

0.6157 

0.6159 

0.5758 

0.5659 

1.582 

1.566 

1.549 

1.858 

1.609 

1.606 

hv 

0.423 

0.4298 

0.3029 

0.3131 

2.413 

2.379 

2.329 

2.237 

2.402 

2.386 

error 
[%] 

3.21 

3.26 

3.36 

3.38 

2.22 

2.29 

2.47 

3.98 

2.5 

2.42 

"ij 

0.0745 

0.0756 

0.0754 

0.0750 

0.0124 

0.0169 

0.0122 

0.0125 

0.1896 

0.1798 

"ii 

0.3355 

0.3373 

0.2382 

0.2376 

1.944 

1.94 

1.937 

1.937 

1.966 

1.962 

Eb/N0=10dB 
0=0.2451 

^W 

0.3033 

0.3334 

0.307 

0.3105 

0.962 

0.9615 

0.9569 

0.948 

1.01 

0.9976 

^̂ W 

0.3101 

0.2968 

0.171 

0.168 

1.53 

1.509 

1.486 

1.488 

1.572 

1.552 

error 
[%] 

3.04 

3.55 

3.45 

3.38 

2.00 

2.21 

2.20 

2.22 

2.26 

2.18 

Eb/N0=20dB 
0=0.077] 

^W 

0.0627 

0.0658 

0.0862 

0.0857 

0.3407 

0.2959 

0.2979 

0.3543 

0.3833 

0.3739 

^w 

0.2312 

0.2349 

0.2223 

0.2214 

0.4765 

0.4795 

0.4726 

0.4548 

0.6817 

0.6587 

L 

error 
[%] 

1.50 

1.35 

1.79 

1.8 

3.10 

2.05 

2.03 

3.79 

1.68 

1.72 

Eb/N0=30dB 
0=0.0244 

CTw 

0.0184 

0.0198 

0.0269 

0.0268 

0.0957 

0.0987 

0.0946 

0.0944 

0.1482 

0.1454 

V̂ 
0.2236 

0.2268 

0.2258 

0.2247 

0.1563 

0.1566 

0.1526 

0.1531 

0.5707 

0.5425 

error 
[%] 

0.37 

0.38 

0.68 

0.63 

1.83 

2.08 

1.97 

2.03 

0.31 

0.57 
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Table G.31. Parameters of fitted truncated normal distribution for Wy, a, = ay with l/Q Gaussian 
filter BT=0.4, Ey = 1 and MSK. 

"ij 

0.0635 

0.0640 

0.0005 

0.0481 

0.0010 

0.2243 

"ij 

0.3114 

0.2202 

1.747 

1.768 

1.788 

1.815 

Eb/N0=0dB 
0=0.6528 

^W 

1.41 

1.428 

1.344 

1.337 

2.599 

2.567 

v̂ 
0.7307 

0.7022 

0.666 

0.6642 

3.33 

3.275 

error 
[%] 

3.22 

3.26 

3.23 

3.17 

2.89 

2.92 

Eb/N0=4dB 
0=0.4123 

a^ 

0.6762 

0.6436 

0.5968 

0.598 

1.474 

1.48 

hv 

0.3481 

0.3831 

0.2921 

0.2949 

2.151 

2.112 

error 
[%] 

3.35 

3.22 

3.20 

3.36 

2.56 

2.51 

Eb/N0=6dB 
0=0.327 

^W 

0.4628 

0.4527 

0.4214 

0.4183 

1.156 

1.146 

v̂ 
0.3014 

0.3087 

0.1936 

0.1939 

1.717 

1.69 

error 
[%] 

3.41 

3.14 

3.34 

3.31 

2.45 

2.46 

"ij 

0.0635 

0.0640 

0.0005 

0.0481 

0.0010 

0.2243 

"ii 

0.3114 

0.2202 

1.747 

1.768 

1.788 

1.815 

Eb/N0=10dB 
0=0.2055 

^W 

0.2339 

0.2332 

0.2399 

0.2425 

0.7051 

0.7114 

v̂ 
0.2495 

0.2501 

0.1243 

0.1215 

1.092 

1.078 

error 

[%] 

3.38 

3.25 

3.26 

3.23 

2.30 

2.34 

Eb/N0=20dB 
0=0.0628 

^W 

0.0463 

0.0461 

0.0656 

0.0655 

0.2203 

0.27 

hv 

0.1952 

0.1949 

0.1898 

0.1896 

0.3456 

0.3493 

error 
[%] 

1.18 

1.22 

1.62 

1.59 

2.17 

3.54 

Eb/N0=30dB 
0=0.0205 

^W 

0.0138 

0.0138 

0.0206 

0.0207 

0.0696 

0.0983 

Mw 

0.1905 

0.1904 

0.192 

0.192 

0.109 

0.1743 

error 
[%] 

0.36 

0.24 

0.52 

0.61 

2.17 

1.44 
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Table G.32. Parameters of fitted truncated normal distribution for w;y, a,- = ay with Gaussian l/Q 
lowpass filters BT=0.5, Ey = 1 and MSK. 

"ij 

0.0438 

0.0439 

2.658e 

0.0384 

0.0220 

0.1647 

"ii 

0.2568 

0.1816 

1.834 

1.845 

1.856 

1.874 

Eb/N0=0dB 
0=0.7181 

^W 

2.051 

1.736 

1.662 

1.677 

3.381 

3.297 

IV 

0.5811 

0.9806 

0.9792 

0.9557 

4.094 

4.147 

error 
[%] 

3.60 

3.24 

3.23 

3.38 

3.17 

2.85 

Eb/N0=4dB 
0=0.4663 

^W 

0.7472 

0.7537 

0.7092 

0.7045 

1.803 

1.813 

v̂ 
0.4467 

0.4408 

0.391 

0.404 

2.692 

2.677 

error 
[%] 

3.28 

3.18 

3.26 

3.32 

2.47 

2.50 

Eb/N0=6dB 
( 

^W 

0.5048 

0.5041 

0.4623 

0.4746 

1.394 

1.399 

j=0.365 

IV 

0.3208 

0.321 

0.269 

0.2593 

2.14 

2.128 

error 
[%] 

3.26 

3.27 

3.33 

3.28 

2.35 

2.36 

"ij 

0.0438 

0.0439 

2.658e 

0.0384 

0.0220 

0.1647 

"ii 

0.2568 

0.1816 

1.834 

1.845 

1.856 

1.874 

Eb/N0=10dB 
0=0.2278 

^W 

0.2489 

0.2473 

0.236 

0.2357 

0.8588 

0.8589 

IV 

0.1981 

0.2009 

0.1213 

0.1215 

1.356 

1.358 

error 

[%] 

3.13 

3.19 

3.45 

3.39 

2.12 

2.08 

Eb/N0=20dB 
0=0.0733 

^W 

0.0483 

0.0481 

0.0634 

0.0633 

0.2684 

0.2715 

hv 

0.141 

0.1409 

0.1271 

0.1274 

0.433 

0.4385 

error 
[%] 

1.98 

1.88 

1.96 

2.08 

2.01 

1.95 

Eb/N0=30dB 
0=0.023 

^W 

0.0135 

0.0135 

0.0194 

0.0193 

0.0851 

0.1002 

v̂ 
0.1314 

0.1314 

0.1315 

0.1315 

0.1364 

0.1656 

error 
[%] 

0.55 

0.43 

0.78 

0.77 

1.97 

1.92 
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Table G.33. Parameters of fitted truncated normal distribution for W,y, a, = ay with Gaussian l/Q 
lowpass filters BT=0.6, £y = l and MSK. 

"ij 

0.0316 

0.0316 

7.467e 

0.0299 

0.0248 

0.1232 

"ii 

0.2179 

0.1541 

1.883 

1.89 

1.897 

1.91 

Eb/N0=0dB 
0=0.7982 

^W 

2.053 

2.08 

2.027 

2.031 

3.836 

3.854 

V̂ 
1.279 

1.225 

1.227 

1.207 

4.899 

4.882 

error 
[%] 

3.32 

3.33 

3.30 

3.22 

2.85 

2.91 

Eb/N0=4dB 
0=0.5082 

^w 

0.8715 

0.867 

0.8309 

0.8204 

2.132 

2.12 

IV 

0.5244 

0.5202 

0.4972 

0.509 

3.161 

3.158 

error 
[%] 

3.29 

3.24 

3.34 

3.34 

2.44 

2.42 

Eb/N0=6dB 
0=0.3977 

^W 

0.5657 

0.5973 

0.5379 

0.544 

1.98 

1.639 

IV 

0.3634 

0.3257 

0.3231 

0.3183 

2.4 

2.516 

error 
[%] 

3.25 

3.44 

3.29 

3.29 

3.99 

2.24 

"ij 

0.0316 

0.0316 

7.467e 

0.0299 

0.0248 

0.1232 

"ii 

0.2179 

0.1541 

1.883 

1.89 

1.897 

1.91 

Eb/N0=10dB 
( 

^W 

0.262 

0.2706 

0.244 

0.2509 

0.9952 

1.005 

J=0.251 

PW 

0.1876 

0.1811 

0.1401 

0.1365 

1.603 

1.598 

error 
[%] 

3.32 

3.13 

3.33 

3.47 

2.00 

2.09 

Eb/N0=20dB 
0=0.0798 

^W 

0.0498 

0.0495 

0.0615 

0.0622 

0.3105 

0.3103 

IV 

0.1071 

0.1072 

0.0847 

0.0848 

0.5083 

0.5107 

error 

[%] 

2.32 

2.25 

2.61 

2.49 

1.92 

1.89 

Eb/N0=30dB 
0=0.0252 

^W 

0.0129 

0.0128 

0.0181 

0.0180 

0.0972 

0.1067 

IV 

0.0948 

0.0948 

0.0944 

0.0944 

0.1599 

0.1756 

error 

[%] 

0.62 

0.70 

1.05 

0.98 

1.90 

1.80 
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Table G.34. Parameters of fitted truncated normal distribution for Wy, a, = ay with l/Q maximally 
flat lowpass filters BT=0.4, Ey^ 1 and MSK. 

"ij 

0.0700 

0.0701 

0.0060 

0.0617 

0.0244 

0.2669 

"ii 

0.3248 

0.2296 

1.76 

I.Ill 

1.794 

1.823 

Eb/N0=0dB 
0=0.6436 

^W 

1.356 

1.361 

1.297 

1.307 

2.512 

2.489 

IV 

0.6711 

0.6637 

0.5734 

0.5487 

3.198 

3.106 

error 
[%] 

3.10 

3.21 

3.10 

3.08 

2.88 

3.01 

Eb/N0=4dB 
0=0.4058 

^W 

0.6225 

0.6228 

0.6082 

0.5824 

1.439 

1.435 

ŵ 

0.3916 

0.3905 

0.2287 

0.2656 

2.066 

2.012 

error 
[%] 

3.14 

3.17 

3.17 

3.31 

2.57 

2.62 

Eb/N0=6dB 
0=0.3224 

^w 

0.4374 

0.4319 

0.4233 

0.4233 

1.26 

1.108 

hv 

0.3325 

0.3378 

0.1783 

0.1771 

1.607 

1.617 

error 
[%] 

3.24 

3.13 

3.50 

3.54 

3.46 

2.54 

"ij 

0.0700 

0.0701 

0.0060 

0.0617 

0.0244 

0.2669 

"ii 

0.3248 

0.2296 

1.76 

1.777 

1.794 

1.823 

Eb/N0=10dB 
0=0.2021 

o^ 

0.2136 

0.2138 

0.2456 

0.2459 

0.6846 

0.6932 

ŵ 

0.2817 

0.2815 

0.133 

0.1332 

1.042 

1.023 

error 
[%] 

2.86 

2.75 

3.33 

3.25 

2.34 

2.44 

Eb/N0=20dB 
0=0.0644 

CT^ 

0.0481 

0.0478 

0.0675 

0.0679 

0.215 

0.2351 

v̂ 
0.2138 

0.2139 

0.2089 

0.2082 

0.3333 

0.3546 

error 

0.86 

0.79 

1.40 

1.4 

2.23 

2.54 

Eb/N0=30dB 
0=0.0201 

^w 

0.0146 

0.0146 

0.0214 

0.0214 

0.0681 

0.0995 

IV 

0.21 

0.2099 

0.21 

0.2101 

0.1059 

0.2014 

error 
[%] 

0.22 

0.17 

0.46 

0.49 

2.16 

0.97 
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Table G.35. Parameters of fitted truncated normal distribution for Ŵy, a, = ay with l/Q maximally 
flat lowpass filters BT=0.5, £y = l and MSK. 

"ij 

0.0488 

0.0491 

0.0068 

0.0609 

0.0822 

0.2235 

"ii 

0.2722 

0.1925 

1.872 

1.876 

1.88 

1.899 

Eb/N0=0dB 
0=0.7081 

^W 

1.602 

1.624 

1.869 

1.582 

3.017 

3.466 

IV 

0.8843 

0.8583 

0.4207 

0.7933 

3.943 

3.699 

error 
[%] 

3.26 

3.21 

3.91 

3.21 

2.86 

3.81 

Eb/N0=4dB 
0=0.444 

^W 

0.7083 

0.7905 

0.6682 

0.6904 

1.742 

1.755 

IV 

0.426 

0.3277 

0.34 

0.3223 

2.559 

2.518 

error 
[%] 

3.27 

3.65 

3.23 

3.2 

2.42 

2.48 

Eb/N0=6dB 
0=0.3561 

Ow 

0.4759 

0.48 

0.4497 

0.4548 

1.343 

1.344 

IV 

0.3205 

0.3182 

0.2307 

0.2308 

2.029 

2.011 

error 
[%] 

3.34 

3.27 

3.31 

3.36 

2.30 

2.43 

"ij 

0.0488 

0.0491 

0.0068 

0.0609 

0.0822 

0.2235 

"ii 

0.2722 

0.1925 

1.872 

1.876 

1.88 

1.899 

Eb/N0=10dB 
0=0.222 

^W 

0.2339 

0.2337 

0.235 

0.2409 

0.8262 

0.8285 

V̂ 
0.2233 

0.2229 

0.1201 

0.1143 

1.288 

1.281 

error 
[%] 

3.19 

3.11 

3.58 

3.30 

2.19 

2.21 

Eb/N0=20dB 
0=0.0714 

^W 

0.0510 

0.0512 

0.0658 

0.0656 

0.2563 

0.3221 

ŵ 

0.1556 

0.1558 

0.1438 

0.1443 

0.4119 

0.4144 

error 
[%] 

1.25 

1.19 

1.80 

1.77 

2.11 

3.73 

Eb/N0=30dB 
0=0.0223 

Ow 

0.0151 

0.0151 

0.0204 

0.0203 

0.0824 

0.104 

ŵ 

0.1466 

0.1466 

0.1472 

0.1472 

0.1312 

0.2094 

error 
[%] 

0.27 

0.22 

0.64 

0.65 

2.01 

1.26 
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Table G.36. Parameters of fitted truncated normal distribution for W ,̂ a, = ay with l/Q maximally 
flat lowpass filters BT=0.6, £y = l and MSK. 

"ij 

0.0327 

0.0337 

0.0033 

0.0589 

0.1212 

0.1844 

"ij 

0.2284 

0.1615 

1.948 

1.945 

1.941 

1.955 

Eb/N0=0dB 
0=0.7687 

^W 

1.932 

1.881 

1.87 

1.89 

3.661 

3.964 

v̂ 
1.076 

1.124 

1.045 

1.011 

4.674 

4.484 

error 
[%] 

3.25 

3.31 

3.26 

3.19 

2.99 

3.49 

Eb/N0=4dB 
0=0.4889 

^W 

0.8255 

0.8067 

0.7734 

0.7766 

2.028 

2.047 

^w 

0.467 

0.4779 

0.4407 

0.4298 

3.029 

2.998 

error 
[%] 

3.3 

3.24 

3.29 

3.31 

2.42 

2.49 

Eb/N0=6dB 
0=0.39 

^W 

0.5414 

0.5407 

0.5069 

0.5055 

1.585 

1.578 

IV 

0.3312 

0.3284 

0.2846 

0.2839 

2.417 

2.402 

error 
[%] 

3.21 

3.29 

3.31 

3.29 

2.22 

2.3 

"ij 

0.0327 

0.0337 

0.0033 

0.0589 

0.1212 

0.1844 

"ii 

0.2284 

0.1615 

1.948 

1.945 

1.941 

1.955 

Eb/N0=10dB 
0=0.2451 

^W 

0.2559 

0.2491 

0.2331 

0.2362 

0.9632 

0.9699 

v̂ 
0.1876 

0.1942 

0.1335 

0.1325 

1.533 

1.526 

error 
[%] 

3.35 

3.24 

3.33 

3.36 

2.02 

2.17 

Eb/N0=20dB 
0=0.0771 

^W 

0.0521 

0.0517 

0.0648 

0.0611 

0.3007 

0.3075 

v̂ 
0.1114 

0.1112 

0.0929 

0.0936 

0.4864 

0.5114 

error 
[%] 

1.64 

1.62 

2.92 

2.57 

1.96 

1.89 

Eb/N0=30dB 
0=0.0244 

^W 

0.0148 

0.0147 

0.0187 

0.0187 

0.0942 

0.1122 

fV 

0.0983 

0.0983 

0.1009 

0.1009 

0.1537 

0.2409 

error 
[%] 

0.23 

0.27 

0.90 

0.90 

1.96 

0.96 
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TABLES OF NORMALIZED ENVELOPE DISTANCES FOR GMSK BT=0.3 WITH 
3-SAMPLE METRIC 
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Table H.l. Normalized envelope distances of GMSK BT=0.3 for 3-sample methc with Gaussian 
filter BT=0.4. 

w l / l 

w2/l 

W3/-1 
w<V-1 

w5/1 

wB/1 

w7/- l 

wB/-l 

w9/l 

wlO/1 

w l U - l 

W12/-1 
W13/1 

W14/1 

W15/-1 

W16/-1 

Wl/1 

0 

0,164 
0,922 
1,068 

0.164 

0.155 

0.945 

1.038 

0.0B1 

0.019 
0.946 

0.922 
0.138 

0.081 
1.038 

1.068 

w2/l 

0.164 

0 
0.605 
0.915 

0,131 

0,157 

0.569 

0.946 

0.233 

0.061 
0.915 

0.716 

0,257 

0.126 
1.068 

0.798 

W3/-1 

0.922 
0,605 

0 

0.157 

0.716 

0.344 

0.157 
0.155 

0.715 

0,922 

0,267 

0,014 
0.344 

0.605 

0.138 

0.267 

W4/-1 

l.DSB 

0.915 
0.157 

0 

0.798 

0,716 

0,131 

0.164 

0.915 
0.946 

0.233 

0.267 
0.605 
0.569 

0,061 

0,126 

w5/l 

0,164 

0,131 
0,716 

0.798 

0 

0.157 
0.915 

1.068 

0.126 

0.061 

0.569 
0.505 

0.267 

0.233 
0.946 

0.915 

w6/l 

0.155 

0.157 
0,344 

0,716 
0.157 

0 
0.505 

0.922 
0,267 

0.138 
0,605 

0,344 

0.014 
0,267 

0.922 

0,716 

W7/-1 

0,946 
0,569 

0,157 
0,131 
0,915 

0,505 

0 
0,164 

0,798 

1,068 

0,125 
0,267 

0,716 
0.915 

0.061 

D.233 

V/B/-1 

1.038 

0.945 
0.155 

0.164 
1,068 

0,922 

0,164 

0 

1,058 
1.038 

0.051 

0.136 
0.922 

0.946 

0,019 

0.061 

w9/l 

0.061 

0.233 
0.716 
0.915 

0.126 
0,267 

0,738 

1.068 

0 
0.164 
0.915 

0.605 

0.157 
0.131 

0.946 

0.569 

wlO/1 

0.019 

ao6i 
0.922 
0.946 

0.051 

0.138 
1.068 

1,038 

0.164 
0 

1.058 
0.922 

0.155 
0,164 

1.038 

0,946 

W11/-1 

0,946 
0.915 
0.267 

0.233 
0,559 

0.505 

0.126 

0.061 

0.915 

1.068 
0 

0.157 
0.716 
0.798 

0.164 

0.131 

W12/-1 

0,922 
0,716 
0.014 

0257 
0.505 

0,344 

0267 

0,138 

0.605 
0.922 
0.157 

0 
0.344 

0.716 

0.155 

0.157 

W13/1 

0.138 

0.267 
0.344 

0,605 

0.257 

0,014 

0,715 

0.922 

0,157 

0.155 
0,716 

0.344 
0 

0.157 

0.922 

0.505 

wl 'VI 

0.061 

0.125 
0.505 

0.569 
0233 

0267 

0,915 

0,945 

0.131 
a i64 
0.738 

0,716 
0.157 

0 
1,068 

0,915 

W15/-1 

1.038 
1,068 
0,138 
0.061 

0,946 

0.922 

0,061 
0.019 

0.946 

1.038 
0.164 

0.155 
0,922 
1.068 

0 

0.164 

W16/-1 

1.068 
0.798 
0267 

0,125 
0,915 

0,715 

0233 

O.OSl 
0,559 

0,946 
0,131 

0,157 
0,505 

0,315 

0.164 

0 

Table H.2. Normalized envelope distances of GMSK BT=0.3 for 3-sample metric with Gaussian 
filter BT=0.5 

wl / l 

w2/l 

W3/-1 
W4/-1 

w5/1 

w6/1 

W7/-1 

w8/- l 

vi;9/1 
wlD/1 

W11/-1 

W12/-1 
W13/1 

W14/1 

W15/-1 

W16/-1 

Wl/1 

0 

0.153 
0.995 
1.129 

0.153 
0.149 
1.04 

1.133 

0.064 
0.011 
1.04 

0.995 

0,132 

0,064 

1.133 

1.129 

w2/1 

0.153 

0 
0.708 
0.989 

0.128 

0,148 

0.707 

1.04 

0.171 
0.064 
0.989 

0.785 

0224 

0.121 
1.129 

0.871 

W3/-1 

0.995 

0,708 

0 

0,148 
0,785 

0,435 

0.148 

0,149 

0,785 
0.995 

0.224 

0.022 
0.435 

0.708 

0.132 

0.224 

W4/-1 

1.129 

0.989 

0,148 

0 
0.871 

0.785 

0.128 
0.153 

0.389 
1.04 

0,171 

0,224 
0,708 
0.707 

0,064 

0.121 

w5/l 

0.153 
0.126 
0.785 

0.871 

0 
0.148 

0.989 
1.129 

0.121 
0.064 

0.707 

0.708 

0,224 

0,171 

1,04 

0.989 

w6/l 

0.149 

0.148 
0.435 
0.785 

0.148 

0 

0.708 
0.995 

0224 
0.132 
0.708 

0.435 

0.022 

0.224 
0.995 

0.785 

w7/-l 

1.04 

0.707 
0.148 

0.128 

0.989 
0.708 

0 
0.153 

0.871 

1.129 

0.121 

0.224 
0.785 

0.989 

0.064 

0,171 

w8/-l 

1.133 

1.04 
0.149 

0.153 
1.129 

0.935 

0.153 

0 

1,129 
1.133 

0,064 

0,132 
0,995 
1.04 

0.011 

0.064 

w9/1 

0.064 

0.171 
0,785 

0.989 

0,121 
0.224 

0.871 

1.129 

0 
0.153 
0.989 

0.708 

0.148 

0.128 
1.04 

0.707 

wlO/1 

aoii 
0J164 
0.995 
1.04 

0.064 
0.132 

1.129 
1.133 

0.153 
0 

1.129 

0.995 

0.149 

0.153 
1.133 
1.04 

W11/-1 

1.04 

0.989 

0.224 

0.171 
0.707 

0,708 

0.121 

0.064 

0.989 
1.129 

0 

0.148 
0.785 
0.871 

0.153 

0,128 

W12/-1 

0.995 

0.785 

0.022 
0.224 

0.708 
0,435 

0224 
a i32 

0,708 

0.995 

a i48 

0 
0.435 

0.785 

0.149 

a i48 

W13/1 

0.132 

0.224 
0.435 
0.709 

0.224 

0.022 
0,765 

0,995 

0,148 
a i49 

0,785 

0,435 

0 

0,148 
0.995 

0.708 

wl4 ' l 

0J)64 

0.121 
0.708 
0.707 

a i 7 i 
0224 

0.989 
1.04 

0.128 
0.153 
0.871 

0.785 
0.148 

0 
1.129 

0.989 

g/15/-l 

1.133 
1.129 

0.132 
0.064 

1.04 
0.995 

0.064 
0.011 
1,04 

1.133 

0,153 
0,143 

0.995 
1,129 

0 

0.153 

W16/-1 

1,129 
0,871 

0.224 

0.121 
0,989 
0,785 

0,171 

0.064 
0.707 
1.04 

a i28 
0,148 
0,708 

0,989 

0.153 

0 

Table H.3. Normalized envelope distances of GMSK BT=0.3 for 3-sample metric with Gaussian 
filter BT=0.6. 

Wl/1 

w2/1 

W3/-1 
w4' - l 

w5/1 

w6/l 
W7/-1 

w8/- l 

w9/l 

wlO/1 

W11/-1 

W12/-1 

W13/1 
w14/l 

W15/-1 
W16/-1 

Wl/1 

0 

0,145 
1,037 

1,163 

0.145 
0.143 
1.097 

1.189 

0,079 
0,007 
1,097 

1,037 

0.128 

0.079 
1,189 
1,163 

w2/l 

0,145 

0 
0,771 

1,033 

0,125 
0,142 

0,792 

1,097 

0,129 

0,079 
1,033 

0,826 

0,197 

ana 
1,163 
0,914 

w3/-1 

1,037 

0,771 

0 

0,142 

0,826 

0,489 

0.142 
0.143 
0,826 

1.037 

0.197 

0.022 
0,489 
0,771 

0.128 
0,197 

w4/-1 

1,163 

1,033 

0,142 

0 
0,914 

0,826 

0.125 

0.145 

1,033 
1.097 

0,129 

0,197 
0,771 

0,792 

0.079 
0,118 

KvS/l 

0,145 

0.125 
0.826 
0.914 

0 
0.142 

1.033 

1.163 

0.118 

0,079 
0.792 

0.771 

0.197 

ai29 
1,097 

1,033 

w6/l 

0.143 

0.142 
0,489 

0,825 

0.142 
0 

0.771 

1.037 

0.197 

0.128 
0.771 

0.489 

a022 
0.197 

1.037 

0.826 

W7/-1 

1.097 

0.792 

0.142 

0.125 

1.033 
0.771 

0 

0.145 
0.914 

1.163 

0.118 

0.197 
0,826 

1,033 

0,079 

0,129 

w8/-l 

1,189 
1,097 

0,143 

0,145 
1,163 

1,037 

0,145 

0 

1.163 

1,189 

0J179 

0.128 
1,037 

1.097 

aoo7 
0.079 

n/9/1 

0.079 

0.129 
0.826 
1.033 

0.118 

0.197 
0.914 

1.163 

0 

0.145 

1.033 

0.771 

0.142 

0.125 

1.097 

0.792 

wlO/1 

0,007 

0,073 

1,037 
1.097 

0.079 
0,128 
1,163 

1,189 

0.145 

0 
1,163 

1,037 

0.143 

0,145 
1,189 

1,097 

W11/-1 

1,097 

1.033 

0.197 

0.129 

0.792 
0.771 

0.118 

0.079 
1.033 

1.163 

0 

0.142 
0,825 

0,914 

a i45 

0.125 

W12/-1 

1.037 

0.826 
0.022 

0.197 

0,771 
0,489 

0.197 

a i28 

0,771 

1,037 

a i 4 2 

0 
0,489 

0,826 

0.143 

0.142 

W13/1 

0,128 

0,197 

0.489 
0.771 

0.197 
0,022 
0,825 

1,037 

0,142 

0,143 

0,825 

0,489 

0 

0.142 

1,037 

0,771 

wl4/ l 

0.079 

a i i 8 
0.771 

0.792 

0.129 
0.197 

1.033 
1.097 

0.125 

0.145 
0.914 

0.825 

0.142 

0 
1.163 

1.033 

W15/-1 

1.189 

1.163 

0.128 

0.079 
1,097 

1,037 

0.079 
0.007 
1.097 

1.189 

0.145 

0.143 

1.037 

1.163 

0 

a i 45 

W16/-1 

1.153 

0.914 
0.197 

0.118 
1.033 
0.826 

0.129 
0.079 
0.792 

1.097 

0.125 

0.142 

0.771 

1.033 

a i45 

0 
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Table H.4. Normalized envelope distances of GMSK BT=0.3 for 3-sample metric with maximally 
flat filter BT=0.4. 

>wl/l 

w2/l 

W3/-1 
W4/-1 

*5/1 

w6/l 

W7/-1 

w8/- l 

w9/l 

wlO/1 

w l lZ - l 

W12/-1 

W13/1 

W14/1 

W15/-1 

W16/-1 

wl/1 

Q 

0.165 
0,929 
1.083 

0,166 

0,159 

0,949 

1.048 

0.063 

0,015 

0.949 

0.929 

0.137 

0.063 

1,048 

1,083 

w2/1 

0.166 

0 
0.501 
0.922 

0.134 

0,153 

0,558 
0,949 

0.26 

0.053 

0,922 

0,72 

0,277 

0,125 

1.083 

0.81 

W3/-1 

0.929 

0.601 

0 

0.159 
0.72 

0.342 

0.159 

0.159 

0.72 

0.929 

0.277 
0.029 

0.342 

0.601 

0,137 

0,277 

w4'-1 

1,083 

0,322 

0,159 

0 
0,81 

0,72 

0,134 

0,166 
0.922 

0.943 

0.26 
0277 

0.601 

0,558 

0,063 

0,125 

w5/l 

0,166 
0.134 

0,72 
0,81 

0 

0.153 
0.922 
1.083 

0.125 

0,063 
0,558 

0,501 

0,277 

026 
0.949 

0.922 

w6/l 

0.159 
0.159 
0.342 
0.72 

0.159 

0 
0.501 

0.929 

0277 

0.137 

0,601 

0.342 

0,029 

0277 

0.929 

0.72 

W7/-1 

0.949 

0.558 

0.159 
0.134 
0,922 

0.5G1 

0 

0.165 

0.81 

1.083 

0.125 

0.277 

0.72 

0.922 

0.063 

026 

vvSZ-l 

1.048 

0.949 

0.159 

0.166 

1.083 

0.329 

0.156 

0 

1.083 

1.048 

0.063 

0.137 

0.929 

0.949 

0,015 

0.063 

NV9/1 

0,063 

025 
0,72 

0,922 

0,125 

0,277 

0,61 

1.083 

0 

0.166 

0.922 

0,601 

0.153 

0.134 

0.949 

0.558 

>vl0/1 

aoi5 
a053 

0.929 
0.949 

0.063 

0.137 
1,083 
1.048 

0,156 

0 
1,083 

0.929 

0,159 

0,165 
1,048 

0,949 

W11/-1 

0.949 

0,922 

0,277 
026 
0.558 

0,501 

0,125 
0,063 

0,922 

1.083 

0 

0.159 

0.72 

0.81 

0.166 

0.134 

W12/-1 

0.823 

0.72 

a029 
a277 
0.601 
0,342 

0277 
0.137 

0,501 

0,929 

0,159 

0 
0,342 

0,72 

0.159 

0.159 

W13/1 

0,137 

0,277 
0,342 

0,601 
0,277 

0,023 
0.72 

0.929 

0.159 

0.159 
0.72 

0,342 

0 

0,159 
0.929 

0.601 

wl-VI 

0.063 
a i25 

0.501 
0.558 
a26 

0277 
0.922 
0.949 

0.134 

0.166 
0.81 
0.72 

0.159 
0 

1,083 
0,922 

W15/-1 

1.048 

1.083 

0.137 
0.053 
0.949 

0.929 

0.053 

0.015 
0.949 

1.048 
0.165 

0.159 

0,929 
1,083 

0 
0,165 

W15/-1 

1,083 

0.81 

0277 
0.125 
0,322 

0,72 

026 
0,063 

0,558 

0,949 
0,134 

0.159 
0,601 

0,922 

0,166 
0 

Table H.5. Normalized envelope distances of GMSK BT=0.3 for 3-sample metric with maximally 
flat filter BT=0.5 

wl/1 

w2/l 

W3/-1 
W4/-1 

w5/1 

w6/1 

W7/-1 
W8/-1 

w9/l 

wlO/1 

W11/-1 

W12/-1 
W13/1 

W14/1 

W15/-1 

W16/-1 

wl/1 

0 
0.154 

1,022 
1,167 

0,154 

0,152 
1,065 
1,168 

0,062 
0,002 
1,065 

1,022 

0,124 
0,062 
1.168 

1,167 

w2/1 

0,154 

0 
0,726 

1,017 

0,131 

0,149 
0,72 
1,065 

0201 
0.062 
1,017 

0,806 

0229 
0,114 
1,167 

0,906 

W3/-1 

1,022 

0,726 

0 

0,149 
0,806 

0.453 

0.149 

0,152 
0,806 

1,022 

0,229 
0.053 
0,453 

0.726 

0.124 

0.229 

W4/-1 

1.167 

1.017 

0.149 

0 
0,905 

0.805 

0.131 
0.154 

1.017 

1.065 

0.201 
0.229 
0.726 

0.72 

0.062 

0.114 

w5/l 

0.154 
0.131 

0.806 

0.906 

0 

0,149 
1,017 

1,167 

0.114 

0.062 

0.72 
0.726 

0.229 
0.201 

1.065 

1.017 

w6/l 

0.152 

0.149 
0,453 

0,805 

0.149 

0 
0,726 

1,022 

a229 
0.124 
0,726 

0,453 

0,053 
0229 

1,022 

0,806 

W7/-1 

1,065 

0,72 

0,149 

0,131 
1,017 

0,726 
0 

0,154 

0,906 
1,167 

0,114 
0.229 
0.806 
1.017 

0.062 

0.201 

W8/-1 

1.168 

1.065 

0.152 
0.154 
1.167 

1.022 
0.154 

0 
1.167 

1.168 

a062 

0.124 
1.022 
1.065 

aoo2 
a062 

w8/l 

0.062 

0.201 
0.806 

1.017 

0.114 

0.229 
0.906 
1.157 

0 
0.154 
1.017 

0,726 

0.149 
0.131 

1.065 

0.72 

wlO/1 

0X102 
0X162 

1,022 

1.055 

a062 
0,124 

1,167 

1,168 

a i 5 4 

0 
1,157 

1,022 

0,152 
a i54 
1.158 

1.055 

W11/-1 

1,065 
1,017 

0,229 

0.201 
0.72 

0.725 

0.114 

0.062 
1.017 

1.167 

0 
0.149 
0.806 
0.9G6 

0.154 

a i 3 i 

W12/-1 

1.022 

0.806 

0,053 

0229 
0.726 

0,453 

0229 
0,124 

0,726 

1,022 

0,143 

0 
0,453 

0.806 

0.152 

a i43 

W13/1 

0.124 

0,223 

0,453 

0.725 

0.229 

0,053 

0,806 

1,022 

0,149 

0.152 

0,806 

0,453 

0 
0,149 

1,022 

0,726 

wl4'l 
0X162 

0,114 

0,725 
0.72 

0201 

0223 
1.017 

1.055 

a i 3 i 
0.154 

0,805 

0,805 
0,143 

0 
1.157 

1.017 

W15/-1 

1.168 
1.157 

0.124 

0.052 
1.055 

1.022 

a062 
0.002 

1.055 
1.168 

0.154 

0.152 
1.022 
1.167 

0 

a i 5 4 

wiey-i 

1.167 

0.906 

0229 
0.114 

1.017 

0.805 
0.201 

0X152 

0.72 

1.065 

0.131 

0.149 

0.725 

1.017 

0.154 

0 

Table H.6. Normalized envelope distances of GMSK BT=0.3 for 3-sample metric with maximally 
flat filter BT=0.6. 

wl/1 
w2/1 

W3/-1 
w4^-l 

w5/l 

w6/l 
W7/-1 

W8/-1 

w9/l 

wlO/1 

W11/-1 
W12/-1 

W13/1 
W14/1 

W15/-1 

W16/-1 

wl/1 

0 
0.143 

1.089 

1.222 

0.143 

0.144 
1.15 

1.257 

0.071 
0,005 
1,15 
1,089 

0.113 
0.071 
1.257 

1.222 

M/2/1 

0,143 

0 

0,822 

1,086 

0.126 

0.141 

0,847 

1,15 

0.146 

0.071 

1.086 

0.868 

0.187 

0.105 

1.222 

0.872 

W3/-1 

1.089 

0.822 

0 

0.141 

0.868 

0.537 

0.141 

0.144 

0.868 

1.089 

0,187 

0.065 

0.537 

0.822 

ttllS 
0.187 

w4/ - l 

1.222 
1.085 

0.141 

0 

0.972 

0.868 

0.126 

0.143 
1.086 

1.15 

0.146 
0.187 
0.822 
0.847 

0X)71 

0.105 

w5/l 

0.143 
0.126 

0,868 

0.972 

0 

0.141 
1,086 

1,222 

0.105 
0.071 
0,847 

0,822 

0.187 
0,146 
1,15 

1,086 

w6/1 

0.144 
a i 4 1 
0.537 

0.868 

0.141 

0 
0.822 

1.089 

0.187 

a i i 3 
0.822 
0,537 

0X166 

0.187 

1.089 

0.868 

W7/-1 

1.15 

0.847 

0.141 

0.126 

1.086 

0.822 

0 
0.143 

0.972 

1.222 

0.105 

0.187 

0.868 

1.086 

0.071 

0.146 

W8/-1 

1.257 

1.15 

0.144 

a i43 

1.222 

1.089 

0.143 

0 
1,222 

1,257 

0.071 
a i i 3 

1,089 

1,15 

0i)05 

0.071 

w9/l 

0,071 
0.146 

0,868 

1.086 

0,105 

0.187 

0,972 
1,222 

0 
0.143 

1,086 

0,822 

0,141 
0,126 

1,15 

0,847 

wlO/1 

0.005 
0X371 

1.089 

1.15 

0.071 

a i i 3 
1.222 
1.257 

0.143 

0 
1.222 

1.089 

0.144 
0.143 

1,257 

1,15 

w l lZ - l 

1,15 
1,085 

0.187 

0,146 

0,847 

0,822 

0,105 

0,071 

1,086 

1,222 

0 
0,141 

0,858 
0.972 

0.143 

0,126 

W12/-1 

1,089 
0,868 

0.066 

a i87 
0.822 

0.537 
a i87 

a i i 3 

0.822 
1.089 

0.141 

0 
0,537 

0,868 

0.144 

0.141 

W13/1 

0,113 
0.187 
0,537 

0,822 
0,187 

0.066 
0,868 
1.089 

0,141 
0.144 

0.868 
0.537 

0 
0.141 

1.083 

0.822 

W14/1 

0.071 

a i05 

0.822 
0.847 

0.146 

aiB7 
1.085 
1.15 

0,126 
a i43 

0972 
0.858 

0.141 

0 
1,222 

1,085 

W15/-1 

1.257 

1,222 

0.113 
0,071 

1,15 

1.089 
0.071 

0.005 
1.15 

1.257 

0.143 
0.144 

1.089 

1.222 

0 

0.143 

W16/-1 

1222 

0.972 

0.187 

0.105 
1,085 

0,868 
0,145 

a071 

0,847 

1,15 
0.125 
0,141 

0,822 
1,085 

0.143 

0 
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Table H.7. Normalized envelope distances of GMSK BT=0.5 for 3-sample metric with Gaussian 
filter BT=0.4. 

wl/1 

w2/l 
W3/-1 

w4 ' - l 

w5/l 

w6/l 

W7/-1 

W8/-1 

w9/l 

wlO/1 
w l l Z - l 

W12/-1 

W13/1 

W14/1 

W15/-1 

W16/-1 

wl/1 

0 
0.105 
0.397 

1.086 

0.105 
0.102 
0,957 

1,022 

0.053 

0.005 
0,957 

0,997 

0,063 
0X153 

1,022 

1,086 

w2/l 

0.105 
0 

0,799 

0,996 

0,093 
0,104 

0,735 

0,957 

0255 

0.053 
0,996 
0,89 

0 2 

0,062 
1,086 

0,954 

W3/-1 

0,997 

0,799 

0 

0,104 

0,83 

0.656 

0.104 

0.102 
0.89 

0.997 
0.2 

0.073 
0.656 

0.799 

0X163 

0.2 

fw4/-l 

1.086 

0.995 

0.104 

0 

0.954 
0.89 

0.099 
0.105 

0.996 
0.957 

0255 

0.2 

0.739 

0.735 

0.053 
0,062 

w5/l 

0,105 
0,033 
0.89 

0,954 

0 

0,104 
0,996 

1.085 

0,062 

0,053 
0,735 
0,799 

0,2 

0,255 
0,957 

0,936 

w6/l 

0,102 

0,104 
0,656 

0,89 

0,104 
0 

0,799 
0,997 

02 

0,063 
0,799 

0.656 

0.073 

02 
0,997 

0,89 

w7/- l 

0,957 

0,735 

0.104 

0.099 

0.996 

0.799 

0 

0.105 
0.954 

1.085 
0.062 

02 
0.89 

0.996 

0.053 

0,255 

W8/-1 

1,022 
0.957 

0.102 

0.105 

1.086 
0.997 

0.105 
0 

1.086 

1.022 
0.053 

0.063 
0.997 

0.957 

0X105 
0.053 

w9/1 

0.053 

0.255 

0.89 

0.996 

0,062 
02 

0,954 

1,086 

0 

0,105 
0,996 
0,799 

0,104 

0,099 
0,957 

0,735 

wlO/1 

aoo5 
0X153 
0.997 

0.957 

0.053 
0.063 

1.085 
1,022 

0,105 

0 
1,085 
0.997 

0,102 

0,105 
1,022 
0,957 

W11/-1 

0,957 

0.995 

02 

0255 

0.735 
0,799 

0,052 

0,053 
0.396 

1.085 
0 

0.104 
0.89 

0.954 

0.105 
0,099 

W12/-1 

0,997 

0,89 

0,073 

0.2 

0,799 

0.555 
0.2 

0.063 
0,799 

0.997 
0.104 

0 
0.655 

0,89 
0,102 

0,104 

W13/1 

0,063 
02 

0.555 

0.733 

02 
0.073 
0,89 
0.997 

0.104 

0.102 
0.89 
0.556 

0 

0.104 
0.997 

0.799 

W14/1 

a053 

0X362 
0.799 

0.735 

0255 
0.2 

0.995 
0.957 

0.099 

a i05 
0.954 

0.89 

0.104 

0 
1.085 

0.995 

W15/-1 

1.022 

1.086 

0.063 

0.053 
0.957 
0.997 

0.053 

0.005 
0,957 

1.022 
0.105 
0.102 
0.997 

1.085 
0 

a i 05 

W15/-1 

1.085 

0.854 

0.2 

0,062 

0.995 
0.89 

0255 

0,053 
0,735 
0,957 
0,039 

0,104 
0,799 

0,996 

0,105 
0 

Table H.8. Normalized envelope distances of GMSK BT=0.5 for 3-sample metric with Gaussian 
filter BT=0.5 

Wl/1 

w2/1 

W3/-1 
w4/- l 

w5/l 

w6/1 

W7/-1 

wBZ-l 

w9/l 
w10/l 

W11/-1 

W12/-1 

W13/1 
W14/1 

W15/-1 
W16/-1 

wl/1 

0 
0.087 
1.089 

1.158 

0,087 

0.086 
1.061 

1.122 

0.03 

0.001 
1.061 

1.089 

0.043 
0.03 
1.122 

1.158 

w2/1 

0X)87 

0 
0.992 

1.088 

0,084 
0.087 

0.895 

1.061 

0.193 

ao3 

1.088 

0.986 

0,162 
0,043 

1,158 
1,047 

kv3/-l 

1,089 

0,932 

0 
0.097 

0,985 
0,795 

0.087 

0,086 
0.986 

1.089 

0.162 

0.085 

0.795 
0.932 

0.043 

0,162 

w4' - l 

1,158 

1,088 

0,087 
0 

1,047 

0.986 

0,084 

0.087 
1.008 

1.061 

0.193 

0.162 

0.932 

0.895 

0.03 
0.043 

Iw5/1 

0,087 
0,084 
0,986 

1,047 

0 

0,087 

1,088 

1,158 

0,043 

0,03 
0,895 

0,932 

0.162 

0.183 
1.061 

1.088 

ke / i 

a086 
0,087 
0.795 

0.986 

a087 

0 
0.932 

1.089 

0.162 

0.043 
0.932 

0.795 

0.085 
0.152 

1.089 
0.985 

W7/-1 

1.061 

0.895 
0,087 

0,084 

1,088 

0.932 

0 
0.087 
1.047 

1.158 

0.043 

0,162 
0,985 

1,088 

0,03 

0,193 

WB/-1 

1,122 

1.051 

0.086 
0.087 

1.158 
1.089 

0,087 

0 
1,158 

1,122 

0,03 

0,043 

1,089 

1,061 

0,001 
0.03 

kv9'l 

0.03 
0,193 
0,986 

1,088 
0,043 

0,162 
1,047 

1,158 

0 
0,087 

1,088 

0.932 

0.087 
0.084 

1.061 
0.895 

wlO/1 

aoQi 
0,03 
1.089 
1.051 

ao3 
0.043 
1.158 

1.122 
0.087 

0 
1.158 

1.089 

0.086 

0.087 
1.122 

1.051 

kv l l / - l 

1.061 
1.088 

0.162 
a i93 

0.895 

0.932 
0.043 

0.03 
1.088 
1.158 

0 
0.087 

0.986 
1.047 

0.087 
0.084 

M/12/-1 

1.089 
0.985 

0.085 
a i62 

0.932 
0.795 

a i52 

a043 
0.932 
1.089 
0.087 

0 
0.795 

0.985 

0.085 
0.087 

W13/1 

0.043 
a 162 
0.795 

0.932 

a i62 
0.085 
0,986 

1.089 

0.087 
a085 
0.985 

0.795 

0 
0.087 

1.089 
0,932 

Nvl4'l 

ao3 
a043 
0.932 
0.895 

a 193 
a i52 
1.088 
1.061 

0.084 

0.087 
1.047 

0.985 

0.087 

0 
1.158 

1.088 

M/15/-1 

1.122 

1,158 
a043 
0X33 

1.051 

1.089 
0.03 

aooi 
1.061 
1.122 

0.087 

0.085 
1.089 

1.158 

0 
a087 

NV16/-1 

1.158 
1,047 

a i62 
aQ43 

1,088 
0,985 

a i93 

0,03 
0,895 

1,061 
0OB4 

0,087 
0,832 

1,088 
0X187 

0 

Table H.9. Normalized envelope distances of GMSK BT=0.5 for 3-sample metric with Gaussian 
filter BT=0.6. 

Wl/1 

w2/l 

W3/-1 

W4/-1 

w5/l 

w6/1 

W7/-1 

W8/-1 

w9/l 

wlO/1 

W11/-1 
W12/-1 

W13/1 
W14/1 

W15/-1 
W16/-1 

wl/1 

0 

0,076 

1,142 

1,139 

0,076 

a076 

1,125 

1,182 

0,017 
0 

1,125 
1,142 

0.035 

0.017 
1.182 
1.199 

w2/l 

0.076 
0 

1.009 

1.142 

0075 

0.076 
0.992 

1.125 

a i 4 8 
0,017 
1,142 
1,043 

a i33 
0.035 
1,199 

1,101 

w3/- l 

1,142 

1,009 

0 

0,076 
1,043 

0,876 

a076 

a076 

1,043 
1,142 

a 133 
0,081 
0.876 
1.009 

a035 
a i33 

w4 ' - l 

1.199 
1.142 

0,076 

0 
1,101 

1,043 

0,075 

0,076 
1,142 

1,125 

a i48 
a i 33 
1,009 
0,992 

0X117 
0,035 

kw5/1 

0,075 
a075 

1,043 

1,101 

0 

0.076 
1,142 

1,199 

0,035 
0,017 
0,992 

1,009 

a i 3 3 
a i 4 8 
1,125 
1,142 

w6/l 

0,076 
0,076 

0,876 
1,043 

0.076 

0 
1,009 

1,142 

a i 33 

0,035 
1,009 

0,876 

0.081 
a i 3 3 

1,142 

1,043 

W7/-1 

1,125 

0,992 

0,076 

a075 

1,142 

1,009 

0 

a076 

1,101 

1,199 

0.035 

a i33 

1,043 

1,142 

0,017 

a i48 

M/8/-1 

1,182 

1,125 

0,076 

a076 

1,193 

1,142 

0,076 

0 
1,199 

1,182 

0.017 

a035 

1,142 

1,125 

0 
0,017 

M/9/1 

0,017 

a i 48 

1,043 

1,142 

0,035 

a 133 
1,101 

1,193 

0 
a076 

1,142 
1,009 

0,076 
0,075 
1,125 

0.992 

WlO/1 

0 
0.017 

1.142 

1.125 

0.017 

0,035 

1,199 

1,182 

0X176 
0 

1,199 

1,142 

0.076 

0,076 

1,182 

1,125 

W11/-1 

1,125 

1.142 

a i33 

a 148 
0.392 

1.009 

0.035 

0.017 
1.142 

1.199 

0 
a076 

1.043 

1.101 

0.076 

0.075 

W12/-1 

1.142 

1.043 

0.081 

a i33 

1.009 

0.875 

a i33 

ao3S 
1.009 

1.142 

0X176 

0 

0.875 

1.043 

0X176 

0X376 

W13/1 

0.035 
a 133 

0.875 

1.009 

a 133 

aoei 
1.043 

1.142 

0.076 
a076 
1.043 

0.876 

0 
0.076 

1.142 

1.003 

wl-Vl 

0.017 
a035 

1.003 

0,992 

a i48 

a i33 
1,142 

1,125 

0XJ75 
a076 

1.101 
1.043 

0,076 

0 

1,199 

1,142 

W15/-1 

1,182 
1,199 

0,035 

0.017 
1.125 

1.142 

0.017 

0 
1.125 

1.1B2 

a075 
0.076 

1.142 

1.199 

0 

a075 

W16/-1 

1.199 
1.101 

a i33 

0.035 

1.142 

1.043 

a i48 

aoi7 
a992 

1.125 

0.075 
0.076 

1.009 

1.142 
0X176 

0 1 
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Table H.10. Normalized envelope distances of GMSK BT=0.5 for 3-sample metric with 
maximally flat filter BT=0.4. 

wl/1 
w2/l 

W3/-1 

W4/-1 

w5/l 
w5/l 

W7/-1 

W8/-1 
w9/1 

wlO/1 

w l lZ - l 
W12/-1 

W13/1 

W14/1 

W15/-1 

W16/-1 

wl/1 

0 
a i 09 

1.006 

1.102 

a 109 
a 107 

a957 

1.033 
0.065 

0,002 

0,957 
1,006 

0X355 
0.065 

1,033 

1,102 

w2/l 

0,109 
0 

0,738 

1,005 

0.104 

a i 08 

0,726 

0.957 
0291 

a0B5 

1.005 
0.B92 

0228 
0,054 

1.102 

0.968 

W3/-1 

1.005 
0.798 

0 

aiOB 

0.892 

0.553 

a io8 

a 107 

0.892 

1.006 

0.228 
a i07 

0.653 

0.798 

0.055 

0.228 

W4/-1 

1.102 

1.005 

a i08 
0 

0.868 

0.892 

a i 0 4 

0.109 
1.005 

0.957 

0291 

a228 
0.798 

0.725 

0.065 
0.054 

w5/l 

a io9 

a 104 

0.892 

0.968 

0 

a 108 

1.005 
1.102 

0.054 

a065 
0.726 

a798 

0.228 

0.291 
0.957 

1.005 

w5/l 

0.107 

0,108 

a653 

a892 

a io8 

0 
a738 

1,006 

a228 

0.055 
0,798 
a653 

a io7 

0228 
1,006 

0.832 

W7/-1 

0.957 

a726 

a i08 

a 104 

1.005 

a798 

0 

a 103 
a968 

1.102 

0.054 
0.228 

a892 
1.005 

0,055 
a291 

W8/-1 

1.033 
0.957 

a 107 

a i09 
1.102 

1.005 
a 109 

0 
1.102 

1.033 

a065 
0.055 
1.006 

a957 

aoo2 
a065 

w9/l 

a055 
0.291 

a892 

1.005 
a054 

0.228 

0.958 

1.102 
0 

a 109 
1.005 
0.798 

a io8 

a 104 
0.957 

0.726 

wlO/1 

0.002 

0.055 

1.005 
0.957 

0.055 

0X155 

1.102 
1.033 

a ios 

0 
1.102 
1,006 

a io7 

a io9 
1.033 
0.957 

W11/-1 

0.957 

1.005 

0.228 

0.291 
0.726 

0.798 

a054 

a055 
1.005 

1.102 

0 
a i08 

0.892 

0.968 

a io9 
a i04 

W12/-1 

1.005 

0.892 

a 107 

0228 
0.798 

0.553 

0228 

0.055 
0.798 

1.006 
a io8 

0 

0.553 
0.892 

a i07 
aiD8 

W13/1 

a055 
0.229 

0.653 

0.799 

0228 
a 107 

0.892 
1.006 
a io8 

a io7 

0.892 
0.653 

0 
a 108 
1.006 

0.788 

w W l 

0X155 
0X354 

a798 

a725 
0.291 

0228 

1,005 
0.957 

a i04 

a io9 
0.968 
0.892 

a i08 

0 
1.102 
1.005 

W15/-1 

1.033 
1.102 

0.055 
a065 
0.957 

1.006 

0.055 
0.002 
0.957 

1.033 

a i03 
a i07 

1.006 

1.102 
0 

a 103 

W16/-1 

1.102 

0.958 
0228 
0.054 

1.005 

0.892 

0291 

0.055 
1725 
0.957 
a i 0 4 
a 108 

0.798 

1.005 

a i09 
0 

Table H.l 1 . Normalized envelope distances of GMSK BT=0.5 for 3-sample metric 
with maximally flat filter BT=0.5 

wl/1 
w2/l 

W3/-1 
W4/-1 

w5/l 

w6/l 

W7/-1 

WB/-1 
w9/l 

wlO/1 

W11/-1 

w12'- l 
W13/1 

W14/1 

W15/-1 

W16/-1 

wl/1 

0 
0.049 
1.194 
1.214 

a049 

0.048 
1.145 

1.168 
0.06 

0.006 
1.145 

1.194 

a082 

0.06 

1.168 

1214 

w2/1 

0.049 
0 

1.125 
1.194 

0.048 

0.049 
1.076 

1.145 
0223 

0.06 
1.194 

1.145 

0.203 

0.082 

1214 

1.168 

W3/-1 

1.194 
1.125 

0 
0.049 

1.145 

1.076 

0,049 

0.048 
1.145 

1.194 

0.203 

a269 
1.075 

1.125 

a082 
0.203 

w4/- l 

1214 
1.194 

0.049 
0 

1.168 

1.145 

0.048 

0.049 
1.194 

1.145 

0223 

a203 
1.125 

1.076 

0.06 

0.082 

w5/l 

0.043 
0.048 
1.145 

1.168 

0 
0.049 
1,194 

1214 

a082 

0.06 
1,076 

1,125 
0,203 

0,223 

1,145 

1,194 

w6/l 

a048 
0.049 
1,076 

1.145 

0.049 

0 
1,125 
1,194 

0203 

a082 
1,125 

1,076 

0269 

0203 

1,134 

1,145 

w7/-l 

1,145 
1,075 
0.049 

a048 
1.194 

1.125 

0 

0,049 
1,168 
1214 

0,082 

a203 
1,145 
1.194 

0.06 
0,223 

wB/-1 

1,168 

1,145 
0,048 
a049 
1,214 

1,194 

0,049 

0 
1214 
1,168 

0,05 

a082 
1,194 

1.145 

0.006 

0X36 

w9/1 

0.06 
0.223 
1,145 
1,194 

a082 

0,203 
1,168 
1214 

0 

0,043 
1,134 
1,125 

0.049 

0.048 

1.145 

1.076 

wlO/1 

0.006 
0.06 
1.184 

1,145 

aoB 

aoB2 
1214 

1,168 
0.049 

0 
1214 

1,194 

0,048 

0,049 

1,158 

1,145 

W11/-1 

1,145 
1,194 

0,203 
a223 

1,075 
1,125 

0,082 
0,06 
1,194 
1214 

0 
a049 
1,145 

1.158 

0.049 

0,048 

W12/-1 

1,194 
1,145 

0269 
a203 

1,125 
1,075 

0203 

aoa2 
1,125 
1,194 

0,049 
0 

1,076 

1,145 

0,048 
0.049 

W13/1 

a082 
a203 
1,076 
1,125 

a203 

0,259 
1.145 
1.194 
0.043 

0.048 
1.145 

1.076 

0 
0.049 

1.194 

1.125 

wl-VI 

ao6 
0X382 
1.125 
1.07B 

0223 

a203 
1.194 

1.145 
0.048 

a049 
1.158 

1.145 
0.049 

0 
1214 

1.194 

W15/-1 

1.168 
1.214 

0.082 
0.06 
1.145 
1.194 

0.06 

0.006 
1.145 

1.158 
a049 

0.048 
1.194 
1214 

0 
0.049 

W16/-1 

1214 
1.168 

0203 
a082 
1.194 

1.145 
0223 

aos 
1.076 
1.145 

0.048 

a049 
1.125 
1.194 

0.049 

0 

Table H.l2. Normalized envelope distances of GMSK BT=0.5 for 3-sample metric with 
maximally flat filter BT=0.6. 

wl/1 

w2/1 

W3/-1 
W4/-1 

w5/l 

w6/l 

W7/-1 

W8/-1 

w9/l 

wlO/1 

W11/-1 

W12/-1 

W13/1 
W14/1 
W15/-1 

W16/-1 

wl/1 

0 
0,033 

1,239 

1,296 

0,033 

0,032 
1,265 

1,264 

0,058 
0,003 
1,255 

1,299 

0.121 

a058 
1,264 

1,296 

w2/l 

0.033 

0 
1.267 

1.299 

0.032 

0.033 

1234 

1.265 

0,184 

0,058 
1,299 
1,265 

0216 
a i 2 1 
1,296 

1,264 

W3/-1 

1,299 

1,267 

0 
0,033 
1,255 

1,234 

0,033 

0,032 

1,265 
1,299 

0216 
0,311 
1,234 
1,267 

a i 2 i 

0216, 

W4/-1 

1,296 

1,299 

0,033 

0 
1.264 

1.265 

0.032 

0.033 

1.299 

1.265 
a iB4 

0216 
1.267 
1.234 

0.058 

0.121 

w5/l 

0,033 

a032 
1.265 
1.264 

0 

0.033 

1.299 

1.296 

a i 2 i 
0.058 
1.234 

1.267 

0216 
a iB4 
1.255 
1.299 

w6/l 

0,032 
a033 

1.234 
1.265 

0.033 

0 
1.267 

1.293 

0216 
a i 2 i 
1.257 

1.234 

0.311 

0216 
1.299 

1.265 

W7/-1 

1.265 

1.234 

a033 

0.032 
1.299 

1.267 

0 

0.033 

1.264 

1.296 

a i 2 i 
0216 

1.265 

1.299 

0,058 

a 184 

W8/-1 

1,264 

1,265 

0.032 

0.033 
1,296 

1,299 

0.033 

0 

1,296 
1,264 

0.058 

a i 2 i 

1,299 

1,265 

0X303 

0.058 

w9/l 

0,058 
a 184 

1,255 

1,299 

a i21 

0216 
1,254 

1,296 

0 
0.033 

1,299 

1257 

1033 

0,032 
1,265 

1,234 

wlO/1 

0,003 

a058 
1,299 

1,265 

0.058 

0.121 
1295 

1,264 

0X133 
0 

1296 

1,299 

0X332 
0X133 
1,254 

1,255 

W11/-1 

1,265 

1,299 

0216 
a i84 
1,234 

1,267 

a i 2 i 

0.058 

1,299 
1,295 

0 
0.033 

1,265 

1,264 

a033 

0.032 

NV12/-1 

1,299 

1265 

0,311 

0216 
1.267 

1.234 

0216 

a i 2 i 
1267 

1.299 

0.033 

0 
1234 

1,265 

0X132 

0X133 

W13/1 

a i 2 i 
0216 
1,234 
1,267 

0216 

0,311 

1,265 

1.299 

0.033 
0.032 
1255 

1.234 

0 
0.033 

1.299 

1.267 

W14/1 

0.058 

a i 2 i 
1.267 
1.234 

a 184 

0215 
1299 

1.265 

0X132 

a033 
1.254 

1.255 

0X333 

0 
1.296 

1.299 

W15/-1 

1,264 

1.296 

a i 2 i 
a058 
1.265 

1299 

a05B 
0.003 

1265 
1.254 

0.033 

0.032 

1.299 

1.296 

0 

0.033 

W15/-1 

1.296 
1.264 

0216 
0,121 
1299 

1,265 
a i 8 4 

ao5a 
1234 

1,265 

0X332 
0.033: 

1,267 

1,239 

0X333 

0 
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Table H.l3. Normalized envelope distances of MSK for 3-sample metric with Gaussian filter 
BT=0.4. 

wl/1 

w2/1 
W3/-1 
W4/-1 

w5/l 

w6/l 

W7/-1 

W8/-1 

w9/l 
wlO/1 

W11/-1 

W12/-1 

W13/1 
W14/1 

W15/-1 

W16/-1 

wl/1 

0 

0,064 
1,034 
1,081 

0,064 

0.063 
0,97 

1,017 

0,048 

0 
0,97 

1,034 

0,001 
0,048 
1,017 

1,081 

w2/l 

0,054 

0 
0,921 
1,034 

0.063 

0,064 
0,857 

0,37 

0224 

0,048 
1.034 

a97 

a 176 
0.001 
1.081 

1.017 

W3/-1 

1.034 

0.921 

0 

0.064 
0.97 

0.857 

0.064 

0.063 

0.97 

1.034 

a 176 

a 128 

0.857 
0921 

0.001 

0.176 

W4/-1 

1.081 
1.034 

0.064 
0 

1.017 

0.97 

0,063 

0,064 
1,034 

0,97 

0224 

a 176 

0,921 
0,857 

0X148 

0.001 

w5/l 

0,064 
0,063 
0,97 

1,017 

0 

0.064 
1,034 

1,081 

0,001 

a048 
a857 

0,921 

a 176 
a224 
0,37 

1,034 

w6/l 

0.053 

a064 
0.857 

0.97 

0.064 

0 
0.921 

1.034 

a 176 
0.001 

0.921 

0.B57 

ai2e 
a 176 
1.034 

0.97 

w7/-1 

0.97 

0.857 
a064 

0.063 
1.034 

a921 

0 

0.064 

1.017 

1.081 

aooi 
ai76 
0.97 
1.094 

a048 
0.224 

wa/-i 

1.017 

0.97 

0.063 
0.064 

1.081 

1.034 

0.064 

0 

1,081 

1,017 

0,048 

0,001 
1,034 

0,97 

0 

0,048 

w9/l 

0,048 

0,224 
0,97 

1,034 
0,001 

a 175 
1,017 

1,081 

0 
0,064 
1.034 

0.921 
0.064 
a063 
0.97 

0.857 

wlO/1 

0 

a048 
1.034 
0.97 

0.048 

aooi 
1.081 
1.017 

0.064 
0 

1.081 

1.034 

0X163 
0.064 

1.017 
0.97 

W11/-1 

0.97 

1.034 

a 175 
0.224 
0.857 

0.321 

aooi 
0.048 
1.034 

1.081 

0 

0.064 
0.97 
1,017 

0.054 

0.053 

W12/-1 

1.034 

0.97 

ai28 
0.176 
0.821 

0.857 

a 176 

0.001 

0.921 
1.034 

0O64 

0 
0,857 
0,97 

0,053 
0X364 

W13/1 

0,001 

ai76 
aB57 

0.821 
a 176 

a 128 
0.37 

1.034 

a054 

0.063 
0.97 

0.857 

0 
0.064 
1.034 

0.921 

wl4 ' l 

a048 

aooi 
0.921 
0.857 

0224 

0.176 
1.034 
0.97 

0.053 

0.054 
1.017 

0.97 
0X164 

0 
1.081 
1.034 

W15/-1 

1.017 

1.081 
aooi 
0.048 
0.97 

1.034 

0.048 

0 

0.87 
1.017 

0.064 

a063 
1,034 
1,081 

0 

0,064 

W15/-1 

1,081 

1.017 
ai76' 
0.001; 
1.034 
0.97 

0224 

a048 
a857 
0.97 

0.063 
0.064 
0.921 
1.034 

0X364 

0 

Table H.l4. Normalized envelope distances of MSK for 3-sample metric with Gaussian filter 
BT=0.5 

wl/1 

w2/l 

w3/- l 

^ 4 / - ! 

w5/l 

w6/1 

W7/-1 

W8/-1 

w9/1 
wlO/1 

W11/-1 

W12/-1 
W13/1 

W14/1 

W15/-1 

W16/-1 

wl/1 

0 

0.043 
1.137 

1.165 

0,043 
0,043 

1,093 
1,121 

0.038 

0 
1,033 

1,137 

0.022 
a038 

1.121 

1.165 

w2/1 

0,043 

0 
1,066 
1,137 

0,043 

0,043 
1,022 

1,093 

aiB4 
0,038 
1.137 

1.093 

a 137 
0.022 

1.165 

1.121 

W3/-1 

1.137 

1.065 

0 

0.043 
1.093 

1.022 

0.043 

0.043 
1.093 

1,137 

ai37 
ai3i 
1,022 

1,065 

0.022 

ai37 

W4/-1 

1,165 

1,137 

0.043 

0 
1,121 

1,033 
0,043 

0,043 

1,137 

1,093 

ai64 
ai37 
1,065 

1,022 

0,038 

0.022 

w5/1 

a043 

0,043 
1,093 

1,121 

0 

0,043 
1,137 

1,165 

0.022 
0,038 
1,022 

1,055 

a i37 
a i 6 4 

1,033 

1,137 

w6/l 

0.043 

0,043 
1,022 

1,093 

0.043 

0 
1,066 
1.137 

0.137 
0.022 
1.066 

1.022 

ai3i 
ai37 
1.137 

1.099 

W7/-1 

1.093 
1.022 

0.043 

a043 
1.137 

1.065 

0 

0.043 
1.121 

1.155 
0.022 

ai37 
1.093 
1.137 

0.038 

ai64 

W8/-1 

1.121 
1.093 

a043 

0.043 
1,165 

1,137 

a043 

,0 
1,165 
1,121 

a038 

0,022 
1,137 

1,099 

0 

ao38 

w9/1 

0,038 
a 164 

1,033 
1.137 

0.022 

ai37 
1.121 
1.165 

0 
0.043 
1.137 

1.066 

0,043 
a043 

1,093 

1,022 

wlO/1 

0 
0X138 
1,137 

1,093 

0.038 

0X322 
1,165 

1,121 

a043 

0 
1,155 
1,137 

0,043 
0,043 
1,121 

1,093 

W11/-1 

1,093 

1,137 

a i37 
a 164 
1.022 

1.066 

0.022 
0.038 
1.137 

1.165 

0 
0.043 
1.093 

1.121 

0.043 

a043 

W12/-1 

1.137 

1.093 

a i 3 i 
a 137 

1.055 

1.022 
ai37 
0X122 
1.056 
1.137 

a043 

0 
1.022 
1.093 

0.043 

a043 

W13/1 

aQ2Z 
ai37 
1.022 
1.065 

a 137 

a 131 
1.093 
1.137 

0.043 

0.043 
1.093 

1.022 

0 
a043 
1.137 

1.066 

wliVl 

0X338 

0X322 
1.066 
1.022 

a i64 
a i37 
1.137 

1.093 

a043 
0X143 
1.121 

1.093 

0.043 
0 

1.165 

1.137 

W15/-1 

1.121 

1.165 

0.022 
aQ38 
1.093 

1.137 

0.038 
0 

1.093 
1.121 

0.043 

0.043 
1.137 

1.165 

0 

0.043 

W16/-1 

1.165 

1.121 

ai37 
0.022 
1,137 

1,093 
a i 6 4 

0X138 
1,022 
1,093 
0,043 

0,043 
1,055 
1,137 

0,043 

0 

Table H.l 5. Normalized envelope distances of MSK for 3-sample metric with Gaussian filter 
BT=0.6. 

wl/1 
w2/l 

W3/-1 
w4'-1 

w5/1 
w6/1 

W7/-1 

W8/-1 

w9/1 

wlO/1 

W11/-1 
W12/-1 

W13/1 
W14/1 

W15/-1 

W16/-1 

wl/1 

0 

0,031 

1,196 
1213 

0,031 

0,031 
1,154 

1,182 

0,029 
0 

1,154 
1,196 

0.024 

0.029 
1.182 
1213 

w2/l 

0.031 
0 

1.147 
1,196 

0O31 

0.031 
1,115 
1,154 

0,123 
0.029 
1.196 
1.164 

0.105 
0X124 
1213 

1.182 

w3/- l 

1.196 

1,147 

0 

0,031 
1,164 

1,115 

ao3i 
0,031 
1,164 

1,196 

ai05 
aii3 
1,115 
1,147 

a024 
ai05 

W4/-1 

1219 

1,196 

0.031 

0 
1,182 

1,164 

0O31 

0,031 
1,196 

1,164 

0,123 
0,105 
1,147 

1,115 
0,029 
0,024 

w5/l 

0,031 

0,031 
1,164 

1,182 

0 

0.031 
1,196 

1213 

0,024 

0,029 
1,115 
1,147 

aiD5 
a 123 
1,164 

1,196 

w6/l 

0,031 
0.031 

1,115 
1,164 

0,031 
0 

1,147 

1,196 

ai05 
a024 
1,147 

1,115 

0.113 
aio5 
1,195 
1,164 

W7/-1 

1,154 

1,115 

0,031 

0.031 
1,196 

1,147 

0 

ao3i 
1,182 

1,213 

a024 

ai05 
1,164 

1,196 

a029 

ai23 

W8/-1 

1,182 

1,164 

0.031 

ao3i 
1213 

1,196 

0,031 

0 

1213 

1,182 

0.029 
a024 
1,195 
1,164 

0 

0.029 

W9/1 

a029 

a 123 
1,164 

1,195 

a024 

a 105 
1,182 

1213 

0 

0.031 
1,186 

1,147 

0,031 
0,031 

1,164 

1,115 

NvlO/1 

0 
a029 
1,196 
1,164 

0.029 

a024 
1213 

1,182 

0X331 

0 

1213 
1,195 

0X331 

0X131 
1,182 

1,164 

W11/-1 

1,164 

1,196 

ai05 
a 123 
1,115 
1,147 

0,024 

0,029 
1,195 

1213 

0 

ao3i 
1,164 

1,182 

ao3i 
0.031 

W12/-1 

1,196 
1.154 

aii3 
ai05 
1.147 

1.115 

ai05 
a024 
1.147 

1.196 

0X131 
0 

1.115 

1.154 

ao3i 
0X131 

W13/1 

a024 
aio5 
1.115 
1.147 

aios 
an 3 
1.154 

1.196 

0.031 
0,031 
1.154 

1.115 

0 

0.031 

1.195 

1.147 

wl4 ' l 

a029 
0,024 

1,147 

1,115 
ai23 
aio5 
1,196 
1,164 

0X331 

0.031 
1.182 

1.154 

0X131 

0 
1213 

1.196 

W15/-1 

1.182 

1213 
a024 

0,029 
1,164 

1,195 
0,029 

0 
1,154 

1,182 

0.031 

0.031 

1,196 

1219 

0 

0,031 

W16/-1 

1213 

1,182 

aio5 
a024 
1,135 
1,164 

ai23 
a029 
1,115 

1,164 

0,031 
0.031 

1,147 

1,196 

0X331 

0 
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Table H.l 6. Normalized envelope distances of MSK for 3-sample metric with maximally flat filter 
BT=0.4. 

wl/1 
w2/l 

W3/-1 

W4/-1 

w5/l 

w5/l 

W7/-1 
wa^-i 

w9/l 

wlO/1 

W11/-1 

W12/-1 

W13/1 
W14/1 

W15/-1 

W16/-1 

wl/1 

0 
0,07 

1,05 

1,099 

ao7 

0,07 

0,98 
1,032 

0,061 

aoo6 
0,98 

1,05 

0.024 

a061 

1,032 

1,099 

w2/l 

0,07 

0 
0,93 

1,05 

ao7 

0,07 
0,B5 
0,98 

0266 
0,061 

1,05 

0,98 

0217 
0,024 
1,093 

1.032 

W3/-1 

1,05 
0,93 

0 
0,07 

a98 

a86 

0,07 
ao7 

0,98 

1,05 

0217 
a i 9 4 

0,86 

0,99 

a024 

0.217 

W4/-1 

1.099 

1.05 
0.07 

0 

1.032 

0.38 
0.07 

0.07 

1.05 

0.98 

0266 
0217 
0.93 

0.86 

0.061 
0.D24 

w5/l 

0X37 

0.07 

0.98 

1.092 

0 

0.07 
1,05 
1,099 

0,024 

0,061 

0,85 
0,93 

0217 
0,255 

0,98 

1,05 

w6/l 

ao7 

0,07 

0,85 
0,98 

0X37 

0 
0,93 
1,05 

0217 

0.024 

0.93 

0.86 

a i 9 4 

0217 
1.05 

0.98 

W7/-1 

0.98 

0.85 

0.07 
0X37 

1.05 

0.93 
0 

0.07 

1.032 

1.099 
a024 

0217 

0.98 

1.05 

a061 

a2g6 

W8/-1 

1.032 

0.98 

0X37 

ao7 
1.099 

1.05 

0.07 

0 
1.099 

1.092 

0.051 

0.024 
1.05 

0.98 

0.006 

0.061 

w9/l 

0.061 

0.266 

0.96 
1,05 

0,024 

0,217 
1,032 
1,099 

0 
0X17 
1,05 

a93 

0.07 

0,07 
0,98 

0,86 

wlO/1 

0,006 

ao6i 

1,05 

0,98 

0,061 

0,024 
1,099 

1,032 

0X37 

0 

1,099 
1,05 

0,07 

0,07 
1,032 

a98 

w l V - l 

0,98 

1,05 
0217 

a266 

0.86 

0.93 
0.024 

aoei 
1.05 

1.099 

0 
0.07 

0.98 
1.032 

0.07 
0.07 

W12/-1 

1.05 

0.98 

a 194 

0217 
a93 

0.86 

0217 
0.024 

0.93 

1.05 
0X17 

0 

0.86 
0.98 

0.07 
007 

W13/1 

0,024 

0217 

0,86 

a93 

0217 
a i94 

0,98 
1,05 

0.07 

0.07 
0.98 
0.86 

0 

0.07 
1.05 

a93 

w14'1 

0.061 

a024 
0.93 

a86 

0266 
0217 

1.05 
ass 

ao7 

ao7 
1.032 

asB 
ao7 

0 
1.099 

1.05 

W15/-1 

1.032 
1.099 

a024 

0.061 

0.98 
1,05 

0.061 
aooe 

0.98 

1,032 
0,07 

0,07 
1,05 

1,099 
0 

0,07 

wIE ' - l 

1,099 

1.032 

0217 

a024 
1.05 

0.98 
0266 
a061 
0.85 

0.98 

0X17 
ao7 

0.93 
1.05 

0X37 

0 

Table H.17. Normalized envelope distances of MSK for 3-sample metric with maximally flat filter 
BT=0.5 

wl/1 

w2/l 

W3/-1 

W4/-1 

w5/l 

w6/l 

W7/-1 

W8/-1 

w9/l 

wlO/1 

W11/-1 

W12/-1 
W19/1 

W14/1 
W15/-1 
W16/-1 

wl/1 

0 

a049 
1.194 

1214 

a049 

aa48 
1.145 

1.168 

0.06 

0,006 
1,145 

1,194 

0,082 
0,06 
1,168 

1214 

w2/l 

0,049 

0 
1,125 

1,194 

0.048 

0,049 
1,075 
1.145 

0,223 
0,06 
1,194 

1,145 

0,203 
0,082 
1214 

1,168 

W3/-1 

1,194 

1,125 

0 

0,049 

1,145 

1,075 

0,049 

0,048 
1,145 

1,194 

0,203 
0.269 
1.075 
1.125 

0,082 
a203 

W4/-1 

1214 

1,194 

0,049 

0 
1,168 

1,145 
0,048 

0,049 
1,194 

1,145 

0223 
0203 
1,125 

1,076 

0,06 

0,082 

w5/1 

0,049 
a048 

1,145 
1,168 

0 

0,049 
1,194 
1.214 

a082 

0.06 
1.076 

1.125 
0.203 
0,223 
1,145 

1,194 

w6/1 

a048 
0,043 

1,075 
1,145 

0X149 

0 
1,125 

1,194 

a203 

0.082 
1,125 

1,076 

0,259 
a203 
1,194 

1,145 

W7/-1 

1,145 
1,076 

0,049 
0,048 
1,194 

1,125 
0 

0,049 

1,158 
1214 

0,082 

0.203 
1,145 
1,194 

0,06 
0.223 

W8/-1 

1,158 
1,145 

0X148 

0.049 
1214 

1,194 

a049 

0 
1,214 

1,168 

ao6 

0.082 
1,194 
1,145 

0.006 
ao6 

w9/l 

0.06 

a223 
1,145 
1,194 

0,082 

a203 
1,158 
1214 

0 

0,049 
1,194 

1,125 
0,049 

0,048 
1,145 
1,075 

wlO/1 

0X106 

0.06 
1,194 

1.145 

0.05 

0.082 
1214 

1.168 
0.049 

0 
1214 

1.194 

0.04B 
a049 
1.168 

1.145 

W11/-1 

1.145 
1.194 

0.203 

0.223 
1.075 

1.125 

0.082 

ao6 
1.194 
1214 

0 

0.049 
1.145 
1.16B 
0.049 

0.048 

W12/-1 

1.194 

1.145 
0269 

0203 
1.125 

1.076 

0203 
0.082 

1.125 
1.194 

a049 
0 

1.076 
1.145 

0,048 
a049 

W13/1 

0,082 

a203 
1,076 
1,125 

0,203 

0,263 
1,145 
1,194 

0.049 

0,048 
1,145 

1,075 

0 
0,049 
1,194 

1,125 

W14/1 

0X16 

0.082 
1,125 
1.075 

0223 

0203 
1.194 

1.145 

0.048 

0,049 
1,168 

1,145 

0,049 
0 

1214 

1,194 

W15/-1 

1.168 

1214 

a082 

0.06 
1.145 

1.194 

0.06 
0.005 
1.145 

1.168 

0.049 
0.048 
1.194 
1.214 

0 
0.049 

W16/-1 

1214 

1.153 

0203 
0X182 
1.194 

1.145 

a223 
0,05 
1,076 

1,145 
a048 

0,049 
1,125 
1,194 

0.049 

0 

Table H.l 8. Normalized envelope distances of MSK for 3-sample metric with maximally flat filter 
BT=0.6. 

Wl/1 

w2/l 

W3/-1 
W4/-1 

w5/l 

w6/l 

W7/-1 

w8/-1 

w9/l 

wlO/1 
W11/-1 

W12/-1 

W13/1 
W14/1 
W15/-1 

W16/-1 

wl/1 

0 
0,033 

1,299 

1,296 

0,033 

a032 
1,265 

1,264 

0.058 
0.003 
1,255 
1,299 

a i 2 i 

0,058 
1,264 

1,296 

w2/l 

0.033 
0 

1.257 

1.299 

0.032 

0.033 
1234 

1.265 

a i e 4 

0,058 
1,299 
1.265 

0216 
a i 2 i 
1.295 

1.264 

W3/-1 

1.299 

1.267 

0 

0.033 

1.255 

1.234 

0.033 

0.032 
1.265 
1.299 

0216 
0.311 
1.234 
1.267 

a i 2 i 
0216 

W4/-1 

1.296 

1.299 

0.033 

0 
1.264 

1.265 

0.032 

0,033 

1,299 
1265 

a i 8 4 

0216 
1,267 
1.234 

0.058 

0.121 

w5/1 

0.033 

0.032 

1.265 
1.264 

0 

a033 

1.299 

1.295 

a i 2 i 
a058 
1.234 

1.267 

0216 
a iB4 
1.265 

1.299 

w5/l 

ao32 
0.033 

1.234 

1.265 

0.033 

0 
1.257 

1.299 

0216 

a i 2 i 
1.257 

1.234 

0.311 
0216 

1.299 

1.265 

W7/-1 

1.255 

1.234 

0.033 

aa32 
1.299 

1.267 

0 

0.033 
1.264 

1.295 

a i 2 i 

0216 

1.265 
1.299 

0.058 

a i 8 4 

w8/-1 

1,264 

1,265 

0,032 

a033 

1295 

1,299 

0.033 

0 
1,295 
1,264 

0.058 

a i 2 i 

1,239 

1,265 

0.003 

0.058 

w9/l 

0,058 

a 184 

1,255 

1,299 

a i 2 i 

0.216 
1,264 

1,295 

0 

a033 
1,299 
1,267 

a033 

a032 

1265 

1,234 

wlO/1 

0.003 
0.058 

1.299 
1255 

0.058 

0.121 
1,296 
1,264 

0X133 

0 
1.296 

1299 

0X332 

0.033 
1.264 

1.255 

W11/-1 

1.265 

1.299 

0.216 

a 184 
1.234 

1.267 

a i 2 i 

a058 

1.299 

1296 

0 
a033 

1.265 
1.254 

a033 

0.032 

^vl2/- l 

1.299 

1.265 

a 3 i i 

0216 
1.267 

1.234 

0216 

a i 2 i 
1267 

1.299 

0X133 
0 

1234 

1.265 

0X132 

0,033 

W13/1 

a i 2 i 
0216 

1,234 

1,267 

0216 

0.311 
1,265 

1,293 

0,033 
0,032 
1255 
1,234 

0 

0,033 
1,299 

1,267 

wl4 ' l 

ao58 

a i21 
1,257 

1234 

a i 8 4 

0216 
1,299 

1255 

0X132 
0.033 
1.264 

1255 

0X133 

0 

1.295 

1.299 

W15/-1 

1.254 

1.295 

a i 2 i 
0.058 

1.265 

1.299 

0.058 

0.003 
1.255 
1.254 

0.033 

0.032 

1.239 
1.296 

0 

ao33 

W16/-1 

1.296 
1.264 

0216 
a i 2 i 

1,293 
1,265 

0,184; 
0X158' 
1234 

1,265 

0032 
0X133 

1,267 

1,299 

0X333 

0 
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APPENDIX I 

Table 1.1. Envelope distance of GMSK BT=0.3 for the selected waveforms by RW-ICIC. 

Complex Envelope 

Waveform/Symbol 

(w2/+l) 

^2i + J^2q 

(w6/+I) 

»*'l, + > i , 

(w4/-l) 

^ 3 , + i > ^ 3 , 

(w8/-l) 

^ 4 , + > 4 < , 

(w2/+l) 

0.157 

0.915 

0.946 

'^2i + J'^2ci 

(w6/+l) 

0.157 

0 

0.716 

0.922 

^ 1 , + i ^ i , 

(w4/-l) 

0,915 

0,716 

0 

0.13 

(w8/-l) 

0.946 

0.922 

0.164 

0 

Table 1.2. Envelope distance of GMSK BT=0.3 for the selected waveforms by RW-ICICI. 

Complex Envelope 

(Waveform/Symbol) 

(wl/+l) 

^li-j^lci 

(w5/+l) 

(w3/-l) 

^ 4 , - > 4 , 

(w7/-l) 

'^Zi-j'^^q 

(wl/+l) 

0 

0.164 

0.922 

0.946 

^ 1 , - ^ 1 , 

(w5/+l) 

0.164 

0 

0.716 

0.915 

'^2i-i'^2q 

(w3/-I) 

0.922 

0.716 

0 

0.157 

'^4, ->^49 

(w7/-l) 

0.946 

0.915 

0.157 

0 
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Table 1.3, Envelope distance of GMSK BT=0.3 for the selected waveforms by RW-ICIC. 

Complex Envelope 

(Waveform/Symbol) 

-'^y. + J'^Zq 

(wI0/+l) 

-•^h + ^ i . 

(wl4/+l) 

- ^ 2 / + -''̂ 2<7 

(W12/-1) 

-H'4, + > 4 9 

(wl6/- l) 

- ^ 3 / + > 3 9 

(wlO/+l) 

0 

0.164 

0.922 

0.946 

-"^M + J^Xq 

(wl4/+l) 

0.164 

0 

0.716 

0.915 

-*^2/ + i^29 

(wi2;-i) 

0.922 

0.716 

0 

0.13 

-H'4,- + ;w4^ 

(wI6/-l) 

0.946 

0.915 

0.157 

0 

Table 1.4. Envelope distance of GMSK BT=0.3 for the selected waveforms by RW-ICIC. 

Complex Envelope 

(Waveform/Symbol) 

- ^ 2 , - > 2 , 

(w9/+l) 

- H ' 4 , - ; w 4 , 

(W13/+1) 

-"^M-J^iq 

(w l l / - l ) 

- ^ 3 , - > 3 < ? 

(W15/-1) 

- ^ ^ 2 , - > 2 , 

(w9/+l) 

0 

0.157 

0.915 

0.946 

-W4,-;W4^ 

(W13/+1) 

0.157 

0 

0.716 

0.922 

- * ^ i , - i * ^ i , 

(wl l / - l ) 

0.915 

0.716 

0 

0.164 

-'^Z.-J'^Zq 

(W15/-1) 

0.946 

0.922 

0.164 

0 
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APPENDIX J 

Table J.I. Correlation coefficients between U in Eb/No=10dB. 

UJ 
L1,1 
L1,2 
L1,3 
L1,4 
L1,5 
L I ,6 
L I , 7 
L1,e 
L1,9 
L I , 1 0 
L I , 1 1 
L I , 1 2 
L I , 1 3 
L I , 1 4 
L1,15 
L I , 1 6 

L1,1 

1 
0 .063 
0 .018 
0.02 

0 .071 
0 .179 
0 .016 
0.02 

0 .133 
0 .136 
0 .006 
0 .009 
0 .123 
0 .135 
0.01 
0.01 

L I , 2 

0 .063 
1 

0 .141 
0 

0 .046 
0.55 

0 .129 
0 .029 
0.02 
0.09 

0 .123 
0 .323 
0 .014 
0 .038 
0 .135 
0.35 

L I ,3 

0.01 B 
0.141 

1 
0 .959 
0.327 
0 .229 
0 .936 
0.99 

0 .152 
0.191 
0 .044 
0 .048 
0 .056 
0.08 

0.081 
0 .026 

L I , 4 
0 .02 

0 
0 .959 

1 
0 ,347 
0 ,177 
0 .888 
0 .928 
0.151 
0 .105 
0 .017 
0 .026 
0 .063 
0 .096 
0 .024 
0 .006 

L1,5 
0.071 
0 .046 
0 .327 
0,347 

1 
0.55S 
0.127 
0.131 
0.02 
0.07 

0 .142 
0 .156 
0 .015 
0 .017 
0 .022 
0.01 

L I , 6 
0,179 
0.55 

0.229 
0.177 
0.555 

1 
0.135 
0.071 
0.043 
0.106 
0.151 
0.245 
0.023 
0 ,054 
0,086 
0,193 

L1,7 
0.016 
0,129 
0,936 
0.999 
0.127 
0.135 

1 
0,951 
0 ,192 
0,187 
0.128 
0.051 
0,122 
0,11 
0,07 
0.01 

L1,8 
0.02 

0.029 
0.89 

0,920 
0,131 
0,071 
0,951 

1 
0.2 

0 ,189 
0,07 

0,095 
0,136 
0 ,124 
0,011 
0,029 

L I , 9 
0,133 
0,02 

0.152 
0,151 
0.02 

0,043 
0,192 

0,2 
1 

0 .918 
0,047 
0,022 
0.92 

0 .894 
0.068 
0.036 

L I , 1 0 
0.139 
0.09 

0,191 
0,185 
0.07 

0,106 
0,187 
0,189 
0.918 

1 
0.125 
0.138 
0.797 
0,919 
0 ,134 
0,142 

L I ,11 
0,006 
0,123 
0.044 
0.017 
0.142 
0,151 
0,126 
0.07 

0.047 
0.125 

1 
0.935 
0.066 
0.138 
0.949 
0,887 

L I , 1 2 
0,009 
0,323 
0,048 
0,026 
0,156 
0,245 
0,051 
0,095 
0,022 
0,138 
0.935 

1 
0.005 
0,109 
0,889 
0,959 

L I , 1 3 
0 .123 
0 .014 
0.056 
0.063 
0.015 
0.023 
0.122 
0.136 
0,92 

0.797 
0.068 
0.005 

1 
0.92 

0 .082 
0.015 

L I , 1 4 
0.135 
0,038 
0,08 

0.086 
0.017 
0 ,054 
0,11 

0 .124 
0 .894 
0.918 
0.138 
0.108 
0.92 

1 
0.148 
0.111 

L I , 1 5 
0,01 

0,135 
0,081 
0 ,024 
0,022 
0,096 
0,07 

0,011 
0,069 
0 .134 
0.949 
0.889 
0.082 
0,148 

1 
0 ,928 

L I , 1 6 
0,01 
0,35 

0,026 
0,006 
0,01 

0.193 
0,01 

0 ,029 
0.036 
0,142 
0,997 
0,959 
0 .015 
0,111 
0,928 

1 

UJ 
L2,1 
L2,2 
L2,3 
L2,4 
L2,5 
L2,6 
L2,7 
L2,9 
L2,9 
L2,10 
L2,11 
L2,12 
L2,13 
L2,14 
L2,15 
L2,16 

L2,1 
1 

0 .057 
0 .326 
0 .224 
0.49 

0 .113 
0 .336 
0 .214 
0 .203 
0 .069 
0 .129 
0 .072 
0 .217 
0 .106 
0 .143 
0 .083 

L2,2 
0 .057 

1 
0.01 

0 .009 
0.171 
0 .05 
0.01 

0 .009 
0 .072 
0.121 
0 .015 
0 .014 
0 .067 
0.112 
0.017 
0.019 

L2,3 
0 .326 
0.01 

1 
0.945 
0.027 
0 .284 
0 .943 
0 .863 
0 .383 
0 .075 
0 .129 
0 .008 
0 .399 
0,021 
0 ,183 
0 .037 

L2,4 
0 .224 
0 .009 
0 .345 

1 
0 .012 
0 .332 
0 .903 
0 .937 
0 ,342 
0,101 
0 .022 
0 .046 
0 .332 
0 .019 
0,071 
0 .002 

L2,5 
0.49 

0.171 
0.027 
0 .012 

1 
0 .475 
0.119 
0.083 
0.165 
0 .096 
0 .158 
0 ,094 
0 .162 
0 .062 
0 ,103 
0 .009 

L2,6 
0.113 
0.05 

0 .294 
0.332 
0.475 

1 
0.126 
0,14 

0 .024 
0.022 
0.139 
0.146 
0.027 
0.03 

0.007 
0,055 

L2,7 
0.336 
0.01 

0,943 
0,903 
0,119 
0 ,126 

1 
0 ,334 
0.403 
0.106 
0 .214 
0.07 

0.425 
0.035 
0.191 
0,022 

L2,8 
0 ,214 
0,009 
0,863 
0,937 
0,093 
0.14 

0 .934 
1 

0 ,353 
0,132 
0 ,094 
0,029 
0.359 
0,079 
0,059 
0,025 

L2,9 
0 .203 
0.072 
0.393 
0.342 
0.165 
0 .024 
0.403 
0,353 

1 
0,639 
0,553 
0,469 
0.951 
0.62 

0.559 
0,466 

L2,10 
0 .069 
0.121 
0.075 
0.101 
0,096 
0.022 
0.106 
0.132 
0,639 

1 
0,096 
0,077 
0.59 

0.923 
0,099 
0,096 

L 2 , l l 
0.128 
0,015 
0,129 
0.022 
0.158 
0.139 
0 .214 
0 .094 
0,553 
0,086 

1 
0.929 
0.592 
0.107 
0,957 
0,872 

L2,12 
0,072 
0,014 
0,008 
0,046 
0 .094 
0.146 
0.07 

0 .029 
0,468 
0,077 
0,929 

1 
0,509 
0,099 
0,875 
0,937 

L2,13 
0.217 
0.067 
0.388 
0.332 
0.162 
0 .027 
0.425 
0.359 
0.951 
0,59 

0,592 
0,509 

1 
0 .654 
0,567 
0,465 

L2,14 
0.106 
0.112 
0,021 
0,018 
0.062 
0.03 

0.035 
0.079 
0.62 

0.923 
0.107 
0.099 
0 .654 

1 
0,122 
0,12 

L2,15 
0.143 
0,017 
0,193 
0.071 
0,103 
0 .007 
0.191 
0,059 
0,559 
0,099 
0,957 
0,875 
0.567 
0.122 

1 
0,915 

L2,16 
0.083 
0.019 
0,037 
0,002 
0 ,009 
0.055 
0 .022 
0,025 
0,466 
0,096 
0,672 
0,937 
0,465 
0.12 

0,915 
1 

UJ 
L3,1 
L3,2 
L3,3 
L3,4 
L3,5 
L3,6 
L3,7 
L3,g 
L3,9 
L3,10 
L3,11 
L3,12 
L3,13 
L3,14 
L3,15 
L3,16 

L3,1 
1 

0 .945 
0 .014 
0.22 

0 .923 
0 .857 
0.131 
0 .057 
0.001 
0 .105 
0.53 

0 .119 
0.121 
0 .222 
0 .083 
0 .389 

L3,2 
0.945 

1 
0 .013 
0 .318 
0.847 
0 .895 
0 .117 
0.101 
0 .047 
0.22 

0 .519 
0 .119 
0 .145 
0 .313 
0.030 
0.442 

L3,3 
0 .014 
0 .013 

1 
0 .056 
0 .016 
0 .036 
0 .053 
0 .146 
0 .015 
0 .016 
0 .068 
0 .106 
0.041 
0 .018 
0.111 
0 .069 

L3,4 
0.22 

0 .319 
0 .056 

1 
0 .256 
0 .348 
0 .036 
0 .547 
0 .068 
0 .142 
0 .013 
0 .077 
0 .04 
0 .13 

0 .113 
0 .226 

L3,5 
0 .923 
0 .847 
0 .016 
0 .256 

1 
0 .837 
0 .075 
0.189 
0 .092 
0.007 
0 .438 
0.09 
0 .03 

0 .056 
0 .075 
0.361 

L3,6 
0 .957 
0,995 
0,036 
0.348 
0,897 

1 
0 .048 
0,206 
0,039 
0.12 

0.475 
0.19 

0 .004 
0.148 
0.11 
0.33 

L3,7 
0.131 
0.117 
0.053 
0.036 
0.075 
0.048 

1 
0,58 

0,261 
0,221 
0.21 

0 .064 
0.357 
0.322 
0.097 
0.021 

L3,8 
0 .057 
0.101 
0.146 
0.547 
0.183 
0.206 
0.58 

1 
0 .202 
0.06 

0.107 
0 .134 
0 .213 
0,106 
0,086 
0,108 

L3,9 
0,001 
0,047 
0.015 
0.069 
0,092 
0,039 
0.261 
0 .202 

1 
0.32 

0.335 
0.113 
0 .882 
0.842 
0 .112 
0.45 

L3,10 
0,105 
0.22 

0.016 
0.142 
0.007 
0.12 

0.221 
0.06 
0.32 

1 
0 .363 
0.141 
0.849 
0.942 
0.12 

0 ,549 

L3,11 
0,53 

0.519 
0,069 
0,013 
0.438 
0.475 
0.21 

0.107 
0.335 
0,363 

1 
0 ,644 
0,307 
0,416 
0,651 
0,026 

L3,12 
0,119 
0,118 
0,106 
0,077 
0,09 
0.19 

0 .064 
0 .134 
0.113 
0,141 
0 ,644 

1 
0.215 
0.146 
0.813 
0.639 

L3,13 
0.121 
0.145 
0.041 
0.04 
0.03 

0 .004 
0.357 
0.213 
0.992 
0.949 
0.307 
0.215 

1 
0 .993 
0.142 
0.491 

L3,14 
0.222 
0,313 
0,018 
0,13 

0.056 
0.148 
0 .322 
0.106 
0 .842 
0.942 
0.416 
0.146 
0.893 

1 
0.076 
0.543 

L3,15 
0,083 
0,038 
0,111 
0,113 
0,075 
0,11 

0,037 
0.086 
0.112 
0,12 

0.651 
0.813 
0 .142 
0.076 

1 
0,665 

L3,16 
0,383 
0,442 
0,069 
0,226 
0.361 
0.33 

0,021 
0.108 
0.45 

0.549 
0.026 
0.639 
0.491 
0.543 
0.665 

1 

UJ 
L4,1 
L4,2 
L4,3 
L4,4 
L4,5 
L4,6 
L4,7 
L4,B 
L4,9 
L4,10 
L4,11 
L4,12 
L4,13 
L4,14 
L4,15 
L4,16 

L4,1 
1 

0 .958 
0 .006 
0 .003 
0 .914 
0 .876 
0 .109 
0 .147 
0.081 
0 .065 
0 .545 
0 .546 
0 .202 
0 .208 
0 .092 
0 .113 

L4,2 
0 .958 

1 
0 .14 

0 .002 
0.971 
0 .929 
0 .168 
0 .134 
0 .038 
0.107 
0 .539 
0 .569 
0 .152 
0.237 
0 .079 
0 .097 

L4,3 
0 .006 
0 .14 

1 
0.07 

0 .058 
0 .144 
0 .505 
0 .102 
0.318 
0 .118 
0.019 
0.031 
0 .285 
0 .106 
0 .013 
0.031 

L4,4 
0 .003 
0 ,002 
0,07 

1 
0 ,006 
0 .003 
0 .192 
0 .049 
0.011 
0 .008 
0 .073 
0 .066 
0.017 
0 .015 
0 .128 
0 .114 

L4,5 
0 .914 
0.871 
0 .058 
0 .006 

1 
0 ,937 
0 .012 
0 .073 
0.015 
0 .015 
0.451 
0.441 
0.058 
0 .042 
0.086 
0 .103 

L4,6 
0.876 
0.929 
0 .144 
0.003 
0.937 

1 
0 .108 
0,063 
0 .024 
0 .049 
0 .454 
0.483 
0.019 

0.1 
0 .063 
0.081 

L4,7 
0 .108 
0 .168 
0.505 
0.182 
0 .012 
0 ,108 

1 
0 .488 
0,008 
0.037 
0 .169 
0.167 
0 .023 
0 .128 
0 .082 
0.059 

L4,B 
0 .147 
0 .134 
0.102 
0.043 
0 .073 
0 .063 
0.488 

1 
0 .227 
0 .215 
0 .204 
0.221 
0 .327 
0 .337 
0 .075 
0 .116 

L4,3 
0.081 
0 ,038 
0.318 
0.011 
0 .015 
0 .024 
0 .008 
0.227 

1 
0 .935 
0 .337 
0 .332 
0.943 
0.899 
0 .099 
0.011 

L4,10 
0.065 
0.107 
0.118 
0.008 
0.015 
0 .049 
0.097 
0.215 
0.935 

1 
0 .333 
0.349 
0.859 
0.931 
0 .136 
0.077 

L4,11 
0.545 
0.539 
0,018 
0.073 
0.451 
0 .454 
0.163 
0 .204 
0.337 
0.339 

1 
0.952 
0.378 
0.383 
0.658 
0.643 

L4,12 
0.546 
0.569 
0.031 
0.066 
0.441 
0.483 
0 .167 
0.221 
0 .332 
0.348 
0,952 

1 
0.39 

0.417 
0,608 
0,678 

L4,13 
0,202 
0.152 
0.285 
0.017 
0.058 
0.019 
0 .023 
0.327 
0 .943 
0.959 
0.378 
0.39 

1 
0 .94 

0 .073 
0.029 

L4,14 
0 .208 
0.237 
0.106 
0.015 
0.042 

0.1 
0 .128 
0.337 
0.893 
0.931 
0.383 
0.417 
0.84 

1 
0.111 
0.033 

L4,15 
0 .092 
0.079 
0.013 
0.129 
0.086 
0 .063 
0 .082 
0 .075 
0.098 
0 .136 
0.658 
0 .608 
0.073 
0.111 

1 
0 ,324 

L4,16 
0,113 
0,097 
0,031 
0 .114 
0.103 
0.081 
0 .059 
0.116 
0.011 
0,077 
0.643 
0,678 
0,028 
0 ,033 
0 .924 

1 
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Table J.2. Correlation coefficients between Um E^Q='\06B. 

UJ 

L5,1 
L5,2 
L5,3 

L5,4 
L5,5 
L5,6 
L5,7 
L5,8 
LS,9 
L5,10 
L5,11 
L5,12 
L5,13 
L5,14 

L5,15 
L5,16 

L5,1 

1 
0 .481 
0 .046 

0 .058 
0 .056 
0.101 
0.141 
0 .156 
0 .112 
0.07B 
0.331 
0 .325 

0 .216 
0 .205 
0 .208 
0.22 

L5,2 

0 .481 
1 

0 .124 

0 .039 
0 .183 
0 .504 
0 .179 
0 ,126 
0 .066 
0 .095 
0 .126 
0 .026 

0 .163 
0 .173 

0.091 
0 .014 

LS.3 

0 .046 
0 ,124 

1 
0 .939 
0.011 
0 .168 
0.931 
0 .879 
0 .077 
0 .056 
0.11 

0 . 0 1 4 
0 .506 
0 ,473 
0 .065 
0 .029 

L5,4 

0 ,059 
0.038 
0.939 

1 
0 .018 
0 .024 
0 .876 
0 .917 
0 .113 
0.0B7 
0 .049 
0 .049 
0 .475 
0 .476 
0 .006 
0 .005 

L5,5 

0 .056 
0 .183 
0.011 
0 .018 

1 
0.061 
0.011 

0 .014 
0 .123 

0 .135 
0.018 
0.017 

0.076 
0.082 

0.012 
0.013 

LS,6 
0.101 
0 5 0 4 
0.168 
0 .024 
0.061 

1 
0.159 
0.022 
0.029 
0 .014 
0.107 
0.286 
0.047 
0 .004 
0 .114 
0.321 

LS,7 
0.141 

0.931 
0.876 
0.011 
0.153 

1 
0,96 

0,088 
0,068 
0,243 
0,144 
0,585 
0,553 
0,121 
0,031 

L5,8 

0,156 

0,879 
0,917 
0 ,014 
0,022 
0,96 

1 
0.111 
0.0B5 
0,212 
0,19 

0.568 
0.562 
0 .074 
0,07 

L5,g 

0.112 

0.077 
0,113 
0,123 
0,029 
0,089 
0,111 

1 
0.921 
0,054 

0,008 
0.661 
0 .624 
0.093 
0.025 

LS.IO 
0.079 

0.056 
0.087 
0.135 
0 .014 
0.068 
0.085 
0.921 

1 
0,121 
0,DB4 
0.591 
0.639 
0.142 
0.105 

L5,11 
0.331 

0.11 
0,043 
0.018 
0,107 
0,243 
0,212 
0 ,054 
0.121 

1 
0 .94 

0 ,402 
0.39 

0.932 
0,898 

L5,12 

0,325 

0 ,014 
0.043 
0.017 
0.286 
0 ,144 
0,19 

0.008 
0 .094 
0,94 

1 
0,368 
0,37 

0.855 
0,941 

L5,13 
0.216 

0.506 
0.475 
0.076 
0,047 
0,585 
0,568 
0.661 
0.591 
0.402 
Q.36B 

1 
0.951 
0.339 
0 .314 

L5,14 

0,205 

0,473 
0,476 
0.082 
0.004 
0,553 
0.562 
0,624 
0,639 
0,39 
0,37 

0,951 
1 

0 .344 
0.332 

L5,15 
0,208 

0,065 
0,006 
0,012 
0,114 
0,121 
0 .074 
0.093 
0.142 
0.932 
0.B55 
0.339 
0.344 

1 
0.933 

L5,16 

0.22 

0.029 
0.005 
0.013 
0.321 
0.031 
0.07 

0.025 
0.105 
0.838 
0.941 
0 .314 
0.332 
0.933 

1 

UJ 
L6,1 
L6,2 
L6,3 
L6,4 
L6,5 
L6,6 
L6,7 
L6,B 
L6,9 
L6,10 
L 6 , n 
L6,12 
L6,13 
L6,14 
L6,15 
L6,16 

L6,1 

1 
0 . 5 5 4 
0 . 2 0 4 
0 .138 
0 .576 
0.17 

0 .106 
0 .063 
0 .117 
0.101 
0 .103 
0.21 

0 .144 
0 .105 
0 .064 
0 .207 

L6,2 
0 .554 

1 
0 .047 
0 .082 
0 .019 
0 .048 
0 .113 
0 .122 
0 .001 
0 .117 
0 .323 
0 .365 
0.081 
0 .213 
0.227 
0 .267 

L6,3 
0 .204 
0 .047 

1 
0 .894 
0 .339 
0 .039 
0 .092 
0 .955 
0 .343 
0 .082 
0.141 
0.01 

0.171 
0 .467 
0.11 

0 .035 

L6,4 

0 .198 
0 .082 
0 .894 

1 
0 .237 
0 .013 
0.841 
0 .322 
0 .358 
0 .059 
0 .027 
0 .042 
0.09B 
0 .436 
0 . 0 2 4 
0 .104 

L6,5 

0 .576 
0 .019 
0.339 
0.237 

1 
0.07 

0.307 
0 .202 
0 .218 
0 .127 
0 .117 
0.05 

0 .036 
0 .004 
0.127 
0 ,084 

L6,6 

0.17 
0 .048 
0.033 
0.013 
0.07 

1 
0 ,012 
0.009 
0.07 

0,118 
0,015 
0,039 
0,113 
0,07 

0 .009 
0,007 

L6,7 

0.106 
0.113 
0.892 
0.841 
0.307 
0.012 

1 
0.942 
0.446 
0.02 

0.303 
0.149 
0 ,114 
0,52 

0,209 
0,049 

L6,8 

0,063 
0.122 
0.855 
0.922 
0,202 
0,009 
0,942 

1 
0.38 

0 .074 
0.198 
0.116 
0.126 
0.536 
0.08 

0,005 

L6,9 

0,117 
0.001 
0.343 
0,358 
0.218 
0.07 

0,446 
0.38 

1 
0 .657 
0.518 
0.468 
0.636 
0,019 
0,527 
0,433 

L6,10 

0,101 
0,117 
0,082 
0.059 
0,127 
0.118 
0.02 

0 .074 
0.657 

1 
0,043 
0.111 
0.81 

0.647 
0.086 
0,072 

L6,11 

0,103 
0,323 
0.141 
0.027 
0,117 
0.015 
0.303 
0.198 
0.518 
0.043 

1 
0.689 
0 .124 
0.426 
0.942 
0,841 

L6,12 
0,21 

0.365 
0,01 

0 ,042 
0,05 

0,039 
0,149 
0,116 
0.468 
0,111 
0.883 

1 
0,19 

0,315 
0.942 
0,886 

L6,13 
0 ,144 
0.091 
0.171 
0.099 
0.096 
0.113 
0 .114 
0.126 
0.636 
0.81 

0 .124 
0.19 

1 
0 .643 
0,12 

0,084 

L6,14 

0,105 
0.213 
0.467 
0,436 
0,004 
0,07 
0,52 

0.536 
0.018 
0.647 
0.426 
0.315 
0.643 

1 
0.373 
0,353 

L6,15 
0,064 
0,227 
0,11 

0,024 
0,127 
0,009 
0,209 
0,08 

0.527 
0.086 
0.942 
0.842 
0,12 

0.373 
1 

0.919 

L6,16 
0,207 
0,267 
0,035 
0,104 
0,084 
0,007 
0,049 
0.005 
0.433 
0.072 
0,841 
0,886 
0 ,084 
0,353 
0,919 

1 

UJ 
L7,1 
L7,2 
L7,3 
L7,4 
L7,5 
L7,6 
L7,7 
L7,B 
L7,9 
L7,10 
L7,11 
L7,12 
L7,13 
L7,14 
L7,15 
L7,16 

L7,1 
1 

0 .932 
0 .128 
0 .087 
0 .936 
0 .859 
0 .014 
0 .213 
0 .032 
0 .048 
0 .116 
0 .322 
G.03 
0.09 

0 .186 
0.311 

L7,2 
0 .932 

1 
0 .117 
0.121 

0.9 
0 .842 
0.017 
0 .339 
0 .026 
0 .192 
0.081 
0 .384 
0 .079 
0.22 

0 .163 
0 .355 

L7,3 
0 .128 
0 .117 

1 
0 .483 
0 .326 
0 .293 
0 .075 
0 .115 
0.021 
0 .023 
0 .015 
0 .064 
0 ,176 
0 .162 
0 . 0 3 4 
0.01 

L7,4 

0 .097 
0,121 
0 ,483 

1 
0 .008 
0 .026 
0,201 
0 .485 
0 .008 
0 .098 
0 .062 
G.155 
0 .088 
0 .147 
0 . 0 9 4 
0 .162 

L7,5 

0 .936 
0.9 

0.326 
0 ,008 

1 
0 ,942 
0 ,016 
0 ,228 
0 .014 
0.051 
0 ,053 
0.291 
0 .055 
0.011 
0 .148 
0 .297 

L7,6 

0 .859 
0,942 
0,293 
0.026 
0,342 

1 
0 .019 
0.331 
0.031 
0 .174 
0.023 
0.342 
0.01 

0.125 
0 .133 
0.33 

L7,7 
0 .014 
0.017 
0,075 
0,201 
0,016 
0,018 

1 
0,056 
0 .014 
0.011 
0.116 
0.072 
0.01 
0.01 

0.128 
0.078 

L7,6 
0.213 
0.339 
0.115 
0.485 
0.228 
0.331 
0,056 

1 
0.081 
0,143 
0,092 
0.198 
0.075 
0 ,124 
0.043 
0 .184 

L7,9 
0.032 
0.026 
0.021 
0,008 
0 ,014 
0,031 
0 ,014 
0,081 

1 
0 ,913 
0,096 
0.452 
0.938 
0 ,974 
0.06 

0 .452 

L7,10 

0.040 
0 .192 
0.023 
0.098 
0.051 
0 .174 
0,011 
0.143 
0.913 

1 
0.077 

0,543 
0 .874 
0.36 

0.049 
0,533 

L7,11 
0,116 
0,091 
0.015 
0.062 
0.053 
0.023 
0.116 
0.082 
0.086 
0.077 

1 
0,646 
0.06 

0.062 
0 .924 
0.615 

L7,12 
0 ,322 
0 .394 
0 .064 
0.155 
0,291 
0 .342 
0.072 
0.198 
0.452 
0.543 
0.646 

1 
0 .494 
0.57 

0.575 
0,943 

L7,13 

0.03 
0.079 
0.176 
0.088 
0.055 
0.01 
0.01 

0.075 
0.938 
0 .874 
0.06 

0 .494 
1 

0.927 
0.035 
0 .454 

L7,14 

0.09 
0.22 

0.162 
0.147 
0.011 
0.125 
0.01 

0 .124 
0 .874 
0.96 

0 .062 
0.57 

0.927 
1 

0.036 
0.529 

L7,15 
0.196 
0.169 
0 .034 
0 .034 
0.149 
0.133 
0.128 
0.043 
0.06 

0 .049 
0 .924 
0.575 
0,035 
0.036 

1 
0.629 

L7,16 

0.311 
0.355 
0.01 

0 ,162 
0,297 
0.33 

0,078 
0 .184 
0.452 
0.533 
0,615 
0.949 
0 .454 
0.529 
0.628 

1 

UJ 
L8,1 
L8,2 
L9,3 
L9,4 
L8,5 
L8,6 
LS,7 
L8,8 
L8,9 
L8,10 
L8,11 
L8,12 
LB, 13 
L8,14 
LB, 15 
L8,16 

L8,1 
1 

0 .951 
0 .079 
0.131 
0.929 

0.889 
0 .033 
0 .013 
0.061 
0 .049 
0 .059 
0 .085 
0 .116 
0 . 1 0 4 

0 .111 
0 .135 

L8,2 

0 .951 
1 

0 .140 
L 0 . 1 2 6 

0 .89 
0 .936 
0 .126 
0 .009 
0.02 

0 .105 
0 .042 
0 .067 
0 .079 
0 .156 
0 .103 
0 .113 

L0,3 

0 .079 
0 .140 

1 
0 .554 
0.19 

0 .243 
0 .559 
0 .175 
0.1B 

0 .068 
0.011 
0 .017 
0 .232 
0 .135 
0 .078 
0 .017 

L8,4 
0 .131 
0 .126 
0 .554 

1 
0 .349 
0 .325 
0 .049 
0 .058 
0 .007 
0 .039 
0 .013 
0 .042 
0 .135 
0.121 
0 .059 
0 .013 

LB,5 

0 .928 
0.89 
0.19 

0 .343 
1 

0.96 
0 

0 .012 
0 .042 

0 .066 
0.016 
0 .007 
0 .009 

0 .024 
0.111 
0.091 

L8,6 

0 .889 
0.936 
0.243 
0,325 
0.96 

1 
0.141 
0.01 

0 .009 
0.122 
0 .004 
0 .005 
0.012 
0 .084 
0.109 
0.083 

L8,7 

0 ,033 
0,126 
0.559 
0.049 

0 
0.141 

1 
0.066 
0.34 

0.125 
0.026 
0 .023 
0.319 
0.119 
0 .072 
0.005 

L9,9 
0 ,013 
0,009 
0,175 
0.058 
0.012 
0,01 

0.066 
1 

0 .008 
0.008 
0.136 
0.125 
0.007 
0 .004 
0 .144 
0,139 

L8,9 

0,061 
0.02 
0.18 

0.007 
0.042 
0.009 
0 .34 

0.008 
1 

0 ,929 
0 .129 
0.046 
0.96 
0.99 

0.151 
0,058 

L0,10 

0 .049 
0.105 
0 .068 
0 .033 
0.066 

0 .122 
0 .125 
0 .008 

0 .929 
1 

0 ,168 

0.117 
0.89 

0.951 
0,147 
0 ,094 

LB,11 
0,059 
0,042 

0.011 
0.013 
0.016 
0 .004 
0.026 
0.136 
0.129 
0 .168 

1 
0.92 

0.121 
0.152 

0 .918 
0,892 

L8,12 

0.085 
0.067 
0.017 
0.042 
0.007 
0.005 
0.023 
0.125 
0.046 
0.117 
0.92 

1 
0.031 
0.097 
0 .798 
0.92 

L9,13 
0.116 
0.079 
0.232 
0.135 
0.003 
0.012 
0.319 
0.007 
0.96 
0.99 

0.121 
0.031 

1 
0.336 

0.149 
0.045 

L8,14 

0.104 
0.156 
0.135 
0.121 
0 .024 
0 .084 
0.119 
0 .004 
0.89 

0.951 
0.152 
0.097 
0.936 

1 
0 .139 
0.077 

L8,15 

0.111 
0.103 
0.078 
0.059 
0.111 
0.109 
0.072 
0 .144 
0,151 
0,147 
0,918 
0.798 
0.149 
0,133 

1 
0,918 

L9,16 

0,135 
0,119 
0.017 
0.013 
0.031 
0.083 
0.005 
0 .139 
0.058 
0 .094 
0.892 
0.92 

0.045 
0,077 

0,918 
1 
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Table J.3. Correlation coefficients between /.,yin Eb/No=10dB. 

UJ 
La,i 
L9,2 
Lg,3 
L9,4 
L9,5 
L9,6 
L9,7 
L9,9 
L9,9 
L9,10 
L9,11 
L8,12 
L9,13 
L9,14 
L9,15 
L9,16 

L9,l 
1 

0.648 
0.065 
0.082 
0.923 

0.6 
0.09 

0.101 
0.134 
0.086 
0.073 
0.048 
0.007 
0.085 
0.113 
0.087 

L3,2 
0.648 

1 
0.462 
0.547 
0.632 
0.951 

0.465 
0.559 
0.081 
0.206 
0.359 
0.402 
0.022 
0.163 
0.36 

0.414 

L3,3 
0.065 
0.462 

1 
0.931 
0.085 
0.501 
0.933 
0.876 
0.018 
0.067 
0.041 
0.002 
0.159 
0.101 
0.044 
0.09 

L9,4 
0.092 
0.547 
0.931 

1 
0.105 
0.585 
0.879 
0,959 
0.017 
0.126 
0.022 
0.135 
0.148 
0,161 
0,097 
0,223 

L9,5 
0,923 
0,632 
0,085 
0,105 

1 
0,668 
0,11 

0,125 
0.121 
0.126 
0.002 
0.044 
0.035 
0.052 
0.066 
0,019 

L9,6 
0,6 

0,951 
0,501 
0,585 
0,668 

1 
0,465 
0.566 
0.075 
0.214 
0.337 
0.396 
0,034 
0,158 
0,354 
0,424 

L9,7 
0.09 

0.465 
0.939 
0.878 
0.11 

0.465 
1 

0,916 
0.026 
0.075 

0 
0.044 
0.033 
0.017 
0.019 
0.034 

L9,8 
0.101 
0.559 
0.876 
0.959 
0.125 
0.566 
0,916 

1 
0.021 
0,145 
0,064 
0,186 
0,008 
0,108 
0,054 
0,195 

L9,9 
0,134 
0,091 
0,018 
0,017 
0,121 
0,075 
0,026 
0,021 

1 
0,059 
0,01 

0,013 
0,062 
0.183 
0.01 

0.014 

L9,10 
0.096 
0.206 
0.067 
0.126 
0.126 
0.214 
0.075 
0,145 
0,058 

1 
0,228 
0.333 
0,126 
0.482 
0,209 
0,337 

Lg,11 
0,073 
0,359 
0,041 
0,022 
0,002 
0.337 

0 
0,064 
0,01 

0,229 
1 

0.942 
0.329 
0,001 
0,334 

0,9 

L9,12 
0,048 
0 402 
0,002 
0,135 
0,044 
0.336 
0.044 
0.186 
0.013 
0,333 
0,942 

1 
0,297 
0,036 
0,854 
0,94 

L9,13 
0,007 

0.159 
0.148 
0.035 
0.034 
0,033 
0.008 
0.062 
0,126 
0.323 
0.297 

1 
0.489 
0.129 
0.119 

L9,14 
0.085 

0.101 
0,161 
0.052 
0.158 
0.017 
0,108 
0,199 
0,482 
0,001 
0.036 
0.489 

1 
0,104 
0.138 

L9,15 
0.113 

0.044 
0.087 
0.066 
0.354 
0.019 
0,054 
0,01 

0,209 
0,934 
0,854 
0,129 
0,104 

1 
0,931 

L9,16 
0,087 

0,09 
0.223 
0.019 
0,424 
0,034 
0,195 
0,014 
0,337 

0,9 
0,94 

0,119 
0.138 
0.931 

1 

UJ 
LI 0,1 
LI 0,2 
LI 0,3 
LI 0,4 
LI 0,5 
LI 0,6 
LI 0,7 
LI 0,8 
LI 0,9 
LI 0,10 
L10,11 
LI 0,12 
LI 0,13 
L10,14 
LI 0,15 
LI 0,16 

LI 0,1 
1 

0.916 
0.147 
0.137 
0.915 
0.796 
0.147 
0.142 
0.082 
0.147 
0.143 
0.144 
0.102 
0.079 
0.139 
0.133 

LI 0,2 
0.916 

1 

0.036 
0.069 
0.89 

0.918 
0.047 
0.085 
0.012 
0.145 
0.111 
0.104 
0.035 
0.022 
0.153 
0.139 

LI 0,3 
0.147 
0.036 

1 

0.336 
0.111 
0.017 
0.959 
0.886 
0.305 
0.007 
0.04 
0.06 

0.234 
0.163 
0.075 
0.042 

LI 0,4 
0,137 
0,069 
0.936 

1 

0.144 
0.084 
0.893 
0.351 
0.107 
0.006 
0.023 
0.039 
0.136 
0.144 
0.063 
0.12 

LI 0,5 
0.915 
0.89 

0.111 
0,144 

1 
0,921 
0,12 

0.158 
0.034 
0.141 
0.034 
0.026 
0.036 
0,002 
0.074 
0.061 

LI 0,6 
0.796 
0.919 
0.017 
0.084 
0,921 

1 
0.032 
0.104 
0,017 
0,131 
0.017 
0.007 
0.004 
0.032 
0.094 
0.078 

LI 0,7 
0.147 
0.047 
0.959 
0.893 
0,12 

0,032 
1 

0.928 
0.325 
0.008 
0.012 
0.04 

0.177 
0.018 
0.014 
0.02 

LI 0,8 
0,142 
0.085 
0.886 
0.951 
0.158 
0.104 
0,928 

1 
0.106 
0.003 
0,011 
0.072 
0.063 
0.016 

0 
0.063 

LI 0,9 
0.082 
0,012 
0.305 
0.107 
0.034 
0.017 
0.325 
0.106 

1 
0.059 
0.006 
0.148 
0.551 
0.026 
0.03 

0.129 

LI 0,10 
0.147 
0.145 
0.007 
0.006 
0.141 
0,131 
0.008 
0.009 
0.059 

1 
0.018 
0.016 
0.177 
0.077 
0.018 
0.014 

LI 0,11 
0.143 
0,111 
0.04 

0,023 
0,034 
0.017 
0.012 
0.011 
0.006 
0.018 

1 
0.36 

0.199 
0.341 
0.926 
0.999 

LI 0,12 
0,144 
0,104 
0,06 

0,038 
0,026 
0,007 
0.04 

0,072 
0.148 
0,016 
0,96 

1 
0,24 
0.32 

0,695 
0.934 

LI 0,13 
0,102 
0.035 
0.234 
0.136 
0.036 
0.004 
0.177 
0.063 
0.551 
0.177 
0.188 
0.24 

1 
0.587 
0.067 
0.136 

LI 0,14 
0.073 
0.022 
0.163 
0.144 
0.002 
0.032 
0.019 
0.016 
0.028 
0.077 
0,341 
0,32 

0.587 
1 

0.117 
0.115 

L10,15 
0.133 
0.153 
0.075 
0.063 
0,074 
0,094 
0,014 

0 
0.03 

0.018 
0.926 
0.885 
0,067 
0,117 

1 
0,951 

L10,16 
0,133 
0,133 
0.042 
0.12 

0,061 
0,079 
0.02 

0.063 
0.129 
0.014 
0.889 
0.934 
0,136 
0,115 
0,951 

1 

LIJ 
L11,1 
L11,2 
LI 1,3 
L11,4 
L11,5 
L11,6 
L11,7 
L11,8 
L11,9 
L11,10 
LI 1,11 
L11,12 
L11,13 
L11,14 
L11,15 
L11,16 

L11,1 
1 

0.938 
0.341 
0.342 
0.932 
0.B62 

0.1 
0.155 
0.076 
0.037 
0.009 
0.119 
0.017 
0.047 
0.212 
0.107 

L11,2 
0.938 

1 
0.324 
0.335 

0.9 
0.941 
0.032 
0.116 

0 
0.041 
0.01 
0.31 

0.066 
0.03 
0.227 
0.008 

L11,3 
0.341 
0.324 

1 
0.949 

0.4 

0.371 
0.65 

0.574 
0.556 
0.538 
0.078 
0.045 
0.47 

0.434 
0.227 
0.179 

L11,4 
0.342 
0.335 
0.949 

1 
0.38 
0.363 
0,612 
0,624 
0.517 
0.525 
0.082 
0.005 
0,431 
0.43 

0.216 
0.185 

L11,5 
0.932 

0.9 
0.4 

0.38 
1 

0.942 
0.07 
0.145 
0.204 
0.177 
0.017 
0.109 
0.065 
0.007 
0.329 
0,128 

L11,6 
0.862 
0.941 
0.371 
0.363 
0.942 

1 
0,004 
0,105 
0.112 
0.16 

0,016 
0.281 
0.024 
0.01 
0.324 
0.03 

L11,7 
0.1 

0.032 
0.65 
0,612 
0,07 

0,004 
1 

0,922 
0.059 
0.079 
0.124 
0.026 
0.051 
0.079 
0.103 
0.066 

L11,8 
0.155 
0.116 
0.574 
0.624 
0.145 
0.105 
0.322 

1 
0.032 
0.047 
0,135 
0.02 

0.023 
0.048 
0.07 

0.099 

L11,9 
0.076 

0 
0.556 
0.517 
0.204 
0.112 
0.059 
0.032 

1 
0.959 
0.005 
0.163 
0.926 
0.87 
0.132 

L11,10 
0.037 
0.041 
0.538 
0.525 
0,177 
0.16 

0.079 
0.047 
0.359 

1 
0,007 
0.021 
0.071 
0.909 
0.151 

LI 1,11 
0.009 
0.01 
0.078 
0.082 
0.017 
0.016 
0.124 
0.135 
0.005 
0.007 

1 

0.061 
0.003 
0.009 
0.065 

0.162 10.103 10.192 

L11,12 
0,119 
0,31 

0,045 
0,005 
0,109 
0.281 
0.026 
0.02 

0.163 
0.021 
0.061 

1 

0.172 
0.026 
0.098 
0.486 

Ll l ,13 
0.017 
0.066 
0,47 

0.431 
0.065 
0.024 
0.051 
0.023 
0.926 
0.871 
0.003 
0.172 

1 

0.937 
0.073 
0.103 

LI 1,14 
0.047 
0.03 

0.434 
0,43 

0,007 
0,01 

0.079 
0.048 
0.87 
0.909 
0.009 
0.026 
0.337 

1 

0.085 
0.014 

L11,15 
0,212 
0,227 
0.227 
0.216 
0.323 
0.324 
0.103 
0.07 

0.132 
0.151 
0.065 
0.098 
0.073 
0.085 

1 

0.491 

L11,16 
0.107 
0.008 
0.179 
0.195 
0.128 
0.03 

0.066 
0.098 
0.162 
0.109 
0.192 
0.486 
0.103 
0.014 
0.491 

1 

UJ 
LI 2,1 
LI 2,2 
LI 2,3 
LI 2,4 
LI 2,5 
LI 2,6 
LI 2,7 
LI 2,8 
LI 2,9 
L12,10 
LI 2,11 
L12,12 
L12,13 
LI 2,14 
LI 2,15 
LI 2,16 

LI 2,1 
1 

0.922 
0.118 
0.378 
0.941 
0.844 
0.53 
0.078 
0.205 
0.083 
0.119 
0.009 
0.114 
0.01 

0.059 

LI 2,2 
0.322 

1 
0.084 
0.351 
0.842 
0.886 
0.433 
0.072 
0.038 
0.014 
0.09 
0.011 
0.038 
0.103 

0.2 

0.212 1 0.25 

LI 2,3 
0.118 
0.084 

1 
0.647 
0.125 
0.199 
0.64 
0.814 
0.14 
0.149 
0.069 
0.114 
0.203 
0.121 
0.118 
0.073 

LI 2,4 
0.378 
0.351 
0,647 

1 
0,428 
0.308 
0.032 
0.671 
0.53 
0.546 
0.013 
0.076 
0.46 
0.454 
0.031 
0.209 

LI 2,5 
0,941 
0.842 
0.125 
0.428 

1 
0.691 
0.517 
0.034 
0.301 
0.202 
0.11 
0.013 
0.142 
0.037 
0.102 
0.313 

LI 2,6 
0.944 
0.886 
0.199 
0,308 
0,891 

1 
0.469 
0.113 
0.134 
0.102 
0.053 
0.042 

0 
0.048 
0.205 
0.345 

LI 2,7 
0.53 

0.433 
0.64 

0.032 
0.517 
0.489 

1 
0.648 
0.412 
0.348 
0.211 
0.075 
0.313 
0.326 
0.112 
0.003 

LI 2,6 
0.078 
0.072 
0.814 
0.671 
0.034 
0.113 
0.648 

1 
0.077 
0.131 
0.092 
0.123 
0.138 
0.12 

0.092 
0.113 

LI 2,9 
0.205 
0.038 
0.14 
0.53 

0.301 
0.134 
0.412 
0.077 

1 
0,944 
0,315 
0.017 
0.893 
0.845 
0.116 
0.109 

LI 2,10 
0.063 
0.014 
0,148 
0.546 
0.202 
0.102 
0.348 
0.131 
0.944 

1 
0,215 
0.015 
0.855 
0.922 
0.072 
0.12 

LI 2,11 
0.119 
0,09 

0.069 
0,013 
0.11 

0.059 
0.211 
0.032 
0.315 
0,215 

1 
0.055 
0.35 

0.255 
0,572 
0.017 

LI 2,12 
0.003 
0.011 
0.114 
0.076 
0.013 
0.042 
0.075 
0.123 
0.017 
0.015 
0,055 

1 

0.044 
0.016 
0.159 
0.058 

L12,13 
0.114 
0.038 
0.203 
0.48 

0.142 
0 

0.313 
0.136 
0.693 
0.855 
0,35 

0.044 
1 

0.837 
0.222 
0.062 

LI 2,14 

0.01 
0.103 
0.121 
0.454 
0.037 
Q.048 
0.328 
0.12 

0.645 
0.322 
0.255 
0.016 
0.697 

1 

0.213 
0.063 

LI 2,15 

0,053 
0,2 

0.116 
0.091 
0.102 
0.205 
0.112 
0.062 
0.116 
0.072 
0,572 
0.158 
0.222 
0.213 

1 

0.564 

L12,16 

0.212 
0.25 
0.073 
0.203 
0.313 
0.345 

0.109 
0.12 
0,017 
0,056 
0,062 
0,069 
0.564 

1 
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Table J.4. Correlation coefficients between L« in Eb/No=10dB. 

UJ 
LI 3,1 
LI 3,2 
LI 3,3 
LI 3,4 
LI 3,5 
LI 3,6 
LI 3,7 
LI 3,6 
LI 3,9 
LI 3,10 
LI 3,11 
LI 3,12 
LI 3,13 
L13,14 
L13,15 
LI 3,16 

LI 3,1 
1 

0.655 
0.107 
0.044 
0.653 
0.612 
0.088 
0.098 
0.117 
0.107 
0.077 
0.11 

0.112 
0.117 
0.093 
0.043 

LI 3,2 
0.655 

1 

0.473 
0.532 
0.018 
0.639 
0.445 
0.545 
0.004 
0.125 
0.347 
0.326 
0.069 
0.23 

0.366 
0.43 

LI 3,3 
0,107 
0,473 

1 

0,89 
0,325 
0,197 
0.888 
0,846 
0,345 
0,19 

0,036 
0,013 
0,036 
0,035 
0,111 
0,146 

LI 3,4 
0.044 
0.532 
0,89 

1 

0,431 
0,133 
0,838 
0,341 
0,305 
0,085 
0,044 
0,153 
0,014 
0,131 
0,205 
0,309 

LI 3,5 
0.653 
0.018 
0.325 
0,431 

1 
0,637 
0,333 
0,353 
0,218 
0,121 
0,44 

0,477 
0,071 
0,008 
0,539 
0,525 

LI 3,6 
0,812 
0,639 
0,197 
0,133 
0,637 

1 

0,115 
0,147 
0,078 
0,156 
0,038 
0,132 
0,112 
0,082 
0,133 
0,126 

LI 3,7 
0,088 
0,445 
0.688 
0,838 
0,333 
0,115 

1 
0,919 
0.236 
0,175 
0,115 
0,043 
0,012 
0,07 

0,031 
0,025 

LI 3,8 
0,099 
0,545 
0,846 
0.941 
0.353 
0.147 
0.913 

1 
0.196 
0.034 
0.018 
0.11 
0.012 
0.133 
0.067 
0.194 

LI 3,3 
0.117 
0.004 
0.345 
0.305 
0.218 
0.078 
0.236 
0.136 

1 
0.549 
0.065 
0.037 
0.053 
0.03 

0.137 
0.124 

LI 3,10 
0.107 
0.125 
0.19 

0.095 
0.121 
0.156 
0.175 
0.034 
0.543 

1 
0.18 

0.192 
0.167 
0.572 
0.044 
0.031 

LI 3,11 
0.077 
0.347 
0.036 
0.044 
0.44 

0.088 
0.115 
0.018 
0.065 
0.16 

1 
0.693 
0.019 
0.25 

0.921 
0,644 

LI 3,12 
0.11 

0,326 
0,013 
0,153 
0,477 
0,192 
0,049 
0,11 

0,037 
0.192 
0.893 

1 
0.042 
0.35 

0.852 
0.893 

L13,13 
0.112 
0.063 
0.038 
0.014 
0.071 
0.112 
0.012 
0.012 
0.053 
0,167 
0,013 
0.042 

1 
0.059 
0.017 
0.019 

L13,14 
0.117 
0.23 

0.035 
0,131 
0.008 
0.082 
0,07 

0,139 
0,03 

0,572 
0,25 
0,35 

0.059 
1 

0.211 
0.31 

L13,1S 
0,093 
0,366 
0,111 
0,205 
0,539 
0,133 
0,031 
0,067 
0,137 
0,044 
0,921 
0,852 
0.017 
0,211 

1 
0,943 

LI 3,16 
0,043 
0,43 

0,146 
0,309 
0,525 
0,126 
0,025 
0,194 
0,124 
0,091 
0.844 
0.893 
0.018 
0.31 
0.343 

1 

UJ 
LI 4,1 
LI 4,2 
LI 4,3 
LI 4,4 
LI 4,5 
LI 4,6 
LI 4,7 
LI 4,8 
LI 4,9 
LI 4,10 
LI 4,11 
LI 4,12 
LI 4,13 
LI 4,14 
L14,15 
L14,16 

LI 4,1 
1 

0.324 
0.111 
0.152 
0.64 

0.592 
0.129 
0.169 
0.081 
0.054 

0.1 
0.07 
0.02 

0.121 
0.096 
0.077 

LI 4,2 
0.924 

1 

0.026 
0.03 
0.624 
0.663 
0.061 
0.125 
0.052 
0.085 
0.128 
0.101 
0.014 
0.112 
0.125 
0.107 

LI 4,3 
0.111 
0.028 

1 
0.946 
0.371 
0.369 
0.942 
0.866 
0.043 
0.326 
0.045 
0.012 
0.261 
0.011 
0.199 
0.155 

LI 4,4 
0.152 
0.03 

0.946 
1 

0,38 
0.392 
0.903 
0.934 
0.13 
0.335 
0.033 
0.093 

0,1 
0,014 
0.208 
0.238 

LI 4,5 
0,64 

0,624 
0.371 
0.38 

1 
0.35 

0.337 
0.338 
0.178 
0.217 
0.46 
0,458 
0,015 
0,077 
0.556 
0.546 

LI 4,6 
0.532 
0.663 
0,363 
0,332 
0,95 

1 
0.319 
0,333 
0.171 
0.228 
0,46 
0,487 
0,038 
0,071 
0.564 
0.584 

LI 4,7 
0,129 
0,061 
0,942 
0,903 
0,337 
0.318 

1 
0.84 

0.015 
0.223 
0.008 
0.024 
0.296 
0.006 
0.086 
0.047 

LI 4,8 
0,169 
0,125 
0.666 
0.934 
0.330 
0.333 
0.94 

1 
0.106 
0.22 

0.015 
0.051 
0.113 
0.008 
0.075 
0.118 

LI 4,3 
0,081 
0,052 
0.043 
0.13 
0,178 
0,171 
0,015 
0,106 

1 
0,431 
0,028 
0.114 
0,465 
0,156 
0,115 
0,167 

L14,10 
0,054 
0,085 
0.328 
0.335 
0.217 
0.226 
0.229 
0.22 

0.491 
1 

0.053 
0.037 
0,031 
0.043 
0.175 
0.162 

LI 4,11 
0.1 

0.129 
0,045 
0,033 
0,46 
0,46 

0,006 
0.015 
0.028 
0.053 

1 
0.836 
0,053 
0,027 
0,912 
0.87 

LI 4,12 
0,07 

0,101 
0.012 
0,093 
0,458 
0,497 
0,024 
0,051 
0.114 
0,037 
0,936 

1 
0,144 
0,018 
0,872 
0,927 

L14,13 
0.02 

0.014 
0.261 

0.1 
0.015 
0.036 
0.296 
0.113 
0.465 
0.091 
0.053 
0,144 

1 
0.035 
0.004 
0.135 

L14,14 
0.121 
0.112 
0.011 
0.014 
0.077 
0.071 
0.006 
0.008 
0.156 
0.043 
0.027 
0.018 
0.035 

1 
0.02 

0.015 

L14.1S 
0,096 
0.125 
0.198 
0.208 
0.556 
0.564 
0.086 
0.075 
0.115 
0.175 
0,912 
0,672 
0,004 
0,02 

1 
0,958 

L14,16 
0,077 
0,107 
0,155 
0,238 
0,546 
0,564 
0,047 
0,118 
0.167 
0.162 
0,87 
0.827 
0,135 
0.015 
0.858 

1 

UJ 
LI 5,1 
LI 5,2 
LI 5,3 
LI 5,4 
LI 5,5 
LI 5,6 
LI 5,7 
LI 5,8 
LI 5,8 
L15,10 
L15,11 
L15,12 
L15,13 
LI 5,14 
L15,15 
L15,16 

LI 5,1 
1 

0.327 
0.11 

0.164 
0.951 
0.686 
0.086 
0.144 
0.053 
0.001 
0.021 
0.076 
0.065 
0.011 
0.016 
0.13 

LI 5,2 
0.927 

1 
0.028 
0.113 
0.89 
0.96 

0.033 
0.138 
0.024 
0,02 

0.008 
0.188 
0.033 
0.003 
0.012 
0.348 

LI 5,3 
0,11 

0,028 
1 

0,919 
0,091 
0.015 
0,919 
0.791 
0.067 
0,092 
0,03 

0.022 
0.002 
0.019 
0.116 
0,051 

LI 5,4 
0,164 
0.113 
0.919 

1 
0.149 
0.107 
0.832 
0.916 
0.053 
0.077 
0.004 
0.013 
0.02 

0.038 
0.126 
0.004 

LI 5,5 
0,951 
0,68 

0,091 
0,149 

1 
0.936 
0.073 
0.133 
0.107 
0.058 
0.136 
0.145 
0.031 
0.024 
0.011 
0.127 

LI 5,6 
0,688 
0,86 
0,015 
0,107 
0,336 

1 
0,031 
0,139 
0,033 
0,075 
0,148 
0,241 
0,061 
0.035 
0.01 
0.325 

LI 5,7 
0.086 
0.039 
0.919 
0.882 
0.073 
0.031 

1 
0.915 
0.133 
0,156 
0,03 

0,015 
0.1 

0.117 
0.129 
0,024 

LI 5,6 
0,144 
0,138 
0,791 
0,916 
0,139 
0,133 
0,315 

1 
0,129 
0,143 
0,081 
0,087 
0,133 
0,148 
0.134 
0.054 

LI 5,3 
0.053 
0.024 
0.067 
0.053 
0.107 
0.033 
0.133 
0.123 

1 
0.35 

0,128 
0.15 

0,937 
0,832 
0,007 
0,118 

LI 5,10 
0.001 
0.02 
0.032 
0.077 
0.058 
0.075 
0.156 
0.143 
0.95 

1 
0,13 
0.08 

0,663 
0.93 
0.014 
0.045 

L15,11 
0.021 
0.008 
0.03 

0,004 
0,136 
0.148 
0.03 

0.081 
0.128 
0.13 

1 
0.555 
0.323 
0.343 
0.056 
0.051 

LI 5,12 
0,076 
0,188 
0.022 
0.013 
0,145 
0,241 
0,015 
0,087 
0,15 
0,08 

0,555 
1 

0.244 
0.183 
0.167 
0,557 

L1S,13 
0.065 
0.039 
0.002 
0,02 

0.031 
0.061 

0,1 
0.133 
0.337 
0.666 
0.323 
0.244 

1 

0.959 
0.008 

LI 5,14 
0.011 
0.003 
0.018 
0.038 
0.024 
0.035 
0.117 
0.148 
0.692 
0.93 
0.343 
0.183 
0.959 

1 

0.012 
0.135 1 0.009 

LI 5,15 
0,016 
0,012 
0,116 
0,128 
0,011 
0,01 
0.129 
0.134 
0.007 
0,014 
0,056 
0.167 
0.008 
0.012 

1 

0,043 

LI 5,16 
0,13 

0,348 
0,051 
0,004 
0,127 
0,325 
0,024 
0,054 
0,116 
0,045 
0,051 
0.557 
0.135 
0.009 
0.043 

1 

UJ 
LI 6,1 
LI 6,2 
LI 6,3 
LI 6,4 
LI 6,5 
LI 6,6 
LI 6,7 
LI 6,8 
LI 6,9 
L16,10 
L16,11 
L16,12 
L16,13 
LI 6,14 
LT6,15 
LI 6,16 

LI 6,1 
1 

0.917 
0.562 
0.134 
0.958 
0.874 
0.559 
0.109 
0.183 
0.039 
0.098 
0.01 

0.182 
0.058 
0.153 
0.018 

LI 6,2 
0.917 

1 
0.466 
0.126 
0.676 
0.937 
0.472 
0.107 
0.02 

0.039 
0.012 
0.052 
0.037 
0.009 
0.065 
0.021 

LI 6,3 
0.562 
0.466 

1 
0.666 
0.587 
0.507 
0.951 
0.595 
0.407 
0.342 
0.164 
0.028 
0.38 

0.324 
0.225 

LI 6,4 
0.134 
0.128 
0.666 

1 
0.117 
0.105 
0.63 
0.919 
0.04 
0.063 
0.076 
0.025 
0.022 
0.02 
0.124 

0.073 1 0.123 

LI 6,5 
0.959 
0.876 
0.587 
0.117 

1 
0.93 

0.557 
0.033 
0.213 
0.085 
0.154 
0.131 
0.132 
0,013 
0.138 
0.014 

LI 6,6 
0,674 
0,937 
0,507 
0,105 
0,93 

1 
0,48 
0.09 
0.077 
0.027 

0.1 
0.144 
0.002 
0,046 
0,057 
0,013 

LI 6,7 
0.553 
0.472 
0.351 
0.63 

0.557 
0.48 

1 
0.646 
0.374 
0.325 
0.173 
0.014 
0.36 

0,318 
0.207 
0.079 

LI 6,6 
0,103 
0,107 
0,595 
0,919 
0.099 
0.09 

0.646 
1 

0.127 
0.151 
0.119 
0.032 
0.09 
0.12 

0.081 
0.13 

LI 6,3 
0,183 
0.02 

0.407 
0.04 

0,213 
0,077 
0.374 
0,127 

1 
0,932 
0,105 
0.125 
0,941 
0,903 
0.33 
0.017 

LI 6,10 
0,033 
0,033 
0,342 
0,083 
0,085 
0.027 
0.325 
0.151 
0,932 

1 
0,075 
0,129 
0.656 
0,935 
0.207 

LI 6,11 
0.098 
0.012 
0.164 
0.078 
0.154 

0.1 
0.173 
0.119 
0.105 
0.075 

1 
0.466 
0.01 
0,023 
0.4S6 

L16,12 
0,01 

0,052 
0.026 
0,025 
0,131 
0.144 
0.014 
0,032 
0.125 
0.123 
0,488 

1 
0,295 
0,325 
0,133 

0.013 10,194 1 0,05 

L16,13 
0,182 
0.037 
0.38 

0.022 
0.132 
0.002 
0,36 
0,09 

0,941 
0,856 
0,01 

0.295 
1 

0,943 
0,326 
0,013 

LI 6,14 
0,053 
0.009 
0.324 
0.02 

0.013 
0.046 
0.318 
0,12 

0.303 
0.935 
0,023 
0,325 
0,943 

1 

0,226 

LI 6,15 
0.153 
0.065 
0,225 
0,124 
0,138 
0.057 
0,207 
0.081 
0,33 
0,207 
0,466 
0,133 
0,326 
0,226 

1 

0,011 1 0.066 

L16,16 
0,018 
0,021 
0.073 
0.123 
0,014 
0,013 
0,079 
0,13 
0,017 
0,013 
0,194 
0,05 
0,013 
0,011 
0,066 

1 








