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ABSTRACT 

This dissertation presents research carried out in the development of the 

Reliable Satellite Broadcast Transmission (RSBT) protocol. The RSBT design 

was largely based on the data dissemination requirements of Australia's Bureau of 

Meteorology, and on Optus Communications' Omnicast Digital satellite service. 

A literature survey did not uncover a reliable broadcasting/Multicasting 

protocol for either satellite or terrestrial transmission. Thus, protocols commonly 

used for point-to-point satellites transmission were analysed—^mainly to identify 

protocol procedures that inhibit good performance over a satellite link. 

The RSBT protocol, which was formally specified and verified with SDL 

(Specification and Description Language), differs greatly to protocols such as TCP 

and HDLC. It does not use addressing— t̂he target satellite service provides a 

permanent connection. It does not use flow control—all fi-ames are transmitted 

contiguously. The frames have two Frame Check Sequence (FCS) fields—^header 

FCS and data FCS. Receivers send minimal acknowledgments, which is 

particularly important in broadcast transmission. And retransmission, which is 

based on Selective Repeat, is done after all frames have been sent once. 

RSBT experiments, which were largely based on three network sizes 

coupled with five error rates (15 combinations), were carried out with 

mathematical and simulation models. The performance results (broadcast) clearly 

surpassed the results of all other protocols (in point-to-point satellite transmission) 

found in the literature. This vindicates the decision to tailor the RSBT protocol 

specifically for satellite transmission. 

In conclusion, the RSBT protocol was successfully developed. More 

importantly though, the protocol is very efficient. 
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1. INTRODUCTION 

Many large organisations disseminate information from their head office to 

regional offices. Existing transmission media and services provide these 

organisations with options that best suit their needs. In most cases, the selected 

media or service is sufficient for the requirements. In some cases though, tight 

constraints (time, quality, etc.), and variables such as file size, may render existing 

systems inefficient. 

The need for Reliable Satellite Broadcast Transmission (RSBT) was first 

mooted by the Australian Bureau of Meteorology. The Bureau collects weather 

data from all over the country and processes it at its head office in Melbourne. 

The resulting data (several types) are then compressed, and disseminated to all six 

Regional Offices (one in each state capital city) via terrestrial links [1]. Currently, 

the Bureau is using leased lines with HDLC (High-level Data Link Control) 

connections between Melbourne and the six Regional Offices; data is 

disseminated by a series of unicast transmissions. 

The usefulness of weather data and its derivatives deteriorates rapidly with 

time. Therefore, data processed centrally must be transmitted without delay for 

the Regions to take full advantage of the information. For example, satellite data, 

which is given high priority, should be available in Regional Offices within two to 

three minutes of the end of central processing. Delays in transmission are 

inevitable due to the large amount of data currently available and the projected 

increase in weather data over the next five years [2]. Hence, a new method of 

disseminating data is required. 

A potential alternative method for broadcasting data to Regional Offices is 

a new satellite service offered by Optus Communications called Onmicast Digital. 

Omnicast Digital is a one-way broadcasting service, which transmits data at rates 
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L INTRODUCTION 

between 64 Kbps and 2 Mbps in a continuous flow [3]. Prelimmary analysis 

based on information from the Bureau of Meteorology and Optus 

Communications, suggest that Omnicast Digital could prove to be more efficient, 

reliable and cheaper than the currently used terrestrial links. 

A communication protocol for the effective use of the Omnicast Digital 

service is not available from Optus or any other vendor. To explore the 

possibilities of using the Omnicast Digital service, the Bureau of Meteorology 

needs to develop a suitable protocol that includes return links for messages such 

as acknowledgments. The successful development of RSBT would satisfy the 

Bureau's requirements, and provide it with a viable altemative for disseminating 

data. 

1.1 Aim 

The aim of this research project is to develop a communication protocol for 

reliable satellite broadcast transmission—RSBT. The main objectives are to: 

• develop a viable and efficient altemative for disseminating data by 

tailoring the protocol for Omicast Digital transmission or a similar 

satellite service, avoiding the shortcomings of generic protocols when 

used for satellite transmission; 

• develop a protocol conversion mechanism for FTP (File Transfer 

Protocol), which will interface with RSBT; 

• derive various implementation options; 

• compare the options; 

• formally specify at least one implementation option: the most realistic 

or suitable option; 

• develop a mathematical model and a simulation model, and carry out 

experiments; 

• compare the mathematical model results and the simulation results 

against each other and against results given in the literature for other 

protocols. 
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1.2 Research Approach 

The first step in the development of RSBT was to study several other 

protocols to obtain a clear understanding of their operation. The aspects of these 

protocols that are suitable for Omnicast Digital transmission were noted, as were 

the shortcomings. The RSBT protocol was then designed and formally specified. 

The formal specifications served as a basis and a verification aid for a 

mathematical model and a simulation model. The mathematical model results and 

the simulation results were analysed and the RSBT transmission performance was 

compared to the performance of other protocols. Finally, a discussion was carried 

out and conclusions were dravm. Details of the research procedure are described 

in the following chapters, as outlined below. 

Chapter 2, "Literature Review", presents a summary of the literature on 

protocols and methods used in reliable satellite and terresfrial transmission. A 

specific example of a similar data dissemination operation performed by the 

Canadian Meteorological Centre is described. Papers on various protocols are 

outlined, focusing on the procedures used for data transmission; the suitability and 

shortcomings of these procedures for satellite transmission are discussed. 

Chapter 3, "Protocol Description", describes the RSBT protocol and its 

design fundamentals. The description includes the purpose of the protocol, the 

environment in which it will operate, the frame format, and the transmission 

procedures including error confrol. Error confrol makes up the bulk of this 

chapter, describing and comparing four alternatives for the acknowledgment 

process. 

Chapter 4, "SDL Formal Specification", provides an infroduction to SDL 

(Specification and Description Language), and then describes the SDL 

specification of the RSBT protocol. Only the higher level (abstract) specifications 

are given in this chapter; the complete specifications are given in Appendix A. 
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Chapter 5, "Mathematical Modelling", describes the mathematical model 

of the transmission process step-by-step. The mathematical model provides the 

expected values for, inter alia, the number of retransmissions, the tune requked for 

the transmission, and the resulting throughput. 

Chapter 6, "Network II.5 Modelling", describes the development of the 

Network II.5 simulation model. First, the communication hardware is modelled to 

set up the environment in which the RSBT protocol will operate. Then the 

instmctions, and the software modules that execute them, are modelled in 

accordance to the formal specifications given in Appendix A. 

Chapter 7, "Experimentation and Results Analysis", presents a plan for the 

mathematical model and simulation experiments. The plan discusses the 

parameters that were used by in the experiments and the effects of the assumptions 

that were made. A summary of the results is presented; the flill mathematical 

model results, and simulation results are given in Appendix B and Appendix C 

respectively. The results are analysed and compared with satellite transmission 

results of other protocols found in the literature. 

Chapter 8, "Discussion", presents a discussion with supporting arguments 

for the main points and/or methods used in each of the preceding chapters. This 

chapter also includes a section on fiiture research—extensions to the research 

presented in this dissertation. 

Chapter 9, "Conclusion", draws a conclusion on the overall success of this 

research project, with respect to the initial aim (see section 1.1). Summaries of 

Chapter 8 provide support for the conclusion and show that the objectives listed 

on section 1.1 have been fulfilled. 



2. LITERATURE REVIEW 

2.1 Introduction 

Although there has been much work done in the area of data 

communications, there has been no serious work done on reliable broadcasting or 

multicasting [4]. This statement is supported by Aylott [5], who said , "current 

protocols and equipment for multipoint services are very immature". Hence, no 

literature was found on broadcast/multicast transmission that uses reverse error 

control and retransmits lost frames. Some research on transmission in a 

continuous flow was found. Continuous transmission avoids the delays incurred 

by waiting for acknowledgments; these delays are prevalent in satellite 

transmission. Komisarczuk [6], and Clark [7] discussed two protocols that can 

transmit data (point-to-point) in a virtually continuous flow; they also mention 

possibilities for broadcasting, but without feedback from receivers. Similarly, 

Irani [8], like many others, considers multicasting (broadcasting to selected 

receivers), but only for video services and teleconferencing which do not require 

retransmission of lost packets. Most significantly though, Deering [9] presents the 

Multicasting Backbone, but again, reliability is not provided. The first step in 

filling this void was to analyse some of the current methods used in reliable 

satellite transmission. The analysis was used to identify deficiencies, extract 

transmission aspects suitable for the proposed RSBT protocol requirements, and 

to note test results for comparisons with RSBT. 

2.2 The Canadian Meteorological Centre 

The Canadian Meteorological Centre (CMC) [10],[11] is an organisation 

similar to the Australian Bureau of Meteorology in its functions and the problems 

faced in executing these functions. CMC is currently using two satellite systems 

to disseminate weather data: METSIS and ANIKOM 100. METSIS is used to 

deliver meteorological products to the CMC regional offices over four 56 Kbps 
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channels. Much of the information transmitted over the individual channels is 

specific for a particular region of the country; there is some overlap in the 

information required by the regions, including some information that is required 

by all receivers. Receivers monitor only one or two channels and capture the 

information selectively; obviously, weather products that are required by all 

receivers must be broadcast over more than one channel. ANIKOM 100 is a much 

slower (4.8 Kbps) and cheaper system used to cater for the aviation community 

and to provide third party users with general information. In addition, the 

ANIKOM 100 system is used as a backup for the METSIS system. 

METSIS has three uplink sites and about 70 receiving sites. All earth 

station LANs, uplinks and receiving sites, run TCP/IP (Transmission Control 

Protocol/Intemet Protocol) on an Ethemet backbone, and are linked together on a 

terrestrial WAN. A weather product that needs to be disseminated is transferred 

by FTP over the WAN to a METSIS uplink, where it is converted to the METSIS 

protocol format and broadcast over the satellite. The product is also stored on 

disk for possible retransmission. Receivers convert the data back to FTP/TCP 

format and transmit it to the appropriate workstation on the LAN. Retransmission 

requests are received through the Network Management System and are given a 

lower priority than regular product broadcasts; in fact retransmissions may be sent 

over the terrestrial WAN. The METSIS protocol frame headers include: 

• Flag. This indicates whether a Frame Check Sequence (FCS) field is 

used. 

• Frame Length. 

• Frame Type. This may be either control or data, and includes: 

• Product Identification. This provides information about the 

product originator, product ID, retention time, timestamps, etc. 

• Product Definition. This provides information about the product 

format, resolution of graphical products, etc. 

• Data. 

• End of Product. This indicates the end of transmission. 
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The control information is transmitted in control frames preceding data 

transmission. In the event that a control frame is lost, recovery may not be 

possible, and the entire file may be lost. When the loss of an important product 

becomes obvious to a meteorologist at a receiving site, a manual request is made 

for a retransmission. 

The main problem with the transmission method employed by CMC is that 

error control is not an integral part of the broadcast transmission scheme. If errors 

are detected by the system, the retransmission request and the retransmission are 

treated as separate fiinctions. In the scenario where the control frames are lost— 

and thus the complete product—additional delays are incurred in waiting for the 

meteorologist to spot the non-reception of a product. The RSBT design will aim 

to overcome shortfalls of the METSIS system. 

2.3 Network Block Transfer protocol 

Clark [7] presents a revised version of the Network Block Transfer 

(NETBLT) protocol, which was originally developed in RFC 969 [12]. NETBLT 

is a reliable transport layer protocol intended for rapid transfer of large volumes of 

data. The revision was aimed at improving performance over long delay, high 

bandwidth satellite channels, and to provide a higher throughput than that of other 

protocols. To achieve these goals, the revision focused on minimising the effects 

of the satellite propagation delay, network congestion, and packet loss; most of the 

changes relate to timers used with multiple data buffers 

The NETBLT protocol file transfer is done as a series of buffer 

transmissions, with each buffer containing a number of data packets. Once the 

sending client provides the NETBLT module with enough data to fill one buffer, 

NETBLT breaks up the buffer into packets and transmits it to the receiver, which 

stores it in a matching buffer. When all packets belonging to the buffer have been 

received, the receiver transmits a control packet containing a list of cormpted 

packets that need to be retransmitted. Once the retransmissions have been 

received correctly, the data is passed on to the higher layers and the sender is 
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notified that a new buffer is ready to receive data. The sender then sends the next 

buffer in the same way. When the whole file has been transmitted, with no 

outstanding retransmission or acknowledgments, the connection is closed. The 

transmission procedure thus far is similar to stop-and-wait automatic repeat 

request (ARQ), except that it is done one-buffer-at-a-time instead of one-packet-

at-a-time. The transmission efficiency is improved by the use of multiple buffers. 

Thus, when the sender has completed the transmission of one buffer and is 

awaiting acknowledgment, it begins the transmission of another. If NAKs for the 

previous buffer are received, the sender retransmits the individual packets when 

the current buffer has been transmitted. The use of buffers in this way, makes the 

packet flow essentially continuous. During transmission the NETBLT module has 

only one buffer, and copies of the transmitted buffers are not kept for 

retransmission purposes, if needed, they are recopied from the client's main 

buffer. Although the client can not release the buffer storage as the data is given 

to the NETBLT buffers, this has apparently not been a problem in preliminary 

implementations. 

NETBLT uses two flow control methods simultaneously. The first method 

is used at the packet level. The sender transmits a burst of packets over a 

negotiated time interval, which ensures that there are no packet overflow losses at 

the receiving site or at any intermediate node.- At a higher level, NETBLT uses a 

modified sliding window to control the flow of buffer transmissions, allowing 

only the negotiated number of buffers to be open for transmission at any one time. 

The buffer size and the packet size are negotiated at connection set up. All 

packets must be the same size except for the last packet in the buffer, which is 

identified by a flag in the header. The packet size should be large so that the 

overheads are minimised. However, the packet size should be kept small enough 

to avoid internetwork fragmentation. As with the packets, all buffers must be the 

same size except for the last buffer, which is identified by a "last-buffer" flag in 

the header of each packet belonging to the buffer. The buffer size too, should be 
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as large as possible to minimise the number of buffer transmissions, and thus 

improve the performance of the protocol. 

The NETBLT transmission process is not that much different from that of 

the TCP or HDLC protocols, except that the sliding window works at the buffer 

level and Selective Repeat retransmission is used instead of Go-back-N. The use 

of multiple buffers allows an almost break-free transmission because a much 

greater volume of data may be awaiting acknowledgment, and thus, the effect of 

the satellite propagation delay is minimised. However, the use of multiple buffers 

is not much different to the expansion of the TCP sliding window, except that the 

NAKs are sent in blocks (one block per buffer). The question must be asked: why 

do the NAKs have to be sent in blocks. Certainly, NAKs sent in blocks would 

result in less retum traffic and less processing. However, it is questionable 

whether or not these gains outweigh the NAK delays, which would be prominent 

on high error rate links. If the NAKs were sent individually, the sender could 

complete the buffer retransmissions sooner; the situation where each buffer needs 

only a few packets retransmitted, would not arise as often. Another aspect of the 

NETBLT transmission process that is questionable, is the way in which the 

multiple buffers are used at the sending site. It would seem more appropriate for 

the NETBLT module to maintain the multiple buffers, and thereby minimise the 

need to transfer data from the main buffer to the NETBLT buffer. 

NETBLT is a lightweight protocol, which was designed to make best use 

of new high-speed networks, and thus to produce high throughput. Examples of 

other lightweight protocols with the same objective as NETBLT, include: SNR 

(named after its designers) [13],[14],[15], VMTP (Versatile Message Transaction 

Protocol) [16], and XTP (Express Transfer Protocol) [17],[18]. 

2.4 Novell's Burst Mode Protocol 

Morgan [19] and Thomas [20] describe Novell Netware's Burst Mode 

protocol—an application layer protocol developed to improve transmission 

efficiency over WANs. The Burst Mode protocol improvements are based on 
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multiple buffering and a dynamic sliding window. The improvements in 

transmission efficiency are generally greater with complex and faster networks, 

and with larger transfer volumes. In low volume transmissions, where the data 

can fit into a single packet, the Burst Mode protocol can actually have a negative 

effect on transmission efficiency. 

In Netware's conventional protocol stack, application level requests are 

carried out by the Netware Core Protocol (NCP). The NCP packets are 

encapsulated within the Intemet Packet Exchange (IPX) packets for transmissions 

between a workstation and server. IPX is unreliable, and therefore, NCP performs 

its ovm error control, which is based on stop-and-wait Automatic Repeat Request 

(ARQ), i.e. a packet must be acknowledged before the next packet is sent. This 

transmission method is acceptable in LANs because of the transmission speed and 

low error rates. However, stop-and-wait ARQ is not well suited to WAN 

transmissions because of the inherent delays, particularly over a satellite link. 

The Burst Mode protocol overcomes Netware's shortfalls in WAN 

transmission by providing a dialogue for IPX/NCP via an adaptive, self-tuning 

flow control mechanism. To transmit a file, the client can read blocks of up to 64 

Kbytes. The Burst Mode protocol partitions the buffered data into IPX packets 

and transmits these packets contiguously (in a burst). The IPX WAN transmission 

does not require any acknowledgments until after the last packet in the burst has 

been transmitted. Unlike the TCP sliding window protocol, which uses Go-back-

N retransmission, the Burst Mode protocol resends only those packets that were 

lost in the transmission. The Selective Repeat retransmission substantially 

improves transmission efficiency over long delay links. Although the burst size is 

negotiated during connection set up, the number of packets transmitted in a burst 

is varied dynamically. If one or more packets are lost in a transmission burst, the 

sender reduces the following buffer (burst size) by 1/8 at a time. Similarly, if no 

packets are being lost the buffer is progressively increased by 100 bytes up to a 

maximum of 64 Kbytes. The amount of buffer memory available on the sender, 

receiver, and any intermediate nodes dictates the actual maximum burst size. 

10 
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Tests performed by INFOLAN [19] with and without tiie Burst Mode 

protocol, produced throughput results seven times higher with the Burst Mode 

protocol. The effective throughput was as high as 85% (47.6 Kbps on a 56 Kbps 

channel). Transmission of a 500 Kbyte file between Bmssels and Los Angeles 

took 104 seconds with the Burst Mode protocol and 832 seconds without it. 

Generally, a 300% improvement was expected, but the particular INFOLAN 

configuration used in this case produced a much better result. INFOLAN tests 

carried out on a LAN also produced throughput between 86%) and 95%» better with 

the Burst Mode protocol. Tests in [20] produced up to 350%) better throughput 

with the Burst Mode protocol. The best results were achieved with a large packet 

size, large window size, and faster channels. 

The Burst Mode protocol is very similar to the NETBLT protocol in terms 

of the fiow control mechanism and the use of multiple buffers; both protocols 

reduce the sender's idle periods, i.e. awaiting acknowledgments over long delay 

links. However, the protocol description in [6],[19],[20] provided only general 

information on the Burst Mode protocol, and more detailed information could not 

be obtained from Novell. Thus, it is not clear how the buffers are used when 

retransmissions are required. That is, does the Burst Mode protocol retransmit 

only those packets that were lost in the previous transmission, or, is the buffer 

topped up with fresh data packets to maintain a consistent burst size? 

Nevertheless, the Burst Mode protocol with its use of multiple buffers, should in 

most cases improve transmission efficiency. However, the efficiency gains are 

minimal when channels slower than 64 Kbps are used. This is because the 

transmission serialisation delay and Burst Mode's high processing overheads 

become the dominant factors. A shortcoming of the Burst Mode protocol is its 

eagemess to change the burst size; if a burst has just one error the burst size is still 

reduced, and if the following burst has no errors the burst is increased again. 

These constant changes contribute to the high overheads and promote small burst 

sizes, even with reasonable error rates. 

11 
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2.5 NetX Satellite Transmission 

Fairhurst [21] describes some aspects of the NetX simulation package. 

NetX was developed to investigate the real-time performance of low capacity 

satellite circuits when used with the X.25 LAPB protocol. POP (Packet-Oriented 

Protocol), which is an extension to the NetX package, allows real-time 

transmission of HDLC frames over an actual satellite link, or over a hardware 

simulated satellite link. 

The system configuration consists of a Sun workstation (NetX host), a 

Macintosh PC (satellite interface), and two modems. The Sun transmits POP 

packets to the Macintosh, which converts the packets to HDLC frames and sends 

them to a modem, which in tum transmits the frames to the satellite. Another 

modem receives the satellite transmission and sends it to the same Macintosh, 

which converts the HDLC frames back to POP packets and transmits them to the 

Sun workstation. It was found that for many low capacity satellite circuits, the 

link performance is dominated by the distribution of errors. This lead to the 

development of a number of altemative error control schemes, which have 

improved transmission efficiency. 

This paper focused on the NetX simulation package and the model building 

process rather than the protocols used. Thus, the main point of interest is the 

system configuration, which includes a satellite interface for the purpose of 

controlling the satellite transmission and performing the protocol conversion. A 

similar configuration is envisaged for the RSBT implementation. 

2.6 TCP 

TCP [22] was the first transport layer protocol available for the 

connectivity of heterogeneous LANs. Moreover, it is still the most popular 

protocol used for internetworking [23]; commercial users did not migrate to OSI 

protocols as much as expected [24]. 

12 
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Although TCP is very widely implemented and is generally a very good 

protocol for LAN transmission, it is not well suited to satellite transmission for 

two main reasons. First, the TCP sliding window size is limited, and when it is 

used over a satellite link it resuHs in a stop-start transmission[6],[24]. That is, 

when the sender has transmitted the allowable amount of data, it must wait for an 

acknowledgment before it can transmit any more data. The problem is the 

propagation delay associated with satellite transmission. And second, TCP is not 

suitable for satellite transmission because of the Go-back-N retransmission 

strategy [25]. Go-back-N works well on LANs because the processing 

requirements are simpler and the data throughput rates are high. However, 

retransmitting data that may have been received correctly the first time is very 

inefficient over long delay links. In addition to the above mentioned 

shortcomings, the TCP performance is adversely affected by the high processing 

overheads [26], and the high frame header overheads (20 bytes minimum) [22]. 

Moreover, the TCP checksum is not very reliable, although this is not a serious 

problem if a protocol with strong error detection such as HDLC is used at the data 

link layer [23]. 

Due to the fact that TCP is widely used, and yet very inefficient over a 

satellite link [6],[27],[28], much research has been carried out on strategies for 

improving TCP over wireless networks [24],[28],[29],[30],[31],[32]. 

2.7 Reliable Broadcasting Across ATM Networks 

Although a protocol for reliable broadcasting/multicasting has not been 

found in the literature, alternative methods for delivering data to multiple 

receivers have been found. Research on communications issues in parallel 

computing on ATM networks [33], present three methods of multicasting. These 

are: 'Separate Addressing', 'Multicast Tree', and 'Hardware Delivery'. Separate 

addressing and multicast tree methods use the AAL5 protocol [34] and are thus 

reliable. Hardware delivery however, requires a higher layer protocol to 

implement reliability. 

13 
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Separate addressing is the simplest method, where the sender transmits 

packets to each receiver individually. Parallel processing enables the sender to 

transmit to several receivers simultaneously, and the method works well with 

small networks. With large networks however, bottlenecks build up at the 

sender's network interface and the system becomes inefficient. The multicast tree 

approach is more efficient than separate addressing and reduces the network 

fraffic. With a multicast tree, the sender transmits packets only to a subset of 

receivers, who in tum transmit to another subset, and so on until all receivers have 

been reached. 

The best performance though, was achieved by hardware delivery. With 

this method, the sender transmits packets to a switch that in tum delivers the 

packets to all receivers simultaneously. Test results show hardware delivery 

completing a 32 Kbyte multicast to two receivers in less than half the time used by 

the multicast tree method, and in about one fifth of the time for a multicast to 

eight receivers. Hardware delivery however does not provide reliability; receivers 

can not request retransmission of packets from the hardware switch. To overcome 

this shortfall, the authors developed a minimal user-level reliable multicast 

transport service. Although the details of the multicast service were not provided, 

a diagram indicated that retransmission followed the same path. However, the 

reliability provided in this scheme is questionable, as transmission times were 

almost the same for varying number of receivers—^two to eight. Perhaps the 

network error rate was too small to show any distinct difference with a 32 Kbyte 

transmission. Also, the cyclic redundancy check (CRC) used by the ATM 

protocols provides some forward error correction, which would further reduce the 

retransmission requirements. 

The system configuration used with the hardware delivery is similar to the 

configuration envisaged for RSBT, except that a dedicated node serving as a 

satellite interface would be used for broadcasting rather than switching. In 

addition, the satellite interface would deal with the retransmission requests, 

instead of the transmission originator. 
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2.8 Satellite Transmission Experiments 

The growing popularity of satellite based networks indicates that wireless 

links will play an important role in future internetworks [28]. Hence, many 

research reports can be found on analysis of protocol performance over satellite 

links, along with strategies for improving the performance of commonly used 

protocols such as TCP. The following subsections summarise just a few of these 

research reports. 

2.8.1 TCP in Satellite Transmission 

Kmze [24] presents a number of experimental findings regarding the 

efficiency of the TCP/IP protocol when used over a satellite link at transmission 

speeds of up to 1.5 Mbps. The results show that even with the maximum TCP 

window size of 24 Kbyte, the throughput tops out at about 320 Kbps regardless of 

the channel speed. The experiments are supported by a theoretical model, which 

also produced a throughput of 1,343 Kbps with a window size of 95 Kbytes. 

TCP's 'Slow-start' congestion control mechanism and windowing flow control 

were shown to be the main reasons for the poor performance over a satellite link. 

The Slow-start algorithm only allows gradual expansion of the window, and is 

thus the cause of the very low throughput in the early stages of the transmission 

(first 100 Kbytes or so). 

2.8.2 TCP and Burst Mode in RACE Experiments 

Experiments in [6] analyse the performance of various protocols in 

connecting LANs over an ATM/satellite link. These experiments are part of the 

RACE (Research in Advanced Communications in Europe) Catalyst project. The 

simulated network used a 10.4 Mbps satellite channel and a cell error rate better 

than 10"̂ . Five protocols were simulated; Novell's Burst Mode protocol produced 

the best throughput result—^2.4 Mbps. TCP with an expanded window—64 

Kbytes—achieved the second best throughput—560 Kbps. The throughput that 

was achieved with these two protocols, was possible mainly because the protocols 

permitted large volumes of data to be transmitted before any acknowledgments 

were required by the sender. Although the Burst Mode protocol performed some 
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four times better than TCP, its transmission rate was still only at 25%) of the link 

capacity. This low efficiency is due mainly to the Burst Mode protocol high 

processing overheads, which counter some of the efficiency improvements gained 

with the use of multiple buffers. Furthermore, the Burst Mode protocol was far 

superior to the other protocols only when large transmission volumes were 

involved; there was not much difference between the five protocols when small 

data volumes were transmitted. 

2.8.3 TCP in CODE Experiments 

Fairhurst [25] analyses the TCP/IP (including UDP—^User Datagram 

Protocol) protocol experiments in the CODE (Co-Operative Data Experiments) 

system. CODE is a VSAT system used for the interconnection of LANs, and is 

part of the European Space Agency's Olympus Utilisation Programme. Table 2.1 

is an excerpt from one set of experimentation results presented in [25], which 

compare various data link protocols, error recovery strategies and fragmentation 

methods. The results show that Selective Repeat retransmission is far more 

suitable for satellite transmission than Go-back-N retransmission. On average. 

Selective Repeat retransmission produced throughput 37 % better than Go-back-N 

with a Bit Error Rate (BER) of 10"^ and 67% better with a BER of 10"*. 

Fairhurst states that a typical buffer size of 4 Kbytes per TCP session limits 

the maximum throughput to approximately 50 Kbps for the lowest delay satellite 

link. Experiments with 8 Kbyte buffers, which facilitate larger window sizes, over 

64 Kbps and 2 Mbps error free channels produced the results shown in table 2.2. 

Default socket settings limit throughput to 50 packets per second. Correcting 

these settings may improve the throughput as shovm in brackets in table 2.2. 

Another set of experiments (not shovm here) involving various error rates over a 

64 Kbps channel produced results lower than those for an error free link 

(obviously). However, the interesting point is that the throughput rates for BERs 

of 10"̂  and lower, peaked with the larger packet sizes used—^between 512 bytes 

and 1024 bytes. 
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Table 2.1. TCP throughput results for various system configurations and BERs 
(excerptfrom table 2 in [25]). 

Error 

Recovery 

GBN 

GBN 

GBN 

SR 

SR 

SR 

Fragmentation 

Method 

None 

IP 

Transparent 

None 

IP 

Transparent 

Throughput 

BER=10-' 

47.8 

28.6 

36.9 

58.6 

43.6 

49.7 

BER=10-̂  

5.7 

14.6 

21.2 

9.0 

28.1 

31.7 

Table 2.2. TCP throughput results over error free channels, results with optimal 
socket settings are in brackets (excerpt fr-om table 3 in [25]). 

Channel 

Speed 

64 Kbps 

64 Kbps 

2 Mbps 

2 Mbps 

Packet 

Size 

128 

512 

128 

512 

Throughput—^Kbps 

TCP 

50.8 

58.4 

51 (87.2) 

87.2 

UDP 

46.5 

58.5 

51.6 (> 1000) 

204.6 (> 1000) 

According to the authors of this report, because of to the satellite 

propagation delay, the maximum achievable throughput for TCP over the 2 Mbps 

link is 320 Kbps. A Quick File Transfer Protocol (QFTP) written by the authors, 

achieved a throughput of 910 Kbps over a predominantiy error free link. QFTP 

uses the User Datagram Protocol (UDP) with a large retransmission window, and 

a Go-back-N recovery protocol. One conclusion dravm by the authors, is that 

TCP/IP provides poor performance over long delay links, particularly if the BER 

is greater than 10"̂ . 
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2.8.4 Strategies For Improving TCP over Satellite Links 

As mentioned in section 2.6, a great deal of research has been carried out in 

search of strategies to improve TCP performance over a satellite link. An 

example of such research is presented in [28], where 11 schemes, designed to 

improve TCP performance over a satellite link, are compared. The schemes are 

categorised into three basic groups: 

• end-to-end proposals 

• link layer proposals 

• split-connection proposals 

End-to-end proposals are based on TCP-Reno [35] with enhancing features 

such as selective acknowledgment and Explicit Loss Notification, which enables 

the sender to distinguish between congestion losses and other losses. The highest 

throughput achieved with this method was 760 Kbps. 

Link-layer proposals are based on the Snoop protocol [30] and use features 

such as selective acknowledgment and Duplicate Acknowledgment Suppression. 

The link-layer protocols attempt to hide link related losses from the TCP sender 

by retransmitting lost frames if they are cached. The best throughput achieved 

with this method was 1.22 Mbps. 

Split-connection proposals, like I-TCP (Indirect-TCP) [29], use a separate 

TCP connection over the satellite link; the initial TCP connection is terminated at 

the base station. Therefore, the satellite link is completely hidden from the sender. 

The main enhancement feature used with this method was Selective 

Acknowledgment, which produced a throughput of 1.1 Mbps. 

Although the best performance was produced by a Link-layer proposal, a 

Split-connection method may be a better option if a link layer protocol is used 

over the satellite link rather than TCP. A Split-connection setup is tiie envisaged 

environment for the RSBT protocol. 
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2.9 Conclusion 

The research reported in the literature did not provide any proven protocol 

for reliable satellite broadcasting/multicasting. However, several broadcasting 

methods that are not completely reliable or suitable for satellite broadcasting have 

been presented. This chapter has reviewed these methods. The review has also 

highlighted the protocol procedures that have a detrimental effect on satellite 

transmission performance, as well as the procedures and countermeasures that 

enhance performance. 

The ATM methods of broadcasting/multicasting—separate addressing and 

multicast tree—do provide reliability, but the multicast is in fact made up of many 

unicast transmissions [33]. The ATM hardware delivery approach [33] and the 

CMC METSIS system [10] are tme broadcasting systems, in that they transmit 

packets to all receivers simultaneously. Furthermore, the significantly superior 

performance results of hardware delivery broadcasting over ATM networks, as 

compared to the separate addressing and multicast tree methods, are very 

encouraging. However, the reliability of both hardware delivery and the METSIS 

systems is limited because a tmly reliable broadcasting protocol is not available. 

The literature on reliable protocols used for point-to-point transmission 

across a satellite link revealed some of the obstacles to greater efficiency and 

some remedies. First, the sliding window fiow control mechanism is a cause of 

major delays. The problem is not so much with the sliding window, but more so 

with the amount of buffer space available. The delays caused by the sliding 

window protocol are far more critical with faster links, resulting in very low link 

utilisation, which reflects as reduced efficiency. The delays are compounded for 

TCP because it uses the Go-back-N retransmission protocol, which was shown to 

be inefficient over a satellite link [6],[24],[25]. Due to the larger amount of data 

in a satellite channel (due to the propagation delay), performance is greatiy 

enhanced by using Selective Repeat refransmission. Optimal packet sizes also 

improve efficiency. If the packets are too small, the header overheads can become 

significant. On the other hand, if the packets are too large, tiie probability of 
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packet loss increases and much larger volumes of data are retransmitted. Perhaps 

the best performance improvement for TCP based satellite transmission can be 

achieved by using the methods described in [28]. That is, either using an 

appropriate link layer protocol, or splitting the TCP connection and using a more 

suitable protocol over the satellite link. 

NETBLT and the Burst Mode protocols have addressed the above 

mentioned problems with satellite communication. Multiple buffers are used by 

both to overcome the flow control delays, and both protocols employ Selective 

Repeat retransmission. Furthermore, NETBLT negotiates the packet size at 

connection setup, while Burst Mode uses a dynamic packet size, which is adjusted 

during transmission. 

The design and development of the RSBT protocol follows on from the 

improvements made by the NETBLT protocol and the Burst Mode protocol. That 

is, improving on some aspects of satellite transmission and extending the 

functionality to serve as a tmly reliable point-to-multipoint data communication 

protocol. 
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3.1 Introduction 

In the second century, the Greek historian "Polybius" described how fire 

signals could be used to communicate; the method was apparently used by Athens 

in 458 B.C. to conquer Troy [36]. Thus, communication protocols have existed 

for a very long time, and currently there are many protocols that are considered as 

standards for providing specific solutions. The reliability of a protocol is an 

important issue, particularly with data communications. Hence, many Reverse 

Error Control techniques have been developed and incorporated in protocols for 

reliable point-to-point data communication. However, no genuine Reverse Error 

Control scheme has been developed for reliable broadcast/multicast transmission. 

Three methods of broadcasting in an ATM environment were briefly 

described in section 2.7. Two of the methods: Separate Addressing and Multicast 

Tree, use the AAL5 protocol [34] and are thus reliable. However, Separate 

Addressing is nothing more than a series of unicast transmissions. The Multicast 

Tree is the same, except that the sender transmits data only to its children in the 

tree. Each child node then transmits the data to its children, and so on. The third 

method. Hardware Delivery, uses a switch to broadcast the data to all receivers 

simultaneously. However, the switch can not provide error control, and therefore, 

any error checking must be done at a higher level. 

None of the three broadcasting methods mentioned above provide tme 

reliable broadcasting suitable for satellite transmission. Hence, the need for 

developing the RSBT protocol. More than just providing reliability to a broadcast 

ti-ansmission, RSBT also provides better performance over a satellite link. All of 

tiie common reliable protocols, such as TCP and HDLC, were developed for use 

on LANs and terrestrial WANs. Thus, for various reasons, tiiese protocols 

21 



3. PROTOCOL DESCRIPTION 

perform poorly over satellite links [37]. RSBT on the other hand was developed 

specifically for satellite transmission, avoiding the shortcomings of generic 

protocols when used over a satellite link. 

3.2 Purpose 

The RSBT protocol was developed primarily to satisfy the Australian 

Bureau of Meteorology's requirements in reliably broadcasting data over a 

permanent satellite link. Data is to be transmitted at a speed of 2 Mbps in a 

continuous flow; all frames are to be transmitted contiguously to minimise delays. 

The protocol must broadcast all types of files, from plain text to compressed 

image data. Only one site will be used to broadcast data; receiving sites will only 

ever transmit acknowledgments (hereinafter meaning ACK/NAK) and possibly 

control messages (implementation dependent). Receivers will transmit 

acknowledgments and messages across separate satellite or terrestrial retum links. 

Reliable retum links would be preferred because possible delays in retransmission 

would be avoided, though RSBT should fimction with unreliable retum links as 

well. RSBT minimises the volume of retum traffic. Thus, the number of 

receivers on the network need not be limited. However, fiirther analysis of the 

retum traffic should be carried out if a very large network is involved. 

In regards to the Bureau of Meteorology, RSBT will be used in an 

environment where files are automatically generated by the sender and 

disseminated to all receivers for further processing. The process begins with 

automatic FTP/TCP fransmission of centrally processed data to the satellite 

interface (described in section 3.3.1). The RSBT protocol, which will reside in 

the satellite interface, will then broadcast the data across a permanent satellite link 

to each receiving satellite interface. The RSBT module on each of the receiving 

satellite interfaces will temporarily store the received data on disk, if it is not 

cormpted; all error control requirements are performed by the RSBT modules on 

the sending and receiving satellite interfaces. Finally, the data is transmitted to its 

final destination on the LAN using FTP/TCP. This three-step transmission was 

also proposed in [21] and [28] (see sections 2.5 and 2.8.4). 
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3.3 Assumptions About the Environment 

The RSBT protocol was designed to function in WANs where all 

information is disseminated from one site, e.g. the head office. The end-to-end 

file transfer involves several media, and RSBT must interface with the application 

protocols used on the LANs, e.g. FTP. The assumptions made here are based on 

the Australian Bureau of Meteorology's requirements, and the use of the Omnicast 

Digital service provided by Optus Communications. Nonetheless, it would be 

possible to fine-tune the protocol for other applications and environments as well. 

3.3.1 System Configuration 

Figure 3.1 shows a generic system configuration, which includes a satellite 

interface at each site. The use of TCP on the LANs and HDLC on the WAN, 

reflect the current status of communications at the Bureau of Meteorology. 

However, RSBT can be interfaced to other protocols as well. 

ws 

TCP, 

ws 

' 

SI 

Sending 
LAN 
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WS 
] 

*" 

L 
WS 

TCP 
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WS : Workstation 
SI : Satellite Interface 
DM: Digital Modem 
SR : Satellite Receiver 
RL : Retum Link 

Figure 3.1. System configuration, links, and protocols used. 
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The RSBT protocol will reside in each satellite interface—a dedicated 

UNIX box with its ovm hard disk for temporary storage of data. As with the 

NETBLT protocol [7], each receiving satellite interface will need multiple buffers 

to cope with the continuous incoming data stream (see section 3.3.2). The buffers 

will be used in a cyclic manner, ie. when the first buffer becomes full, a second 

buffer is used to store the incoming data, and at the same time, the data in the first 

buffer is processed, and so on. Each satellite interface is to be connected to its 

respective LAN in the same way as any other workstation. Thus, all satellite 

interfaces will have their ovm IP address, allowing them the same network 

connections. These network connections will be used by the terrestrial retum 

links from the receivers to provide reliability to the broadcast transmission. 

3.3.2 Service Used 

RSBT is being developed for the Omnicast Digital service, provided by 

Optus Communications. The major features of the service are [3]: 

One-way digital transmission: retum links are established separately. 

Continuous transmission: frames may be transmitted contiguously. 

Transmission speeds between 64 Kbps and 2 Mbps in 64 Kbps steps. 

QPSK modulation (Quadrature Phase Shift Keying). 

FEC: Forward Error Correction with a code rate of Yz is used. 

Permanent connection: if the connection is lost, it may take up to one 

minute to regain it. 

To establish a connection, each receiver progressively seeks a digital 

carrier, looking for a unique carrier indent pattern. Once locked-on it maintams a 

lock over ± 3 MHz, which provides a permanent connection. If the connection is 

lost, a reconnection process is restarted automatically—it takes up to one minute 

to re-establish a connection [3]. As the overall performance depends on the 

customer's receiving equipment, only the minimum signal level received from the 

satellite is specified, the performance parameters such as BER, are not [3]. 
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3.3.3 Protocol Conversion 

As depicted in figure 3.1, the sending satellite interface will use the RSBT 

protocol to communicate with each receiving satellite interface. While FTP/TCP 

will provide the communication between workstations and the satellite interface 

on each LAN. Hence, the satellite interfaces must perform the protocol 

conversion between FTP and RSBT. 

The FTP file transfer from the sending LAN to its satellite interface will 

use normal FTP Data Transfer Commands. RSBT must pass these commands to 

the receiving satellite interfaces so that they can revert back to FTP and transmit 

the file to a workstation on their respective LANs more quickly. The FTP Data 

Transfer Commands available are [38]: 

Mode Stream, Block, and Compressed; 

File Structure Stmctured, Unstmctured, and Random Access; 

Data Type Binary, Text (ASCII and EBCDIC, with vertical format 

control: Non-print, Telnet Format Effectors, Carriage 

Control (ANSI)) and Local Type. 

The FTP Data Transfer Commands may be encapsulated into each RSBT 

frame header. Altematively, they may be sent in a control frame preceding data 

transmission. However, the control frame, which may also be used to check how 

many receivers are on line, would require priority in the retransmission queue. 

The RSBT frame length may be independent of the FTP packet length, or it 

may contain an exact number of FTP packets. If the RSBT frame length is 

independent of FTP packets, then any FTP data headers [38], which provide 

further information about the data, would have to remain as part of the data 

stream. The existence of these FTP data headers depends on the fransmission 

type, e.g. Block Mode includes the Block Length and a I [38]. The Block Length 

and the Descriptor are required by receivers to segment the data into the original 

FTP packets for transmission on the LAN. Having an exact number of FTP 
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packets within a RSBT frame allows the sender to remove or curtail any FTP data 

headers in the RSBT transmission. It would also require less processing by 

receivers, and allow them to transmit some FTP packets to the LAN sooner. 

3.4 Frame Format 

The RSBT protocol uses only two frame formats: the format that is 

transmitted by the sender (data frames), and the format that is transmitted by 

receivers (acknowledgments). The details of these two frame formats are shown 

in figure 3.2 and figure 3.3 respectively. The frames transmitted by the sender use 

a Flag as a start-of-frame delimiter. To ensure that the bit pattem used for the flag 

does not appear in the data, the flag must be complemented by zero bit insertion, 

as with HDLC transmission [39]. The acknowledgment frames that are 

transmitted by receivers are enclosed within the frames of the protocol used over 

the retum links. 

Flag 

8 

File 
ID 

16 

Version 

4 

Sequence 
Number 

8 to 32 

Length 

16 

More 
Data 

1 

FCS 
Header 

32 

Data 
FCS 

DATA 

32 

Figure 3.2. Format of frames sent by the sender; field lengths are in bits. 

File Sequence ACK/ 
ID Number NAK 

16 8 to 32 1 

Figure 3.3. Format of frames sent by receivers; field lengths are in bits. 

As the Omnicast Digital service provides a permanent satellite connection, 

frames that are transmitted by the sender do not include any addressing. Instead 

of carrying an address, the RSBT frames carry a File ID; a similar ID is used by 

the NETBLT protocol during tiie connection process [7]. One half of the File ID 

identifies the file type and release (concerning data disseminated at regular time 

intervals), while the other half carries the encapsulated FTP Data Transfer 
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Commands [38]. In fact, only seven bits are required for encapsulating the FTP 

commands—^there are 72 FTP command combinations. The File ID is also used 

by receivers to recognise the transmission of a new file. This would occur in the 

event of major transmission errors, where the sender has given up retransmitting 

cormpted frames, and commenced transmitting a new file. 

The RSBT protocol does not recycle frame sequence numbers; each 

sequence number identifies only one frame in the file. Therefore, a large set of 

sequence numbers is required. To accommodate large files, and at the same time 

minimise overheads, the version field sets the sequence number length between 8 

and 32 bits, in 4-bit steps. The additional overhead, created by not reusing 

sequence numbers, can not be avoided because RSBT transmits the complete file 

before it begins retransmission of lost frames. The alternative would be to 

retransmit frames as they are requested, and to use smaller sequence numbers that 

are recycled. However, because recycling of a particular sequence number can not 

be done imtil all receivers have received that frame, a receiver with bad reception 

would delay all other receivers. 

The RSBT error control scheme is enhanced by the use of two Frame 

Check Sequence (FCS) fields: FCS Header, and FCS Data. NETBLT [7] and 

ATM [33] also use two FCS fields. The additional FCS allows negative 

acknowledgment of cormpted frames, whose header integrity was maintained. 

The FCS is derived by a CRC-32 (Cyclic Redundancy Check) generator 

polynomial, which is capable of capturing all single bit errors, all burst errors of 

up to 31 bits, and most burst errors of 32 bits or more [39]. 

The main purpose of the frames transmitted by receivers, is to deliver 

acknowledgments to the sender. However, the same frame format can also be 

used to inform the sender that a particular receiver is either coming on-line or 

going off-line (see section 3.5.1). To identify that a frame is being used for this 

purpose, the File ID would carry a unique bit pattem rather than the actual file 

identification, and the ACK/NAK field would be used to indicate on-line/off-line. 
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3.5 Transmission Procedures 

RSBT is to provide reliable transmission to multiple receivers over a 

permanent satellite link. RSBT is responsible only for delivering the data to each 

receiver; the receivers send the data to the appropriate workstation on the LAN. 

Therefore, RSBT frames do not need to include any addressing, as they do not 

need to be routed. Furthermore, because the communication channels are 

permanent, control frames for opening and closing session are not required. In 

addition, the use of a satellite interface on each LAN allows RSBT to dispense 

with fiow control, as is done with the Remote Procedure Call protocol [40]. Thus, 

all frames are transmitted contiguously, and retransmissions are done after the 

whole file has been transmitted once. The main ftmctions of the RSBT protocol— 

session indication, error control and refransmission—are described in the 

following subsections. 

3.5.1 Session Indication 

The Omnicast Digital service provides a permanent link between the 

sender and the receivers. Thus, the communication channels are assumed to be 

established before the RSBT protocol comes into play. Therefore, RSBT does not 

need to use addition control frames to open and close communication sessions. 

However, receivers that are going off-line for long periods, transmit a message to 

inform the sender of their status. 

A receiver may temporarily lose the connection, but when this happens, the 

Omnicast Digital service automatically begins a reconnection process as described 

in section 3.3.2. If a receiver is off-line when the fransmission is about to begin, it 

would be pointless delaying the other receivers until that receiver regains the 

connection. The sender should know how many receivers there are, and each of 

the error control methods described in section 3.5.2, can handle the temporary loss 

of reception by one or more receivers. When a receiver's connection is re

established during fransmission, the receiver simply transmits tiie appropriate list 

of NAKs and continues as per the normal procedure. 
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There is one scenario that could cause unnecessary delays. That is, if a 

receiver goes off line for reasons other than loss of reception: LAN maintenance, 

satellite receiving equipment failure, etc. In this type of situation, the receiver 

could be off-line for much longer periods than if only the carrier is temporarily 

lost. Therefore, to minimise delays for the sender, the affected receiving satellite 

interface, or any workstation on the LAN, transmits a control message to the 

sender, indicating that it is off-line. When the problem is corrected, another 

message is sent to the sender, indicating that the receiver is back on-line. 

Excessive delays are avoided because under normal circumstances, the sender 

would continue retransmission (within limit) until each receiver has 

acknowledged the successful reception of the whole file (see section 3.5.2). The 

on-line/off-line messages allow the sender to halt fiitile retransmission, and 

perhaps start another broadcast. Note that the aim of these confrol messages is to 

avoid unnecessary delays for the sender. If these messages are not used, RSBT 

will not crash or become deadlocked because retransmission would stop if an 

acknowledgement is not received within a set time period (see section 3.5.2). 

3.5.2 Error Control 

The Omnicast Digital service uses FEC to minimise errors [3]. This is 

sufficient for most random errors, but not good enough to trap and correct burst 

errors; most errors occur in bursts (see section 6.2). Therefore, the RSBT 

transmission was enhanced by reverse error control procedures. Unlike most 

protocols though, RSBT does the required retransmission once it has transmitted 

all the frames once—^retransmissions do not have priority. 

To facilitate reverse error confrol, RSBT frames include two FCS fields. If 

only one FCS is used to cover the complete frame, cormpted frames could not be 

negatively acknowledged because the integrity of the sequence number could not 

be guaranteed. With two FCS fields, one FCS covers the header, and the second 

FCS covers the data. Therefore, RSBT can negatively acknowledge frames where 

the data is cormpted, but the header is received intact. It should be noted that the 

frame header is much smaller than the data. Thus, the frame header has a 
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correspondingly lower error rate (or loss rate). The additional overheads incurred 

by the use of a second FCS field will not have a significant effect on fransmission 

efficiency. This is because RSBT frames are expected to be quite large compared 

to frames of other protocols; RSBT frame sizes are not restricted by buffer sizes of 

intermediate nodes and traffic, which compromise protocols used over terrestrial 

links. Furthermore, the Omnicast Digital service uses forward error correction, 

which reduces errors, and thus, promotes larger frame sizes. Another advantage 

of having two FCS fields, is the early transmission of NAKs, which avoids delays 

when several frames in the tail end of the transmission are cormpted. However, 

there is no efficiency improvement if all frames are acknowledged (section 

3.5.2.1), because the sender will retransmit frames anyway if an ACK has not 

been received from each receiver. In fact, the additional overhead caused by the 

second FCS field will reduce the transmission performance if all frames are 

acknowledged. 

In providing reliability to a broadcast transmission, the RSBT 

acknowledgment process must be streamlined. Otherwise, the sender may be 

overwhelmed by retum traffic if the RSBT protocol is implemented on a large 

network. Hence, four acknowledgment procedures have been devised and 

investigated. They are: 

L Acknowledge All Frames 

2. Acknowledge Last Frame Only 

3. Acknowledge First and Last Frames 

4. Acknowledge Lapse in Transmission 

3.5.2.1 Acknowledge All Frames 

This is the most common approach, and is used by protocols such as TCP 

[22] and HDLC [39],[41] in point-to-point data fransfer. This metiiod of 

acknowledgment requires receivers to send an ACK for each frame received 

successfiilly. RSBT differs from TCP and HDLC, in that it is a point-to-

multipoint protocol. Therefore, RSBT will receive acknowledgments from 
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multiple receivers, and thus needs to maintain a more complex array of variables 

during fransmission, which include: 

• Retransmission List. The Retransmission List, as shown in figure 

3.4, is a list that contains both the sequence numbers of frames that 

were transmitted and the number of ACKs received for each frame. 

These frames are retransmitted in a round-robin manner, and are 

removed from the list when an ACK has been received from each 

receiver. Figure 3.5 shows a more detailed Retransmission List, which 

is used if the retum links are not reliable. This Retransmission List 

uses flags to keep track of which receivers have acknowledged which 

frames; the flag is set to 1 if an ACK is received and it is left as 0 if a 

NAK is received. Although a flag set to 0 could also mean that an 

acknowledgment was not received, the Receiver List, described below, 

indicates whether a NAK was received or in fact, an acknowledgment 

was not received. 

• Receiver List (used if retum links are not reliable). The Receiver List, 

as shovm in figure 3.6, is a matrix that keeps track of which frames 

have and have not been acknowledged (positively or negatively) by 

which receivers; a flag (1 or 0) indicates whether or not an 

acknowledgment has been received. The sender uses the retum links 

to request the missing acknowledgments after a time-out period. 

Recovery of acknowledgments can be delayed if a frame has been 

negatively acknowledged by another receiver, because the missing 

acknowledgment may well be a NAK. Thus, the receiver will send 

another acknowledgment when it receives the retransmission. A 

frame sequence number is removed from the Receiver List when it is 

removed from the Retransmission List. 

• Not Received List. Receivers use tiiis list to store the sequence 

numbers of frames not received successfully. During retransmission, 

the list is used to select the frames that are required by the receiver, 

and to disregard those that are not required. 
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Greatest. Receivers use this variable to store the largest frame 

sequence number received. Greatest allows receivers to negatively 

acknowledge frames that are missing in the sequence. However, it 

becomes redundant once the last frame in the file has been received. 

Last. This variable is used by receivers to store the sequence number 

of the last frame in the file. If the last frame has been received and the 

Not Received List is empty, a receiver knows that it has received the 

complete file. 

Frames awaiting ACKs 

No. of ACKs Received 

2 

2 

3 

2 

4 

0 

8 

1 

12 

2 

13 

2 

20 

1 

21 

2 

30 

2 

Figure 3.4. Retransmission List used with acknowledgment of all frames when 
the return links are reliable. 

Frames Awaiting ACKs 

Receiver 1 

Receiver 2 

Receiver 3 

2 

0 

1 

1 

3 

1 

1 

0 

4 

0 

0 

0 

8 

1 

0 

0 

12 

1 

0 

1 

13 

0 

1 

1 

20 

0 

0 

1 

21 

1 

1 

0 

30 

1 

0 

1 

Figure 3.5. Retransmission List used with acknowledgment of all frames when 
the return links are not reliable. 

Frames Awaiting ACKs 

Receiver 1 

Receiver 2 

Receiver 3 

2 

1 

1 

1 

3 

1 

1 

0 

4 

1 

0 

1 
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1 

1 

12 

1 

1 

1 

13 

1 

I 

1 

20 

1 

1 

1 

21 

1 

1 

1 

30 

1 

1 

1 

Figure 3.6. Receiver List used with acknowledgment of all frames when return 
links are not reliable. 

The high-level pseudocode shown in figure 3.7, provides an overview of 

the Acknowledge All Frames protocol (the pseudocode is based on C-H- notation). 
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Note that the protocol description given in figure 3.7 is not intended to be 

absolutely correct or complete, it is there to assist the description that follows. 

SENDER 
Transmit 

While (more frames) 
Transmit next frame 
Put sequence number in Retransmission List 
If ACK received 

Can Process ACK 
While (Retransmission List not empty) 

Retransmit next frame 
If ACK received 

Call Process ACK 
Process ACK 

Add 1 to Retransmission List frame counter 
If (frame ACKs = number of receivers) 

Update Retransmission List 
If (Retransmission List empty) 

Stop transmission 
RECEIVER 
Process Frame 

Last = -1, Greatest = -1 
While (Last = -1 || Not Received List not empty) 

Wait for frame 
If (sequence number > Greatest) /*New Frame*/ 

If (data ok) 
Store frame 
Send ACK 
If (sequence number > Greatest + 1) 

Update Not Received List 
Else 

Update Not Received List /*For 1 frame*/ 
If (sequence number > Greatest +1) 

Update Not Received List 
Greatest = sequence number 
If (last frame) 

Last = sequence number 
Else if (sequence number in Retransmission List && data ok) 

Store frame 
Send ACK 
Update Not Received List 

Figure 3.7. Overview of the Acknowledge All Frames protocol. 

33 



3. PROTOCOL DESCRIPTION 

When the sender begins transmission, it places the sequence number of 

each transmitted frame in the Retransmission List. The Retransmission List is 

used not only to store the sequence of frames that may require refransmission, but 

also to count of the number of ACKs received for each frame (see figure 3.4). A 

frame sequence number is removed from the Retransmission List when the 

number of ACKs for the frame tallies with the number of receivers. The frames 

listed in the Retransmission List are retransmitted in a round robin manner. Even 

when the Retransmission List becomes small and all frames are transmitted in a 

time shorter than the round trip time, the sender keeps retransmitting the frames in 

tum, instead of sitting idle waiting for acknowledgments. This pre-emptive 

retransmission is similar to the retransmission procedure used by the Remote 

Procedure Call protocol [40], and is quite appropriate for RSBT because the 

Omnicast Digital provides a dedicated channel which would otherwise sit idle 

during lapses in transmission. If no acknowledgments are received within a set 

time period, the pre-emptive retransmission would be stopped. This would avoid 

deadlocks in a situation where a receiver loses reception and does not recover 

within an acceptable time period, or if a retum link is severed. 

Each receiver sends an ACK for each frame that is received correctly. The 

sequence number of each cormpted or lost frame is stored in the Not Received 

List. As these frames are received in the retransmission phase, appropriate ACKs 

are transmitted to the sender and the sequence numbers are removed from the Not 

Received List. Receivers also maintain two other essential variables: Greatest and 

Last. Greatest keeps the largest sequence number received. Its main purpose is to 

identify lost frames. For example, if frame 12 is received, and Greatest has the 

value 10, then obviously frame 11 was lost and so the number 11 is added to the 

Not Received List. If a frame sequence number is smaller than Greatest, then a 

simple check of the Not Received List is used to determine whether the frame is 

required. Last is initialised with a negative value, and set to the sequence number 

of the last frame in the file when it is received (the More Data field in the frame 

header identifies the last frame). Thus, if the Not Received List is empty and Last 

is not negative, the receiver knows that it has received the whole file successfully. 
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The transmission process may get into an infinite loop if the retum links 

are not reliable. This is because frames that have been received correctiy, and 

acknowledged once, are not acknowledged in later retransmissions. Thus, if an 

ACK is lost, the sender will keep retransmitting the frame because it has not 

received an ACK, and the receiver will keep disregarding the refransmissions 

because it already has the frame. Therefore, if the retum links are unreliable, 

receivers will also transmit NAKs for frames not received correctly. The sender 

will use the Receiver List shovm in figure 3.6, to record the receipt of each 

acknowledgment (ACK or NAK) from each receiver. In addition, the sender will 

use the more detailed Retransmission List shovm in figure 3.5. With the altered 

procedure, the sender is aware of any lost acknowledgment, and although it does 

not know whether a lost acknowledgment is an ACK or a NAK, it does know 

which receiver is involved. Thus, the sender can use the retum links to request 

another acknowledgment for the particular frame. However, the frame will 

remain in the Retransmission List as normal until the acknowledgment is received. 

This protocol would not be suitable for large networks, because the retum 

traffic volume could cause congestion and overflow losses. However, it would be 

suitable if the retum links are unreliable and the network is small. 

3.5.2.2 Acknowledge Last Frame Only 

Acknowledging each frame in a point-to-multipoint transmission could 

overwhelm the sender with acknowledgments if there are many receivers. Thus, 

the streamlined Acknowledge Last Frame Only protocol works on the basic 

philosophy that no news is good news. Receivers use selective reject 

acknowledgment, and retransmit NAKs if a frame retransmission is not received 

within a pre-defined time-out period. Each receiver sends only one ACK—^when 

the complete file is received. The variables maintained with this method include: 

• Retransmission List. This list contains the frame sequence numbers 

of all negatively acknowledged frames. 

• ACK Counter. A counter for the ACKs sent by receivers. 
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• Receiver List (optional—used instead of the ACK Counter). This is a 

list of receiver flags indicating from which receivers an ACK has been 

received and from which an ACK has not been received. The use of 

an ACK Counter would inform the sender as to which receiver(s) is 

having problems receiving, and thus, appropriate action could be 

taken. This enables the sender to transmit the file to a receiver with 

reception difficuhies across the retum links or to simply stop 

retransmission when an ACK has been received from all other 

receivers. 

• Not Received List. Receivers use this list to store the sequence 

numbers of frames not received successfully. During refransmission, 

this list is used to select the frames that are required, and to disregard 

those that are not required (same as for Acknowledge All Frames). 

• Greatest. This is used by receivers to store the largest frame sequence 

number received (same as with Acknowledge All Frames). 

• Last. This is used by receivers to store the sequence number of the 

last frame in the file (same as with Acknowledge All Frames). 

• Timer. Receivers use the Timer to retransmit NAKs if 

retransmissions of frames are not received in a specified time-out 

period. The time-out period is dynamic and takes into account 

retransmission requirements of other receivers. First, the time-out 

period is set equal to the round trip delay. Then, if the sequence 

numbers of the incoming frames skip the desired frame, the NAK is 

resent. NAKs may be refransmitted earlier if after the initial round 

trip time multiple copies of the last frame are being received, because 

this is an indication that the senders retransmission queue is empty. 

An overview of the Acknowledge Last Frame Only method is given in 

figure 3.8 in the form of a high level pseudocode; the pseudocode is based on C++ 

notation. Note that, as with figure 3.7, the operation description in figure 3.8 is 

not intended to be absolutely correct or complete. 
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SENDER 
Transmit 

While (more frames) 
Transmit next frame 
If (NAK received) 

Call Process Acknowledgment 
While (more ACKs to arrive) 

If (Retransmission List not empty) 
Retransmit next frame 

Else Retransmit last frame 
If acknowledgment received 

Call Process Acknowledgment 
Process Acknowledgment 

If (NAK received) 
If (sequence number not in Retransmission List) 

Put sequence number in Retransmission List 
Else Discard NAK 

If (ACK received) 
Add 1 to ACK Counter 
If (ACK Counter = number of receivers) 

Stop transmission 
RECEIVER 
Process Frame 

Last --1, Greatest = -1 
While (Last = -1 || Not Received List not empty) 

Wait for frame 
If (sequence number > Greatest) 

If (data ok) 
Store frame 
If (sequence number > Greatest +1) 

Update Not Received List 
SendNAK(s) 

Else if (sequence number > Greatest + 1) 
Update Not Received List 
SendNAK(s) 

Else Send NAK 
Update Not Received List 

Greatest = sequence number 
If (last frame) 

Last = sequence number 
Else if (data ok) 

Store frame 
Update Not Received List 

Send ACK 

Figure 3.8. Overview of the Acknowledge Last Frame Only protocol. 
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The transmission process begins with the sender transmitting all of the 

frames in the file contiguously. As NAKs are received, their sequence numbers 

are placed in the Retransmission List; dupHcate NAKs are disregarded. When all 

of the frames have been transmitted once, the sender begins refransmission of 

frames that were negatively acknowledged; the sequence numbers of the 

retransmitted frames are removed from the Retransmission List. The sender re

orders the Retransmission List if NAKs are received out of sequence, which can 

occur for the following reasons: 

• The transmission process works in a Round-Robin manner. First, the 

sender transmits all of the frames once. Then it retransmits all of the 

frames that were negatively acknowledged. Then it retransmits the 

frames that were negatively acknowledged for the second time, and so 

on. Thus, when retransmitted frames are negatively acknowledged, 

the NAKs may have a sequence number lower than some or all of the 

sequence numbers in the Retransmission List. Therefore, the sender 

must decide if a sequence number that appears out of sequence is out 

of sequence or if in fact, it is the start of the next wave of NAKs. If 

the NAK is deemed to be out of sequence, it is pushed towards the 

front of the Retransmission List. Otherwise, the sequence number is 

placed at the back of the Retransmission List and becomes the head of 

the next wave of retransmissions. 

• If a receiver loses a string of frames, it sends NAKs when it receives a 

frame header intact. Hence, all but the last NAK are delayed. 

Therefore, if other receivers have sent NAKs within that delay time, 

the Retransmission List will be out of order and must be reordered, 

• If a receiver experiences communication difficulty on the retum link, 

the delays may result in a NAK arriving out of order. 

• If one receiver completely loses a frame, while a second receiver loses 

only the data of tiie following frame, both receivers will actually send 

a NAK at the same time. Hence, tiie NAK from tiie second receiver 

could arrive first, putting the Retransmission List out of order. 
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When the sender has transmitted all of the frames in the Retransmission 

List, it must wait the round trip time to see if all remaining receivers send ACKs. 

If receivers respond with ACKs, and those ACKs make up the fiill complement, 

then the transmission is over. However, If a receiver did not receive any frames at 

all, or if it did not receive the last one or more frames in the sequence, then 

obviously the number of ACKs received will not tally with the number of 

receivers. To overcome the problem of missing ACKs, considering that the 

sender does not know the nature of the transmission error, the sender could 

retransmit the file from the beginning. However, this would cause unnecessary 

delay, if in fact the receiver were only missing the last frame. Furthermore, the 

receiver could fail to receive the last frame again, leaving the sender no wiser. 

Therefore, the sender repeatedly retransmits (within limit) the last frame until the 

receiver eventually gets it. Then, if it was only the last frame that was missing, 

the receiver sends an ACK, otherwise it sends NAKs for all other frames missing 

in the sequence. 

Receivers transmit a NAK for each frame cormpted or missing in the 

sequence. In addition, as with NETBLT [7], receivers will retransmit a NAK if the 

requested frame is not received in a time-out period. The sequence number of 

each frame that is negatively acknowledged is placed in the Not Received List, and 

is removed from the list only after a retransmission of the frame has been 

received. Therefore, during retransmission, each receiver will require only a 

fraction of the frames being received—a frame is ignored if its sequence number 

is not in the Not Received List. Frames received error-free are not acknowledged. 

However, when a receiver has received all frames, it sends an ACK for the last 

frame, which actually acknowledges the complete file. Receivers know that they 

have all of the frames if they have received the last frame in the sequence, and if 

the Not Received List is empty. 

Acknowledging the last frame only minimises the processmg required by 

the sender. More importantiy though, the retum fraffic is greatiy reduced. 

39 



3. PROTOCOL DESCRIPTION 

3.5.2.3 Acknowledge First and Last Frames 

This method of acknowledgment is an enhancement to the Acknowledge 

Last Frame Only protocol (section 3.5.2.2). With this method, receivers also 

transmit an ACK for the first frame that they receive. The additional ACK 

informs the sender as to how many receivers are on-line and how many are off

line. This information allows the sender to carry out the refransmissions more 

efficiently in cases where some receivers are off-line. The variables that are 

needed with this approach include: 

• Session Counter. The sender uses this counter to count the initial 

ACKs; the count informs the sender as to how many receivers have 

open sessions. 

• ACK Counter. The sender uses this counter to count the ACKs sent 

by receivers when they have received all of the frames (same as for 

Acknowledge Last Frame Only). 

• Receiver List (optional—^replaces Session Counter and ACK Counter). 

The Receiver List, as shovm in figure 3.9, uses two flags to indicate 

which ACKs have been received from which receivers. The Initial 

ACK is the session check and the Final ACK is the acknowledgment 

for the whole file. 

• Retransmission List. The sender uses this list to stores the sequence 

numbers of frames that require retransmission (same as for 

Acknowledge Last Frame Only). 

• Not Received List. Receivers use this list to store the sequence 

numbers of lost frames (same as for Acknowledge All Frames). 

• Greatest. This is used by receivers to store the largest frame sequence 

number received (same as for Acknowledge All Frames). 

• Last. This is used by receivers to store the sequence number of the 

last frame in the file (same as for Acknowledge All Frames). 

• Timer. The Timer is used by receivers to retransmit NAKs if 

retransmissions of frames are not received in a specified time-out 

period (same as for Acknowledge Last Frame Only). 
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Each receiver sends an ACK as soon as it receives a frame header intact. 

This ACK always carries the frame sequence number zero, regardless of whether 

the frame was actually frame zero, and whether the data was intact. If the frame 

was not frame zero, or if the data was cormpted, the receivers also transmit the 

appropriate NAK(s). If the sender uses a Receiver List, a NAK can also serve as 

the initial acknowledgment. That is, if the first frame that is received by a receiver 

is cormpted, the NAK serves as a request for a retransmission and as the initial 

ACK, which eliminates duplication of retum traffic. Moreover, the initial 

acknowledgment (ACK or NAK) also serves as NAK for all of the preceding 

frames. The initial ACK informs the sender as to how many receivers are on line. 

If some receivers are still offline at the end of the transmission, the sender knows 

that the complete file must be retransmitted. Obviously, if the transmission 

consists of only one frame, the initial ACK is not used. 

Receivers 

Initial ACK 

Final ACK 

Rl 

1 

1 

R2 

1 

0 

R3 

0 

0 

Figure 3.9. Receiver List used with the Acknowledge First and Last Frames 
protocol; Rl has received all of the frames, R2 has received some 
frames, and R3 has not received any frames. 

Transmission of frames with the Acknowledge First and Last Frames 

protocol and the Acknowledge Last Frame Only protocol, does not differ prior to 

all receivers with open sessions successfully receiving the complete file, and 

confirming this with the final ACK. At this point, with the Acknowledge Last 

Frame Only protocol, the sender retransmits the last frame repeatedly, until a 

response is obtained from a receiver that has regained its session. While with the 

Acknowledge First and Last Frames protocol, the sender refransmits the whole 

file repeatedly. The advantage of this method is that a receiver that has just 

regained its session will commence normal reception immediately. Instead of 

waiting for its NAKs to trigger the retransmission of all other frames by the 

sender. This difference is illustrated in figure 3.10. 
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Figure 3.10 depicts a scenario where all receivers with open sessions have 

received tiie whole file error free. While the receiver with the lost session was 

reconnected and began reception just before the retransmission of frame 1 was 

about to arrive. With acknowledgment of the first and last frames, the receiver 

receives the remaining frames without requesting them. However, with 

Acknowledge Last Frame Only, the receiver has to first send NAKs for tiie 

missing frames, which is less efficient. The actual transmission time difference 

between the two protocols is equivalent to the round trip time. This transmission 

time difference will always exist in situations where one or more receivers regain 

reception after all other receivers have transmitted ACKs. 
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Figure 3.10. The transmission efficiency of Acknowledge First and Last Frames 
compared to Acknowledge Last Frame Only. The assumptions are 
that the round trip time is equivalent to the transmission of four 
frames, and that there are 21 frames in the file. The repeated 
retransmission of frame 20 at the end of transmission and the final 
ACK are not shown for brevity. 

The Acknowledge First and Last Frames and the Acknowledge Last Frame 

Only protocols are very similar in both, the performance and the processing 
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requirements. The additional processing done by Acknowledge First and Last 

Frames protocol is minor. However, the performance improvement is only 

marginal, and only in certain transmission scenarios. 

3.5.2.4 Acknowledge Lapse in Transmission 

The Acknowledge Lapse in Transmission protocol is also an enhancement 

to the Acknowledge Last Frame Only protocol (section 3.5.2.2). This protocol 

provides three features that improve the protocol's acknowledgment process, and 

thus the efficiency. These features are as follows: 

1. Receivers send an additional NAK for the frame expected in a 

transmission lapse (reception lapse). This additional NAK is also used 

in the NETBLT protocol [7] for expected buffers (groups of packets). 

2. Once retransmission begins, receivers that have lost the tail of the 

transmission send an ACK for the last frame that they received; this 

ACK serves as a NAK for the lost frames. For example, if a file has 

100 frames, and the sender receives an ACK for frame 90, then 

sequence numbers 91 to 100 are added to the Retransmission List. 

Without this additional ACK, receivers could not send NAKs for 

frames lost in the tail of the transmission until the Retransmission List 

becomes empty and the sender starts sending the last frame repeatedly. 

3. After the last frame in the Retransmission List has been transmitted 

(say 16), the remaining frames in the sequence (17, 18, 19,....), which 

were not requested, are also refransmitted. Only then is the last frame 

retransmitted repeatedly. This pre-emptive retransmission improves 

efficiency because receivers that have lost the tail of the transmission 

receive the retransmissions sooner. However, this procedure is only 

useful if the collective size of the retransmissions is smaller than the 

amount of bits that can be in the stream—0.5 Mbits for a 2 Mbps 

channel, plus a bit more for the retum channels. With large files, the 

additional ACK described in point 2 would place the lost frames into 

the Retransmission List and no delay would be incurred. 
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During the first transmission, if a receiver experiences a lapse in reception 

it sends a NAK for the frame that was expected, unless the previous frame was the 

last in frame in the file. Moreover, a NAK for the expected frame may be sent 

even if the previous frame was negatively acknowledged, as long as the previous 

frame header was intact. Transmitting NAKs early reduces the number of NAKs 

the sender receives out of order, and it may result in earlier frame retransmission. 

However, the additional NAK is most useful when a receiver loses all of the 

frames in the tail end of the transmission. Figure 3.11 depicts this scenario, where 

a receiver loses the last five frames of the transmission (16, 17, 18, 19 and 20). 

The sender receives the NAK for frame 16 while it is fransmitting the last frame 

(20). Thus, frames 16 to 20 are retransmitted without any delay. The time saved 

in this situation is equivalent to the round trip time. 

Acknowledge Lapse in Transmission j ^ 

2 0 " | l 6 | l 7 | l 8 

Frames 
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vv 
15 

V 

16 17 18 19 wm V 
A 
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vvw 
20 
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NAK 16 

Acknowledge Last Frame Only 

\1/\ | /J/\ | / \1/\1/4/\[/ \ | / \ | / 

Frames lost 

A 

NAK 16 to 19 

S e n d e r 0 1 » » » » 15 16 17 18 19 20 20 20 20 20 20 16 17 18 19 

vvvv 

Figure 3.11. The transmission efficiency of Acknowledge Lapse in Transmission 
compared to Acknowledge Last Frame Only, when a receiver loses 
five frames in the tail of the transmission. The assumptions are that 
the round trip time is equivalent to the transmission of four frames, 
and that there are 21 frames in the file. The repeated 
retransmission of frame 20 at the end of transmission and the final 
ACK are not shown for brevity. 

The maximum amount of time that can be saved using this protocol rather 

than Acknowledge Last Frame Only, is the equivalent to the round tiip time. This 

is the case if the serialisation delay in retransmitting the lost frames is equal to or 
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greater than the round trip time (as in figure 3.11). However, if the serialisation 

delay of the retransmissions is less than the round trip time, then the time saved is 

proportionally less. Figure 3.12 depicts a scenario where a receiver has lost 

frames 19 and 20. With both methods, frame 20 is received immediately because 

the sender has retransmitted it several times (last frame). While frame 19 is 

received two time slots earlier with the Acknowledge Lapse in Transmission 

protocol because the NAK was sent earlier. 
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\ | / \ | / \ | / \ 1 / J / \ | / \ l / \1/ \ | / \1/ \1/4/ 
A 

Frames lost NAK 19 

Figure 3.12. The transmission efficiency of Acknowledge Lapse in Transmission 
compared to Acknowledge Last Frame Only, when a receiver loses 
only two frames in the tail of the transmission. The assumptions are 
that the round trip time is equivalent to the transmission of four 
frames, and that there are 21 frames in the file. The repeated 
retransmission of frame 20 at the end of transmission and the final 
ACK are not shown for brevity. 

In scenarios where two receivers lose the tail of the fransmission, the time 

saved with this method of acknowledgment may be minimal. This can be seen in 

figure 3.13, where receiver 1 loses frames 14 to 20 and receiver 2 loses the last 

two frames (19 and 20). Before the sender has sent all 21 frames, it has received 

a NAK for frame 14 from receiver 1. So with the intention of retransmitting 

frames 14 through 20, it sender retransmits frame 14, then frame 15 and then 16. 

While it is refransmitting frame 16 though, it receives a NAK for frame 19 from 
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receiver 2. Therefore, frame 19 is retransmitted next, followed by frame 20. At 

this point, the Retransmission List is empty, so the sender begins repeated 

retransmission of the last frame (20). During the fourth retransmission of frame 

20, the sender receives NAKs for frames 17 and 18 from receiver 1, which would 

have sent the NAKs on receipt of frame 19. The sender promptiy refransmits 

frames 17 and 18, and then recommences repeated retransmission of the last frame 

until the last ACK arrives, which is not shovm in figure 3.13. The Acknowledge 

Lapse in Transmission protocol, in this scenario, completes the fransmission only 

one time slot earlier than with Acknowledge Last Frame Only. When a receiver 

loses the tail of the transmission, the minimum performance improvement with 

this method is equal to the serialisation delay of transmitting one frame. This is 

because a NAK is transmitted at least one time slot earlier. 
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Figure 3.13. The transmission efficiency of Acknowledge Lapse in Transmission 
compared to Acknowledge Last Frame Only, when two receivers 
lose the tail of the transmission. The assumptions are that the 
round trip time is equivalent to the transmission of four frames, and 
that there are 21 frames in the file. The repeated retransmission of 
frame 20 at the end of transmission and the final ACK are not 
shown for brevity. 
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Recall from point 2 in the list of Acknowledge Lapse in Transmission 

protocol feattires, that receivers also use an additional ACK for tiie last frame tiiat 

they have received in the first transmission. A receiver sends this ACK only after 

the sender has retransmitted a frame whose sequence number is smaller than the 

greatest sequence number that a receiver has already received. The arrival of a 

frame whose sequence number is not the greatest received, mdicates to a receiver 

that retransmission has commenced. If retransmission starts before the last frame 

in the file is received, then a receiver knows that one or more frames in the tail of 

the transmission have been lost. Thus, an ACK is sent for the last frame received 

in the first transmission. Although this ACK may actually represent a frame that 

was originally negatively acknowledged, it can only be sent for a frame that was 

received with the header intact. An ACK that serves as a NAK for frames lost in 

the tail of the transmission can not be sent for a frame that was expected in a 

transmission lapse. This is because the expected frame may have been the last 

frame in the file, in which case the ACK would be mistaken for the final ACK. 

When the sender receives this ACK, it places all of the remaining sequence 

numbers in to the Retransmission List. 

The addition ACK used by the Acknowledge Lapse in Transmission 

protocol was redundant in the scenarios depicted in figures 3.11, 3.12 and 3.13, 

and thus it was not shown. Figure 3.14 shows the performance improvement with 

the additional ACK for a similar transmission error scenario that was depicted in 

figure 3.13. The only difference in figure 3.14 is that the sender receives a NAK 

for frame 5 early in the transmission; it is irrelevant who sent it. The NAK for 

frame 5 was added in because in most cases there would be more than 21 frames 

and a NAK would usually be sent for an earlier frame. In the scenario depicted in 

figure 3.14, using the Acknowledge Lapse in Transmission protocol, receiver 1 

sends an ACK for frame 14 as soon as it has received the frame 5 retransmissions. 

The sender receives this ACK as it is refransmitting frame 20. When frame 20 

has been refransmitted, the sender refransmits frames 16, 17 and 18; frames 14, 

15 and 19 are already in the sfream. Thus, tiie transmission is completed four time 

slots earlier than with the Acknowledge Last Frame Only protocol. 
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Figure 3.14. The transmission efficiency comparison of using and not using an 
ACK for the last frame in the file received, when two receivers lose 
the tail of the transmission; same as figure 8, except that the NAK 
for frame 5 was added. The assumptions are that the round trip 
time is equivalent to the transmission of four frames, and that there 
are 21 frames in the file. The repeated retransmission of frame 20 
at the end of transmission and the final ACK are not shown for 
brevity. 

The additional ACK may be redundant in some scenarios. If for example, 

receiver 2 in figure 3.14 did not lose any frames, the ACK sent by receiver 1 

would be superfluous. This is because the NAK for frame 14 would result in the 

retransmission of all remaining frames as well. However, the additional ACK is 

most useflil if the network is large, if the error rate is high, or if very large files are 

being transmitted. In each of these cases, the time taken for the Retransmission 

List to become empty can be substantial. Thus, receivers with good reception that 

happen to lose the tail of the transmission would incur significant delays. 

Acknowledging a lapse in transmission improves performance in situations 

where receivers lose the frames in the tail of the fransmission. In addition, 

receivers that do lose the frames in tiie transmission tail, receive the 

refransmissions earlier. The additional processing required by this method. 
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compared to acknowledgment of the last frame only, is insignificant. Moreover, 

the retum traffic is actually reduced, because the ACK for the last frame received 

in the first transmission actually substitutes multiple NAKs. 

The Acknowledge Lapse in Transmission and Acknowledge First and Last 

Frames protocols can be combined. The only condition is that an ACK for frame 

1 can only be used as a session indicator, and not as a NAK for lost frames. 

3.5.3 Retransmission 

RSBT uses Selective Repeat retransmission rather than Go-back-N. The 

Go-back-N protocol is not suitable for high-speed and long-delay links [15],[37]. 

Hence, most new protocols use Selective Repeat—SNR [13] and SSCOP (Service 

Specific Connection Oriented Protocol) [42] for example. The RSBT protocol 

goes one step further in that the retransmission is done after all frames have been 

sent once. Therefore, as with NETBLT [7], transmitted frames are not kept in a 

buffer for retransmission purposes. They are recopied from the disk if needed. 

If the transmission buffer is not large enough to hold all of the frames, 

then, as frames are transmitted, they are removed from the buffer so that other 

frames can be added in. After the last frame of the file has been copied from the 

disk into the buffer and as more room becomes available, RSBT starts recopying 

frames that need to be retransmitted. When the Retransmission List becomes 

short enough, RSBT recopies frames from the disk that will be sent when the 

Retransmission List becomes empty (as explained in section 3.5.2 for the four 

acknowledgment protocols). For example, with Acknowledge Last Frame Only, 

when the Retransmission List becomes empty the sender repeatedly retransmits 

the last frame. While with Acknowledge Lapse in Transmission, when the last 

frame in tiie Retransmission List has been sent, all frames that follow in the 

sequence are also refransmitted. In cases where the file to be broadcast is 

approximately 500 Kbytes or smaller, the sender may not receive any 

acknowledgments before all of the frames have been transmitted. In such 

situations, when room in tiie buffer becomes available, frame 1 is recopied from 
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disk, then frame 2 is recopied, and so on. Thus, when acknowledgments are 

received, frames may be retransmitted without delay, unless a very small buffer is 

used. When a frame is retransmitted, all of the frames with lower sequence 

numbers that were not requested for retransmission are removed from the buffer. 

There are two common strategies used for the retransmission of lost or 

cormpted frames: Selective Repeat, or Go-back-N. The Go-back-N strategy 

works fine in point to point data transfer. However, it has one major disadvantage 

when broadcasting, particularly if some receivers are experiencing very bad 

reception (due to bad weather, inferior receiving equipment, etc.). This scenario is 

depicted in figure 3.15, where Receiver 1 loses the first frame, and therefore, 

retransmission begins from frame 1. Then, Receiver 2 loses frame 2 for the 

second time, so retransmission begins from frame 2, and so on. This could cause 

major delays for receivers not experiencing reception difficulties, such as 

Receiver 3 in figure 3.15. In addition, using Go-back-N over a satellite link 

resuhs in low throughput because of the large propagation delay. This is 

supported by experiments in [25], where Selective Repeat produced far better 

throughput results in point-to-point satellite transmission. Thus, Selective Repeat 

is the more appropriate retransmission strategy for RSBT. 
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Figure 3.15. A broadcast transmission scenario with Go-back-N retransmission 
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3.6 Summary of RSBT Implementation Options 

This chapter has described the operation of the RSBT protocol and the 

options that it may use at the various stages of transmission. These options are 

shovm in figure 3.16, and a textual summary is as follows: 

1. Session Checking 

1.1. Test the existence of a session with each receiver. 

1.1.1. Wait for the sessions to be created (delay). 

1.1.2. Proceed with disregard to sessions not open. 

1.2. Proceed without checking for sessions with the receivers. 

2. Frame Preparation 

2.1. Strip FTP header and encode critical header information into 

the RSBT "Information ID". Pack the RSBT frame with a 

suitable amount of data, disregarding FTP packet size. 

2.2. Strip FTP header and encode critical header information into 

the RSBT "Information ID". Include an exact multiple of 

FTP packets into the RSBT frame. 

2.3. Insert one complete FTP packet into the RSBT frame. 

3. Broadcasting 

3.1. Broadcast as soon as enough data for one frame has been 

received. 

3.2. Broadcast only when the complete file has been received. 

4. Error Control 

4.1. Acknowledge All Frames. 

4.2. Acknowledge Last Frame Only. 

4.3. Acknowledge First and Last Frames. 

4.4. Acknowledge Lapse in Transmission 

5. Refransmission 

6. LAN Transmission 

6.1. Transmit to the LAN as data arrives. 

6.2. Transmit to the LAN when the whole file has been received. 
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Figure 3.16. Summary of RSBT implementation options. 
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3.7 Conclusion 

RSBT was developed to provide reliable data fransfer to multiple receivers 

over a satellite link. Specifically, RSBT was designed to cater for the Bureau of 

Meteorology's requirements in broadcasting data to receivers using Optus 

Communications' Omnicast Digital satellite service. Tailoring RSBT for satellite 

broadcasting should result in much better transmission performance than that 

achievable by other protocols when used over a satellite link. 

The inclusion of a satellite interface at each site facilitates unintermpted 

transmission, and therefore maximises transmission efficiency. If RSBT were to 

operate from a workstation, it would have to compete with other processes for 

buffer space and CPU time, etc. The competition for the computer's resources 

could cause additional delays, which would not allow RSBT to take full advantage 

of the satellite channel capacity. The FTP/TCP transmission over the LAN should 

not cause any real delay, because as soon as enough data for one RSBT frame is 

received, the satellite transmission can begin. Furthermore, the FTP/TCP 

transmission throughput is approximately 7 Mbps, while RSBT transmits at 2 

Mbps. Therefore, FTP provides data much faster than RSBT can send it over the 

satellite. 

RSBT transmits all of the frames in the file once, before it starts any 

retransmission. Moreover, all frames are transmitted contiguously, which 

optimises the satellite link utilisation. However, the frame sequence numbers can 

not be recycled, and thus, the frame sequence number field must be large enough 

to hold the largest possible number. The problem is alleviated to a large degree by 

varying the size of the frame sequence number field to suit each new file 

transmission. However, the additional overhead created by the larger sequence 

number field should be insignificant, because RSBT is expected to use large frame 

sizes. The RSBT frame size can be large—it is not restricted—so it can be 

optimised to produce the best achievable throughput. 
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To improve the acknowledgment process, RSBT frames include two FCS 

fields: one for the header, and one for the data. The header loss rate should be 

much smaller than tiie data loss rate, so in most cases, when the data is received 

cormpted, the header will be intact, and a NAK can be sent earlier. However, the 

sender still has to wait for a long time for the acknowledgments to arrive, due to 

the propagation delay. For RSBT, the problem is compounded by the retum 

traffic volume, because acknowledgments are sent by mukiple receivers. Hence, 

the development of four acknowledgment methods to deal with the inherent 

difficulties. The pros and cons of each of these acknowledgment methods are as 

follows: 

• Acknowledge All Frames. With this protocol, the sender completes a 

transmission quicker than with any of the other three protocols listed 

below. However, in scenarios where one receiver has temporarily lost 

its session, retransmission includes the whole file, and other receivers 

have to wait a little longer for their particular frames. The main 

problem though, is the retum traffic volume, which could overwhelm 

the sender. Thus, this method is only suitable for small networks. 

• Acknowledge Last Frame Only. This protocol produces the smallest 

amount of retum traffic and requires the least amount of processing by 

the sender. Overall, this protocol is very simple, yet it is only 

marginally less efficient than the Acknowledge All Frames protocol. 

Therefore, it would be suitable for most implementations. 

• Acknowledge First and Last Frames. This protocol has an 

advantage in scenarios where a receiver regains its session after all 

other receivers have finished; the session checking acknowledgment 

enables the sender to refransmit the file sooner. However, the 

maximum time saved is equal to the round trip time, and the gains are 

only realised in lost session scenarios. Moreover, the retum traffic is 

increased during tiie peak time (during the first fransmission). 

Therefore, this method is not warranted unless absolute efficiency is 

desired and the retum traffic volume is not approaching its limits 
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Acknowledge Lapse in Transmission. This protocol is a good 

enhancement of the Acknowledge Last Frame Only protocol. The 

retransmission of frames following the last frame in the 

Retransmission List can in itself save time equivalent to the round trip 

time. The early transmission of acknowledgments can also save time. 

Most significantly though, the ACK that is sent for the last frame that 

is received in the first transmission, can save time and actually reduce 

the return traffic because it also serves as a NAK for the remaining 

frames. So overall, this protocol is perhaps the most suitable solution 

for most implementations; there is virtually no additional processing 

required by the sender, yet, it is (marginally) more efficient than the 

Acknowledge Last Frame Only protocol. 
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4.1 Introduction 

With continuous developments in communications hardware, modem 

protocols demand strong, sophisticated, and reliable media standards to cater for 

the complex nature of communications today. Hence, Formal Description 

Techniques (FDTs) are used to develop protocols for systems that are complex, 

concurrent, quality-critical, safety-critical, security-critical or standardised [43]. 

FDTs share a common basis for specifying behaviour, namely labelled 

transition systems—systems whose state transitions are labelled with associated 

actions. SDL (Specification and Description Language) [43],[44],[45] is an 

example of an FDT. Two other examples of FDTs that are commonly used in the 

telecommunications industry are Estelle [43],[46] and Lotos [43],[47]. SDL is 

based on an extended state machine model, supplemented by features for 

specifying Abstract Data Types, and supported by complete formal semantics. 

SDL provides constmcts for representing stmctures, behaviours, interfaces and 

communication links. It also provides constmcts for abstraction, module 

encapsulation and refinement. All these constmcts were designed to assist the 

representation of telecommunications system specifications, including aspects of 

services and protocols. SDL is widely used in the telecommunication community 

and is well supported by a variety of tools [43]. 

Protocol specifications play a major part in the development of a protocol. 

Software tools that support FDTs ensure that the specifications are unambiguous, 

clear, concise, complete, consistent, tractable, and conformed to [43]. These 

software tools generally use the specifications to model the system, and then 

simulate its operation. The simulations are used for analysis, testing, verification, 

and comparisons against other protocols. RSBT was formally specified with the 
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XMelba CASE tool, which is based on SDL. The XMelba software runs under 

the X-Windows UNIX system, and like PROSPEC [48], it provides a GUI, which 

enables very easy entry and modification of SDL specifications. Another feattire 

that XMelba has in common with PROSPEC, is the provision for abstraction and 

modular constmction, which simplify complex designs. 

4.2 SDL Overview 

A detailed description of SDL can be found in [43] and [44]. Briefiy 

though, SDL specifications can be developed in two ways: Phrase Representation 

and Graphical Representation. The Graphical Representation is similar to a Flow 

Chart in appearance, and is much easier to develop and read. Thus, SDL's 

Graphical Representation was used to specify the RSBT protocol. SDL 

specification is basically a top-dovm design procedure, similar to the development 

of a Data Flow Diagram (DFD) in Stmctured Analysis and Design of software. 

With SDL, the system is specified at various levels of abstraction, using a range of 

diagrams: system diagram, block substructures, block diagrams and process 

diagrams. First of all, the system diagram specifies the system at the highest level 

of abstraction. This includes at least one block (a black box) and one or more 

channels, which are used for communication between two blocks and for 

communication between a block and the Environment. Then, the block(s) 

representing the system may be decomposed into a block substructure, and each 

block in the block substructure may be further decomposed into separate block 

substructures. Eventually, blocks are decomposed into block diagrams, which 

show the processes involved. Finally, the process diagrams specify the processes 

in detail. Processes may also include procedure calls and macro calls, which 

simplify the process diagrams. As with DFDs, the designer may determine the 

amount of decomposition in each step, but the implementation environment 

largely determines the level to which the specifications should be decomposed. 

For example, a system would have to be decomposed to a much lower level if it 

was to be implemented in Assembler rather than a fifth generation language. 

Table 4.1 shows the graphical symbols used by SDL [43]. 
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Table 4.1. SDL symbols. 

Retum 

O 
Macro Outlet 

Comment 

Priority Input 

Decision 

O 
Connector 

Signal Route 

Block, Task, Export Process Reference 

Macro Call 

Text 

Create Request 

Output 

State, Next State 

a 
Procedure Reference Procedure Call Procedure Start 

Macro Inlet 

Text Extension 

Input 

Priority Output 

Transition Option Service Reference 

Save Channel Substmcture Ref. 

Channel Create Line 

Signal List Continuous Signal Stop 
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SDL provides a set of predefined sorts, syntypes, newtypes and synonyms. 

Syntypes are sorts with restricted set of values. A Natural is an example of a 

syntype, as it only allows integers greater than or equal to zero. Newtypes are 

user-defined stmctures that hold multiple variables of different sorts. And 

synonyms are names for constant values. For example, RSBT was specified with 

three receivers and so a variable was declared as: SYNONYM recs = 3 (see 

PROCESS PROC_ACK diagram in Appendix A). Table 4.2 shows the 

predefined sorts, their literals and their operators. Further explanation of table 4.2 

is as follows: 

Integers and reals use the '-' for negation and binary subtraction; 

Float converts an integer to a real, and fix does the opposite; 

PID is an acronym for Process Identification; 

MkString creates a one character string; 

(index) is used for traversing a charstring; 

'ir is a concatenation operator. 

Table 4.2. SDL predefined sorts with their literals and operators. 

Sort 

Boolean 

Char 

Integer 

Natural 

Real 

PID 

Duration 

Time 

Charstring 

Literals 

Tme, False 

Character 

enclosed by ' ' 

...,-1,0,1,... 

0,1,2,... 

..., -I, 0, 1,..., and 

-9 99 111 
. . . , y . y ^ , . . . , X . J . I . , . . . 

Null 

as Real 

as Real 

Character string 

enclosed by' ' 

Operators 

not, and, or, xor, =, /=, => 

=,!=,<,<=,>,>= 

-, -, +, *, /, =, /=, <, <=, >, >=, Float, Fix 

as integer 

-,-,+,*,/,=,/=,<,<=,>,>= 

= , / = 

+,- ,*, / ,=, /=> 

-,-,+,=,/=,<,<=,>,>= 

=, /=, //, MkString, Length, (index). First, 

Last, SubString(string, start position, lengtii) 
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4.3 RSBT Specification 

The SDL specification of the RSBT protocol was based on the 

Acknowledge Last Frame Only method of acknowledgment (see section 3.5.2.2). 

The specification was done at three levels of abstraction: system, block and 

process. The system diagram and the block diagram are shown figures 4.1 and 

4.2, and the complete specifications are given in Appendix A. 

The SYSTEM RSBT diagram in figure 4.1 shows the RSBT protocol as 

one block—B'LOCK BROADCAST—a black box interacting with the 

Environment. The communication between the block and the Environment 

represents the communication between RSBT and the protocol used on the LANs. 

The BLOCK BROADCAST diagram shows the processes that compose the 

block: INITIALISE, TRANSMIT, PROC_ACK, RECl, REC2, and REC3. 

PROCESS INITIALISE is used only to initialises the other processes -an SDL 

requirement—so it is not discussed hereinafter. Finally, the process diagrams 

provide lowest level details oi each process. The process diagrams are simplified 

by calls to common procedures, which are specified in procedure diagrams. 

In the system diagram, the transmission process begins when the 

Environment sends the IdNum (file ID) and NumFrames (number of frames) 

signals to PROCESS TRANSMIT. If the transmission is to commence before 

the LAN transmission is completed, the NumFrames signal can be used only if a 

protocol such as FTAM is used on the LAN; FTAM uses control frame that 

includes the file size [40]. To get the data for the first frame, BLOCK 

BROADCAST uses a Give signal to send the sequence number zero to the 

Environment; the Environment sends the data in the SendThis signal. BLOCK 

BROADCAST uses the Give signal to acquire the data for all frames, including 

refransmissions, in the same way. At the receiving sites, BLOCK BROADCAST 

sends the IdNum to the Environment as soon as it is available; RECEIVERl uses 

channel C2, RECEIVER2 uses channel C3, and RECEIVER3 uses channel C4. 

When data packets arrive, BLOCK BROADCAST sends them to the 

Environment in the Receive signal. 

60 



4. SDL FORMAL SPECIFICATION 

SYSTE1V4 RSBT; 

SYNTYPE ID = 
NATURAL 

ENDSYNTYPE ID; 

SYNTYPE SEQ_NUM = 
NATURAL 

ENDSYNTYPE SEQ_NUM; 

SYNTYPE MORE_DATA = 
BOOLEAN 

ENDSYNTYPE MORE_DATA; 

SYNTYPE DATATYPE = 
CHARSTRING 

ENDSYNTYPE DATATYPE; 

SYNTYPE NUM_FRAMES = 
NATURAL 

ENDSYNTYPE NUM_FRAMES; 

NEWTYPE PACKET STRUCT 
SeqNum SEQ_NUM; 
More MORE_DATA; 
Data DATATYPE; 

ENDNEWTYPE PACKET; 

SIGNAL 
IdNum(ID), 
NumFrames(NUM_FRAMES), 
SendThis(DATATYPE), 
Receive(PACKET), 
Give(SEQ_NUM); 

[Give J 

IdNum, 
NumFrames, 
SendThis 

CI • -

1 ( 1 ) 

C2 
[IdNum, I 

Receive 

BROADCAST 
C3 

[IdNum,n 
Receive 

C4 
[IdNum, 

Receive 

Figure 4.1. SYSTEM RSBT diagram. 
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In the BLOCK BROADCAST diagram, shown in figure 4.2, all 

communication with the Environment is the same as in the SYSTEM RSBT 

diagram, except that the block diagram shows the processes sending and 

receiving signals. Also, signal routes (ET, RIE, R2E, and R3E) are used instead 

of channels; the original channels are shown on the block diagram boundary. 

The block diagram shows that PROCESS TRANSMIT sends the IdNum 

and NumFrames signals to PROCESS PROC_ACK as soon as the information 

is available. PROCESS PROC_ACK uses this information to validate 

acknowledgments (Ack signals). PROCESS TRANSMIT sends frames to the 

three receivers using the Frame signal. When the whole file has been sent, 

PROCESS TRANSMIT sends the Next signal to PROCESS PROC_ACK as a 

request for the next frame sequence number in the retransmission list. PROCESS 

PROC_ACK returns the frame sequence number in the Resend signal. As in the 

explanation of the system diagram, PROCESS TRANSMIT sends this frame 

sequence number to the Environment (CI) using the Give signal, and the 

environment sends the data in the SendThis signal. PROCESS TRANSMIT 

relays the data to the receivers in the Frame signal. This process continuous until 

PROCESS PROC_ACK has received an Ack signal from each receiver. 

When PROCESS PROC_ACK receives three Ack signals, it sends the 

Done signal to PROCESS TRANSMIT, and in real terms the transmission is 

over. However, SDL requires all processes to be informed that all 

communications have concluded. Therefore, when PROCESS TRANSMIT has 

received the Done signal, it sends the same signal to the receivers, and then Stops. 

When the receivers get the Done signal, they pass it on to PROCESS 

PROC_ACK, and also stop. And finaUy, when PROCESS PROC_ACK 

receives the Done signal from all receivers, it too stops, and the transmission is 

complete. 

The process and procedure diagrams are not explained because they are 

detailed at the lowest level and resemble program code. 
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BLOCK BROADCAST; 
b, 

1(2) 

SYNTYPE SIZE = 
NATURAL 

ENDSYNTYPE SIZE; 

SYNTYPE FCSH = 
NATURAL 

ENDSYNTYPE FCSH; 

SYNTYPE FCSD = 
NATURAL 

ENDSYNTYPE FCSD; 

NEWTYPE FRAME STRUCT 
Id ID; 
SeqNum SEQ_NUM; 
Len SIZE; /*Data len*/ 
More MORE_DATA; 
SumHFCSH; 
Data DATATYPE; 
SumD FCSD; 

ENDNEWTYPE FRAME; 

NEWTYPE ACK STRUCT 
Id ID; 
SeqNum SEQ_NUM; 
Ok BOOLEAN 

ENDNEWTYPE ACK; 

SIGNAL 
Frame (FRAME), 
Ack (ACK), 
Resend (SEQ_NUM), 
IniPID (PID), 
Next, 
Done; 

"N 

This diagram is part 
of the diagram on 
page 2 (2); it was 
separated for clarity. 

TRANSMIT 
\ 

(0,1) 
\ / 

i 

-1 
L i 

n 
r 

INITIALISE 
(1,1) 

PR0C_ACK 
(0,1) 

IPA 
[iniPIDj 

IRS 

nniPIDj 

REC3 (0, 1) 

Figure 4.2. BLOCK BROADCAST diagram (cont. on next page). 
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ci 

BLOCK BROADCAST; 2(2) 

Frame, 
Done 

[Give] 

RECl (0, 1) RIE 

IdNum, I 
Receive 

•C2 

TRl 
RIPA 

ET 

IdNum, 
NumFrames, 
SendThis 

TRANSMIT 
(0,1) 

Resend, 
Done 

IdNum, 
NumFrames, 
Next 

Ack, 
Done 

TPA 
PROC_ACK 

(0,1) 

[Frame, 
Done J 

Ack, 
Done ] • • •• 

TR2 r— -1 
Frame, 
Done 

R2PA 

TR3 
REC2 (0, 1) 

R3PA 

REC3 (0, 1) 

Uck, I 
lOone I 

R2E 
•C3 

IdNum, 
Receive 

R3E 

IdNum, 
Receive 

•C4 

Figure 4.2. BLOCK BROADCAST diagram (cont. from previous page). 
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The purpose of tiie SDL specifications is to verify the RSBT semantics and 

to provide a basis for the protocol implementation. Therefore, the SDL 

specification must present an accurate description of the protocol. However, to 

avoid complex specifications detracting from the overall flow, some of the 

isolated functions were simplified. The main simplifications are as follows: 

• PROCESS TRANSMIT gets data from the Environment for one 

frame at a time, instead of filling a buffer. However, since the SDL 

specification do not evaluate transmission efficiency, it is irrelevant. 

• PROCESS PROC_ACK does not remove duplicate NAKs. Again, 

this is irrelevant because efficiency is not being measured. 

• Receivers use a Received List (RecList) instead of the Not Received 

List (described in section 3.5.2.2) to select the required frames during 

retransmission. With the Not Received List, as retransmitted frames 

arrive, receivers would have to traverse the list and compare frame 

sequence numbers to determine whether the frame is required. In 

contrast to the Not Received List (integer array), RecList is an array of 

Boolean values; the array size is greater than the largest frame 

sequence number. Thus, as the retransmitted frames arrive, they are 

accepted if the RecList cell number corresponding to the frame 

sequence number has a value of zero (RecList (SeqNum) = 0). 

• The TimeOut period used for the retransmission of NAKs is specific, 

not dynamic; receivers do not take into account retransmission 

requests made by other receivers (see section3.5.2.2). Specifying the 

full details would only disfract from the logic flow of the protocol. 

• The CRC procedure details are not specified because they are readily 

available and may be done by hardware. However, the procedure 

calls (Calc_FCSH, Calc_FCSD, Test_FCSH and Test_FCSD) were 

included in the specifications and simple Check Sum procedures were 

specified instead, so that XMelba could compile and analyse the 

specifications. These procedures are not shown in the specifications 

because they serve only as fill-ins for CRC procedures. 
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Figure 4.1 shows the diagram stmctiire of RSBT specifications. The first 

three levels represent the protocol specification at the three levels of absfraction 

described above. The arrows in figure 4.3 indicate the procedure calls made by 

the Processes. The Procedures marked with an '*' are not shown in the 

specifications because the are common CRC procedures which were sunplified in 

the SDL specifications. RECEIVER2 and RECEIVER3 are the same as 

RECEIVERl, so they are not shovm in the figure 4.1 or in the specifications. 

PROCESS 

TRANSMIT 

\ 1 

PROCEDURE 

Pack_Frame 

PROCEDURE 

Calc FCSH 

PROCEDURE 

Calc_FCSD 

SYSTEM 

RSBT 

BLOCK 

BROADCAST 

PROCESS 

PROC_ACK 

> ' 

PROCEDURE 

Valid_Ak 

* * 

PROCESS 

INITIALISE 

PROCEDURE 

OpenFrame 

= PROCEDURE 

Test_FCSH 

PROCEDURE 

Test_FCSD 

PROCESS 

RECEIVERl 

V 

PROCEDURE 

NAK 

PROCEDURE 

ReNAK 

PROCEDURE 

AK 

PROCEDURE 

PackPacket 

Figure 4.3. Diagram structure of the SDL specification for RSBT. 
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5.1 Introduction 

The RSBT protocol was described in Chapter 3 and formally specified in 

Chapter 4. This chapter describes the mathematical model that is used to evaluate 

the RSBT protocol. The mathematical model predicts the expected total 

transmission volume, including retransmission, and the overall transmission time 

for a given set of parameters. A simulation model of the RSBT protocol was also 

developed, and is described in Chapter 6. The simulation model provides much 

the same information as the mathematical model, as well as some additional 

information. The common information obtained by the two models is used as a 

means of validating each other (see section 6.8). 

To derive the expected values for the transmission volume and the 

transmission time, the mathematical model produces the expected value for each 

step of a broadcast transmission. Specifically, the mathematical model provides 

the following information: 

1. Number of NAKs. The number of NAKs received by the sender for 

the first transmission of all frames, the number of NAKs received for 

the second transmission (retransmission), etc. 

2. Number of duplicated NAKs. The number of NAKs that are 

duplicated for the first transmission, and for each successive 

refransmissions. Duplication of a NAK occurs if muhiple receivers 

send a NAK for one frame; because the transmission is broadcast, a 

frame is resent only once, not once for each NAK received. 

3. Number of retransmissions. The number of frames that are sent in 

each successive fransmission, which is equal to the number of NAKs 

received minus the number of duplicated NAKs. 
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4. Proportion of retransmissions accepted/ignored. The proportion of 

retransmitted frames that each receiver should accept. The remaining 

frames are disregarded—tiiey represent frames that are required by 

other receivers. The accepted frames are treated as before. That is, a 

percentage equal to the frame error rate is regarded as being cormpted 

again, and thus, negatively acknowledged again. 

5. Total transmission volume. The total number of bits transmitted. 

This includes frame headers and retransmissions. 

6. Last frame transmitted. The average sequence number of the last 

frame to be sent in the final retransmission. 

7. Times to retransmit last frame. The time between each 

retransmission of the last frame (see point 6). That is, the time to 

transmit that frame for the first time, second time, etc. 

8. Total transmission time. The sum of all of the times described in 

point 7 plus the round trip time needed for the final acknowledgments 

to arrive at the sending site. 

5.2 Transmission Assumptions 

Although a model should represent the real system accurately, some 

assumptions and simplification are generally required to keep the model 

manageable, and to avoid insignificant details complicating and distracting from 

the main goal. The assumptions made for the mathematical model are as follow: 

• Consistent error rate. The error rate is the same for all receivers. 

The mathematical model is not concerned with results of individual 

receivers. Therefore, using different error rates for each receiver 

would not enhance the model, yet, it would greatiy complicate it. 

• No lost sessions. Receivers do not lose their sessions. Lost sessions, 

which were explained in sections 3.5.1 and 3.5.2, were not included in 

tiie model for two reasons. First, they would greatly complicate the 

model. And second, detailed statistical information regarding the 

frequency and duration of lost sessions is not available. 
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• No lost acknowledgments. Reliable returns links are assumed. 

• No loss of frame headers. Frame headers are never lost, and tiius 

NAKs are never delayed. The inaccuracy that this assumption causes 

is insignificant. This is because the RSBT frame size is not restricted, 

and in most cases, the frame header loss rate will be far smaller than 

the frame data loss rate. Moreover, the fransmission time is affected 

only if a NAK in the tail of the overall transmission is delayed. 

The assumptions mentioned above do not affect the results in any 

significant way. Moreover, due to these assumptions, the mathematical model is 

valid for three (of the four) acknowledgment protocols: Acknowledge Last Frame 

Only (described in section 3.5.2.2), Acknowledge First and Last Frames 

(described in section 3.5.2.3), and Acknowledge Lapse in Transmission (described 

in section 3.5.2.4). The mathematical model is valid for all three of these 

acknowledgment protocols because the protocols differ only slightly, and only in 

scenarios where a receiver loses its session, or when the frame header is lost. 

5.3 Parameters and Variables 

The first step in deriving all of the information that was detailed in the 

previous section, is to provide a detailed list of parameters and variables that are 

required by the mathematical model. As a starting point, the mathematical model 

requires the following parameters: 

R The number of receivers on the network. 

E The frame error rate. 

F, The number of frames in the file (sent in the first transmission). 

S The frame size in bits (including the frame header). 

t. The round trip time required for a frame to reach the receivers and an 

acknowledgment to arrive back. 

C The channel speed of tiie satellite link in bps (used by tiie sender to 

transmit frames). 
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The complementary set of variables that is required by the model is as follows: 

Fj The number of frames sent in the i-th transmission. 

F The total number of frames sent in the whole file fransmission, 

including all retransmissions (F = Fj -^ F2 + F3 + • • •). 

Nj The total number of NAKs received by the sender for the i-th 

transmission. 

Ujj The number of Â,- NAKs that represent frames lost by exactly j 

receivers (/ = 1,2, 3, • • • ,R). 

Ay The proportion of frames in the i-th (i > 1) transmission that each 

receiver should accept as being required by it and j - 1 other 

receiver(s) (/ = 1, 2, 3, • • •, R). 

A; The overall proportion of frames in the i-th (i > 1) transmission that 

each receiver should accept (Af = Ajj + Ai^ + Aij + • • • + AJR) 

Bj The proportion of frames in the i-th (i > 1) transmission that each 

receiver initially accepts as frames that are required, but then rejects as 

frames that are cormpted again (5/ = AiE), 

m The total number of transmissions required by the sender to 

successfully deliver all of the frames in the file to all receivers; highest 

value of / used. 

L The average sequence number of the last frame to be transmitted in the 

m-th transmission (last transmission). 

Q The proportion of frames from any fransmission (Fj, F2, etc.) that 

represents frames up to and including frame L. 

tj The serialisation delay in fransmitting one frame of size S. 

T; The time delay incurred between the i-th and (i-l)-th transmission of 

frame Z (/ = 1,2, • • • ,m) 

T The total transmission time. 

Ps(X) The probability that X number of receivers will receive a particular 

frame cormpted; s represents the number of receivers being considered 

(j = 1, 2, 3, • • • ,R);X=Qtos,and\sbinomially distributed. 
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5.4 Transmission Volume Calculations 

The RSBT transmission process can be broken down into distinct steps, 

which form the basis for the mathematical model. The mathematical model 

provides some initial information and then it loops through a set of equations. 

Each of these equations provides information for the following equation until the 

end condition is reached. The process begins with the sender transmitting all of 

the frames in the file once (Fj frames). In response, receivers send a NAK for 

each frame that is received cormpted (Nj NAKs). Then, the sender refransmits F2 

frames, which is derived by removing the duplication from the Nj NAKs. On 

receipt of the frames in the second transmission, each receiver sends a NAK for 

each frame that is required but cormpted again (N2 NAKs). For the third 

transmission, the sender retransmits F5 frames; again the NAK duplicates are 

removed. The process continues in this manner until no fiirther retransmission is 

needed. Then, the total transmission volume (F) is derived by summing up the 

number of frames in each of the transmissions (F = Fi+ F2 + F3 + - • • + F,^. 

Each frame that the sender transmits has a probability E of being received 

cormpted by each receiver. Receivers send a NAK for each frame that is received 

cormpted in the first transmission. Thus, the total number of NAKs that the 

sender receives for the first transmission is 

Nj=FjRE. (5.1) 

The Â ; NAKs that are received by the sender for the first transmission, are 

duplicated in cases where two or more receivers have lost the same frame. To 

determine the amount of duplication in the A'̂ ; NAKs, the fransmission error 

details must first be derived by the binomial distribution 

P,(X = r) = [^,)E^(l-EY-' 

wherer = 0, 1, 2, 3, •••, s. ^^'^^ 

71 



5. MATHEMATICAL MODELLING 

Letting s = R, equation (5.2) provides the following information about tiie first 

transmission: 

• The proportion of frames that is received correctiy by all of the 

receivers: Pg (X=0). 

• The proportion of frames that is not received correctly by only one 

receiver: Ps(X= \). 

• The proportion of frames that is not received correctly by two 

receivers: Pg (X=2). 

• etc. up to Ps (X= s). 

The error details of the first transmission that were obtained by the binomial 

distribution equation (5.2), are used by 

"IJ=JFJ Ps=RiX = j) 

wherey = l, 2, 3, •••, 5 (5.3) 

to provide a complete breakdovm of the Nj, which was derived by equation (5.1). 

Specifically, equation (5.3) provides the following information about the 

duplication of NAKs for the first transmission (Nj): 

• The number of NAKs that represent frames lost by only one 

receiver—^not duplicated (/ = 1). 

• The number of NAKs that represent frames lost by any two 

receivers—duplicated once (/ = 2). 

• The number of NAKs tiiat represent frames lost by any three 

receivers—duplicated twice (j = 3). 

• etc. up to J = s = R. 

The duplicated NAKs must be removed because tiie RSBT fransmission is 

broadcast to all receivers, so a frame needs to be refransmitted only once even if it 

was lost by multiple receivers. Hence, the number of frames to be sent in the 
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second transmission (F2), and all transmissions that follow, is derived by the 

equation 

;=i J (5.4) 
where / > 1 . 

Receivers always receive all frames sent in any i-th transmission. 

However, with regard to retransmissions, each receiver only needs the frames that 

it received cormpted in the (i-l)-th transmission. Therefore, as a first step in 

deriving the proportion of frames in the i-th transmission that each receiver should 

accept, the equation 

A, ,- = ' ''^ 
'•^ Fi R (5.5) 

where/= 1, 2, 3, •••, R, 

and / > 1 

gives the proportion of frames that each receiver should accept as: 

• frames not required by any other receiver (/ = 1); 

• frames required by only one other receiver (j = 2); 

• frames required by two other receivers (/ = 3); 

• etc. up toy = R. 

Thus, the overall proportion of frames in the i-th fransmission that each receiver 

should accept is given by 

R 

^i = zlAj (5.6) 
7=1 

where z > 1. 
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The remaining portion of frames in the i-th transmission (1 - A^ is disregarded as 

frames required by otiier receivers. The frames that are accepted are freated as 

before. That is, each frame again has the probability E of being cormpted. Thus, 

the proportion of frames in the i-th transmission that were accepted by (5.6), that 

are rejected as frames cormpted again, is given by 

5, = 4- E (5.7) 

where / > 1. 

Each receiver sends a NAK for each frame in the i-th transmission that was 

rejected by equation (5.7) as a cormpted frame. Therefore, the number of NAKs 

that the sender receives for frames in the i-th transmission is given by 

A ,̂ = Fi Bi R (5.8) 

where / > 1. 

Depending on the transmission error rate (E), the number of frames in the 

file (Fl), and the number of receivers on the network (R), duplication of NAKs 

may occur beyond the NAKs for frames in the first transmission. Therefore, just 

as equation (5.3) provided a breakdovm of the Â ; NAKs, the equation 

wherey = 1, 2, 3, ••, R 

provides a breakdovm of any A',. Here, s = j + r represents the number of 

combinations in the binomial distribution equation (5.2). Equation (5.9), like 

equation (5.3), gives the number of NAKs that are: 

• not duplicated (j = 1), 

• duplicated once (j = 2), 

• etc. up toy = R. 
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From this point on, equations (5.4) to (5.9) are repeated to obtain the 

number of frames in each successive transmission (F,) and the corresponding 

number of NAKs (A ,̂). 

The number of NAKs that are duplicated diminishes dramatically with 

each retransmission. When the amount of NAK duplication approaches zero say 

less than 0.1—the duplication is disregarded. Therefore, each frame in any fiirther 

retransmission is required by only one receiver. Thus, simplified forms of 

equations (5.4) and (5.7) may be used, and equations (5.5), (5.6) and (5.9) become 

redundant; equations (5.8) is used as before. First, equation (5.4) may be replaced 

with 

Fi = N,_, 

where / > 1 

to derive the number of frames in the i-th transmission. Then, equation (5.7) may 

be replaced with 

5 , = - (5.10) 
R 

to determine the proportion of frames in the i-th transmission that each receiver 

should reject as frames that are required, but cormpted again. 

When the number of NAKs (Â ,) becomes insignificant—say 0.1 or lower— 

the transmission is considered complete. Then, the total number of frames 

transmitted, including all retransmission, is derived by 

m 

^ = ^ ^ ' (5.11) 

where m represents the number of fransmissions required to broadcast the file 

successfully. 
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5.5 Transmission Time Calculations 

This section completes the RSBT mathematical model by deriving the 

expected total transmission time that is required by the sender to complete a file 

broadcast. The total transmission time is derived by a step-wise procedure based 

on the results obtained from the fransmission volume calculations, which were 

described in section 5.4. First, the mathematical model gives an expression for the 

expected (average) sequence number of the last frame to be transmitted (L) by the 

sender in the last transmission. Then, the mathematical model gives the expected 

time required to fransmit frame L in the first transmission (Tj), then the expected 

time required to transmit frame L in the second transmission (T2), and so on. The 

expected total transmission time (T) is obtained by simply summing up all Tj 

values (TJ, T2, • • •, T^) and adding the round trip time (tr) that is required for the 

final acknowledgment to arrive at the sending site. 

The average sequence number of the last frame to be transmitted by the 

sender in the m-th transmission (the last transmission) is given by 

^ . + 1 ^ ^ (5.12) 

ifF„ is an integer. If F;;, is a real number greater than 1, then equation (5.12) is 

modified to 

L = j^^(F,^iyiFj-F,y-^^{F,^lM.-lFj. (5.13) 

where UJ is the biggest integer less than x, and M is the smallest integer greater 

than X. If Fm is a real number less than 1, then equation (5.13) can be simplified to 

^ _ ^ 7 + l 
2 • (5.14) 
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Equation (5.14) produces the same result as equation (5.12) when the latter uses 

an Fn, value of 1. Therefore, equation (5.14) always results in L having the same 

value as if one frame is to be sent in the last transmission. This is because on 

average, the m-th transmission will contain only one frame in every l/Fm file 

transmissions. If for example, F^ = 0.25, then on average, the sender will fransmit 

one frame in the F„, transmission in every fourth file fransmission, the file 

transmissions in between will conclude with the (m-l)-th transmission. Therefore, 

in the scenario described above, when the m-th transmission is used, it contains 

exactiy one frame. The fact that the m-th transmission in the above example is 

used in every fourth file transmission is compensated by equation (5.19), which is 

described later. 

The proportion of any fransmission (1, 2, 3,- • •, m), that represents frames 

up to and including frame L (obtained from equation (5.12), (5.13), or (5.14)), is 

given by 

^7+1 (5.15) 

The transmission serialisation delay in transmitting each frame, f̂ , is given by 

S 

C (5.16) 

where S is the frame size in bits, and C is the channel speed in bps. Then, using 

equations (5.15) and (5.16), the equation 

Tj={Fj^\)Qt, (5-17) 

represents tiie time that is required to fransmit all frames up to and including 

frame L in tiie first transmission. An example of equation (5.17) is shown in 

figure 5.1—a graphical explanation of how the values for Tj and T2 are obtained. 
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The time that is required between each successive transmission of frame L 

(between the first and second transmission, the second and third transmission, 

etc.) is obtained from the expression 

'/.,((^-,-(^-.+i)e)+(^+i)e) 
7;. =max 

t.+ts 
(5.18) 

where / = 2,3,4, • • •, m 

Equation (5.18) is only valid while Fi is greater than or equal to 1. When F, 

becomes less than 1, the value of 7, is obtained from the expression 

ts(F^-^-(F,-,+l)Q + F,) 

T = max 

^(^+C) 
(5.19) 

where/ = 2,3,4,-",w. 

Figure 5.1 also shows an example of the composition of the first part of 

equation (5.18): r, ((Fj - (Fj + I) Q) + (F2 + I) Q). As shown in figure 5.1, to 

derive T2, the frames transmitted between the first and second fransmission of 

frame L are split into two groups. First, F ; - (Fy + 1) g represents the frames in 

the first fransmission that are sent after frame L. Second, (F2+ I) Q represents 

frames up to and including frame L in the second fransmission. These frames are 

shown in figure 5.1 as frames up to and including frame L in the first transmission 

that are cormpted. The total number of frames that are fransmitted between the 

first and second fransmission of frame L is the sum of F7 - (Fy + 1) g and (F2 + 1) 

Q. Then, J? is tiie product of/,, and (Fy - (Fy + 1) 0 + (F? + 1) Q. 
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Finally, the total time required to successfiilly deliver all of the frames in 

the file to all receivers, is given by 

m 

i=\ (5.20) 

If small files are broadcast, and no retransmission is required, then instead of 

using equation (5.20), the total transmission time may be obtained from 

T = Fjt,+t,. (5.21) 

If equation (5.21) is used, then obviously equations (5.12) to (5.20) are not 

required. 

d 

SENDER 

Frames expected to 

be cormpted -j. 

.IIIXIII'IIIXIIIEI 
Time tg ^ 

Fy-(Fy + l ) e 

Transmission 

(Fi^\)Q 

Ty (equation (5.17)) 

Frame 23 (L) 

I 
\\A\ t t t 
\A ) \ ) 

\ l(F2+\)Q \l 
T2 (equation (5.18)) ' r? (equation (5.18)) 

Fy Transmission 
^ . ^ 

Figure 5.1. Transmission segmentation used by (5.17) and (5.18) to calculate 
"Tl" and "T2". Fj = 45. F2 =8, F3 = 1,L = 23, and Q = 0.5. 
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5.6 Conclusion 

The mathematical model was developed to obtain the total transmission 

volume and the total transmission time, for a given set of parameters. The 

transmission volume calculations and the transmission time calculations progress 

in a step-wise manner, with each step providing information for the next. One set 

of details that is obtained by the step-by-step procedure is the number of frames in 

each successive retransmission. The simulation model, which is described in 

Chapter 6, also reports on the number of frames that are sent in each 

retransmission. Therefore, the step-by-step details allow the results of the two 

models to be validated in detail, rather than just comparing the end results. 

The simulation model parameters are limited because of the demand made 

on the computer's resources, and because of the time required to complete the 

simulation. The mathematical model on the other hand, is not limited in any way, 

and can be used with any extreme set of parameters. 

The assumptions (or simplifications) that were made greatiy simplified the 

mathematical model, yet, they do not compromise the results in any significant 

way. There are no shortcuts made in the step-wise progression of the model, and 

the results of the individual equations are not rounded off to make the following 

equations easier. Therefore, the mathematical model provides accurate results for 

any given set of parameters. 
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6.1 Introduction 

Modelling and simulation is an effective and widely used method of 

evaluating real-time systems. Potential designs may be modeled separately, and 

the simulation results compared to determine which design is better for a 

particular set of requirements. Simulation can also be used to determine optimal 

parameter settings for a given set of variables, so that efficiency of a system can 

be maximised. 

RSBT was modeled and simulated with the Network II.5 design tool. An 

overview of Network II.5 is given in section 6.2. Like the mathematical model, 

which was described in Chapter 5, the simulation model is also used to evaluate 

the RSBT protocol. In addition, as stated in section 5.1, the mathematical model 

resuhs and the simulation model results are used to validate each other. 

The development of software generally follows some formal procedure, 

such as that described by the Water Fall Model or the Spiral model. Similarly, the 

Network II.5 modelling and simulation process was carried out according to the 

following 10 steps [49]: 

Step 1. Problem Formulation 

This step gives a clear and concise description of tiie problem, in 

regards to simulation modelling requirements. This includes the 

modelling and simulation objectives, and any assumptions that 

are made. This step is described in section 6.3. 

Step 2. Model Building 

This step provides a description of a model or metiiod that is used 

to verify the simulation model. This may be a prototype system, 
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a mathematical model, etc. The limitations of the model used as a 

basis for the simulation model must be clarified, including any 

assumptions. This step is described in section 6.4. 

Step 3. Data Collection 

This step involves the identification and compilation of all data 

that is required for tiie simulation model. Examples of such data 

include error rate, communication channel speed, processing 

speed, etc. This step is described in section 6.5. 

Step 4. Model Translation 

This step describes the translation of the conceptual model to the 

simulation model, using the chosen modelling tool. This involves 

mapping the specifications of the model developed in Step 2, to 

specifications that are suitable for the simulation model. In 

general, the mapping should be precise. However, estimations or 

simplifications may be made for trivial features of the simulation 

model that do no have a significant affect on the simulation 

results. In situations where the simulation tool can not model 

specific requirements that are critical, an altemative method must 

be devised so that the simulations produces correct results. This 

step is described in section 6.6. 

Step 5. Model Verification 

This is the process of verifying that the simulation model behaves 

as it was intended to. This may be achieved by tracing a 

simulation and comparing the actions with the actions of the 

model developed in step 2. This step is described in section 6.7. 

Step 6. Model Validation 

This is tiie process of validating the simulation results. This 

involves comparing the simulation results with results obtained 

by another method, to be certain (or at least confident) that the 

simulation resuhs are valid. Other methods that can be used to 

obtain resuhs include prototype implementations, mathematical 

or statistical models, etc. This step is described in section 6.8. 
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Step 7. Experiment Planning 

This is the design of a strategic plan that details the simulations 

that need to be run to ensure that the simulation objectives are 

met. This involves selecting appropriate value sets for each 

parameter, and matching up parameter settings in a systematic 

way. The aim of the plan is to obtain the desired results and at 

the same time minimise the number of simulations to be run. 

This step is described in Chapter 7. 

Step 8. Experimentation 

This step focuses on the execution of the simulation experiments 

that were planned in step 7. The raw simulation resuhs are given 

in Appendix C; the raw mathematical model results are given in 

Appendix B. 

Step 9. Analysis of Results 

This is the analysis of all simulation results that were obtained in 

step 8. This involves explaining the results, drawing inferences, 

and making recommendations. The simulation results and the 

mathematical model results are both analysed in Chapter 7, 

Step 10. Documentation and Conclusion 

This step includes the derivation of conclusions about the system 

that was simulated, and the documentation of the previous nine 

steps. The document can then be used to assist implementation of 

the system, and for the maintenance or reuse of the simulation 

model. The conclusions derived from both the simulation results 

and the mathematical model results are given in section 7.4. 

The above 10 steps are performed sequentially, with one step building on 

to the previous. Enhancements or corrections at any step require a review of the 

previous steps where consequential alterations may be required. When alterations 

are made to preceding steps, care must be taken to walk through the steps in tum 

again, to ensure that all the required changes have been made at each of the 

following steps. 
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6.2 Network II.5 Overview 

Network II.5 is a design tool used for modelling and simulating computer 

systems; it can be used to resolve whether a proposed system configuration can 

meet the given criteria, and it can be used to evaluate competing designs. The 

Network II.5 package provides three main functions: system description, system 

simulation, and system analysis. The system description, both hardware and 

software, is specified via a graphical user interface; the model is verified and 

debugged using tools provided by Network II.5. Then, various simulation runs 

are executed with different parameter values. Each simulation produces a data set, 

which is used by the various analysis tools capable of generating animations, 

plots, and reports [50]. 

6.2.1 Hardware Specification 

The modelling process begins with the hardware specification. The 

hardware devices that are available in Network II.5 are: processing elements 

(PEs), storage devices (SDs), transfer devices (TDs), gateways, and LANs. A 

gateway is actually a special case of a PE, and a LAN is a special case of a TD. To 

build the system architecture, first, all of the hardware devices that are required for 

the system are created with the buttons provided in the tool bar on the left side of 

the display (see figure 6.1). Then, all of the PEs, SDs, and gateways are 

connected to the appropriate TDs and LANs; the connections are created with the 

connection button in the tool bar (the connection button is the one with the 

diagonal line). An example of a simple system is shovm in figure 6.1, where the 

PE 1 PE can get data from the SD 1 SD over the TD 2 TD, and then fransfer the 

data to PE 2 PE over the TD ITD. 

When the model's hardware architecture has been completed, all of the 

hardware components must be defined. A component is defined by first double 

clicking on it with the mouse (or selecting it through the menus) and then entering 

tiie details on a form displayed on the screen. Figure 6.2 shows the form that is 

used to define an SD. The forms tiiat are used to define PEs and TDs can be seen 

in section 6.6.2, where they are used to specify the RSBT simulation model. 
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Figure 6.2. SD specification form. 
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A PE is used to model any hardware device that executes instmctions or 

makes decisions. For example, a PE may be used to model a bus confroller, a 

display, a sensor, or a central processing unit. The details that are requfred to 

define a PE include: 

• Quantity—^the number of identical PEs. 

• Cycle Time—clock cycle speed. 

• I/O Setup Time—setup time for read, write and message instructions. 

• Time Slice—^processing time allocated to those modules that can be 

intermpted, which is indicated by an interrupt flag. 

• Interrupt Overhead—the delay incurred when intermpting a module. 

• Input Controller—if set to True, the PE can execute instructions and 

receive messages simultaneously. 

• Message List Size—^the amount of storage space that is available for 

incoming messages. 

• Queue Flag—determines whether the PE stores received messages 

that are duplicates. 

• Lose Overflow Messages—determines whether or not received 

messages are lost when the buffer (message list size) becomes fiill. 

• Keep Blocks Separate—if set to False, each block that is received in a 

transmission is combined to form a single message, otherwise blocks 

are not combined. 

• Instruction Repertoire—^the list of instructions that the PE can 

execute. The available instruction types are: 

• Processing Instructions—^used to execute a process on a PE. 

• Read/Write Instructions—^used to move data between an SD and a 

PE. 

• Message instructions—^used for communication between PEs. 

• Semaphore Instructions—Vised for setting and resetting 

semaphores, and for incrementing, decrementing and assigning a 

value to the semaphore counter; semaphores are explained in 

section 6.2.2. 
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A PE's instruction repertoire is listed on the PE's specification form (see 

figure 6.5 in section 6.6,2.1). There are five type of instructions: message, 

processing, semaphore, read and write. An instruction is added to a PE's 

instruction repertoire by simply clicking on the Add button provided on the PE 

form, and then filling in the details. The details of the five instruction types are 

not shovm for brevity. However, the details of message, processing and 

semaphore instructions can be seen in figures 6.6,6.7 and 6.8 (in section 6.6.2.1). 

An SD is used to model anything that stores data. As shovm in figure 6.2, 

the details that are required to define an SD include: 

Capacity. 

Bits Per Word. 

Words Per Block. 

Number of Ports—^the number of PEs that can access the SD 

simultaneously. 

Read Word Access Time—^the time that is required to read one word. 

Write Word Access Time. 

Read Word Overhead Time. 

Write Word Overhead Time. 

Read Block Overhead Time. 

Write Block Overhead Time. 

Read Access Delay—the time delay before the SD can be read. 

Write Access Delay. 

TDs are used to model communication links between PEs, gateways and 

SDs. The details that are required to define a TD include: 

• Protocol—used for solving contention between PEs for a TD. 

• Cycle Time—the TD clock speed; if bits per cycle is one, then the 

cycle time is the reciprocal of the channel speed. 
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• Bits Per Cycle—the number of bits fransmitted in one cycle (values 

greater than I are used for parallel transmission). 

• Cycles Per Word. 

• Words Per Block. 

• Word Overhead Time. 

• Block Overhead Time. 

• Minimum Bits to Send—the smallest block that can be transmitted; the 

system adds padding if required. 

• Block Error Probability. 

• Scale Error Probability Flag—if a block is padded (if it is not full 

with data), this flag can be used to scale the block error probability. 

• Separate Blocks Flag—if set to tme, the each block in the message is 

treated as a separate fransmission. 

• Connection List—a list PEs, gateways and SDs connected to the TD. 

6.2.2 Software Specification 

Section 6.2.1 described the specification of the model's hardware 

components and the instructions that can be executed by each PE. The simulation 

model is completed by specifying the software components—modules, 

semaphores, instruction mixes, macro instructions and flies. 

Network II.5 modules are specifications for functions that a PE must 

perform. A module resembles high-level pseudocode, and its instruction list 

contains a set of instructions, which are selected from the PE's instruction 

repertoire. A module's instruction list may also include instruction mixes, and 

macro instructions, which are explained later. A module has four stages in its life 

cycle, and module specifications have four corresponding parts, which are: 

• Scheduling Conditions—there are four possible scheduling conditions, 

and each module must have at least one: 

• Time-Based—start time, stop time and iteration period. 

• Awaited—^waits for a predecessor module to invoke it. 
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• Checked Once—also waits for a predecessor module to invoke it, 

but also requires either an appropriate semaphore setting, the 

existence of a file, or a particular message to be received. 

• System State—^waits for an appropriate semaphore setting, the 

existence of a file, a particular message to be received, or a 

particular hardware status. 

• Host Processing Element Options—^the module must queue up for a 

PE, which is selected from the module's allowed/resident processor 

list. In addition, options for delays and interrupts are available in the 

module controls. 

• Instructions—^the list of instructions that are executed during a 

simulation. 

• Module Completion—^when the execution of instmctions has been 

completed, the module must select a successor module (if one exists). 

If there are more than one successor modules, the module may choose 

a particular module as a successor according to the scheduling 

conditions of the candidates, or it may select a statistical successor. 

With statistical successors, each candidate successor module has an 

associated probability of being selected; the sum of the probabilities 

must equal to 100%, and the successor module is randomly selected 

from a uniform distribution. 

As mentioned above, modules may include instruction mixes and macro 

instructions in the instruction list. An instruction mix is a list of instructions, 

instruction mixes and macro instructions, with a probability associated with each 

item; the probabilities must add up to 100%. When an instruction mix is invoked, 

an item from the list is randomly selected with the associated probability using a 

uniform distribution. A macro instruction is an instruction list that is not linked 

to any particular module. However, a macro instruction can be executed by any 

module as long as the host PE's instruction Repertoire includes all of the 

instructions in the macro instruction. 
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Instructions that are executed by a module may involve semaphores and 

files. Semaphores are global flags with both a binary value and an integer count. 

Semaphores have an initial semaphore status (Set or Reset) and an initial count. 

During a simulation, a semaphore instruction can Toggle the semaphore status, 

increment or decrement the semaphore count by any integer value, or a.s.s/g« any 

integer value to the semaphore count. Files may be created during the modelling 

procedure, or they may be created dynamically by a write instruction during a 

simulation. 

6.2.3 Simulation and Analysis 

When the all of the model's hardware and software components have been 

defined and verified, the model is ready for simulation. The simulation process 

may be started by first selecting the Analysis option from the menu-bar, and then 

Start Simulation from the submenu, which displays the Run Parameters form on 

the screen as shown in figure 6.3. The simulation may also be launched from the 

SIMWORK or TEXTWORK programs. The Run Parameters form allows the 

user to customize the way in which the simulation is executed and the information 

it provides. However, the only simulation run parameter that must be set is the 

Run Length, in which case the simulation will produce a progress graph, a 

simulation plot file, and a simulation report file that contains every applicable 

report. 

Network 11.5 Run Parameters 

Run Length 

|x Trace to Screen 

r Trace to File 

35000000000 SECONDS 

Run 

Close 

Trace Times... j Save ] 
Traced Items... j Save As... j 

Set Graph! ••. | SENDER Advanced... 

Set Graph 2 •- j R E C l 

Set Graph 3 .•. | RETURN 1 

Figure 6.3. Simulation Run Parameters form. 
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The additional options may be used to provide graphs of particular 

hardware components, and to trace selected hardware and sofiware components of 

the model. The trace feature can be set for the entire simulation or a specified 

period. The Advanced button on the Run Parameters form may be used to set 

more specific parameters for the plots and reports, and to direct the simulation 

runtime warnings to the screen, to a file or to both. 

When the simulation concludes, a simulation complete message form is 

displayed. The message form states the time taken to nm the simulation and the 

number of runtime warnings that were encountered. The runtime utilisation 

graphs and the final summary report can be viewed at this time, or they can be 

viewed later with all of the other reports, plots and graphs. 

After a simulation has been executed, the model can be animated. The 

animation is started by selecting Analysis, Animation from the menubar. An 

animation may be set up to run continuously or step-by-step, and trace messages 

may be displayed concurrently. 

6.3 Problem Formulation 

The RSBT protocol, which was described in Chapter 3, was simulated so 

that its performance may be evaluated. RSBT was designed with four options for 

the acknowledgment process (see section 3.5.2): 

1. Acknowledge All Frames 

2. Acknowledge Last Frame Only 

3. Acknowledge First and Last Frames 

4. Acknowledge Lapse in Transmission 

It was concluded tiiat altiiough Acknowledge All Frames is the most 

efficient acknowledgment metiiod, it is not suitable form most implementations 

because of the amount of retum traffic it generates. Therefore, the simulations 

were focussed on the other three methods of acknowledgment. Specifically, the 
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simulation model is based on the simplest method: Acknowledge Last Frame 

Only. However, because of the assumption that were made (outiined below), the 

simulation model is also valid for the Acknowledge First and Last Frames and 

Acknowledge Lapse in Transmission methods. Acknowledge First and Last 

Frames and Acknowledge Lapse in Transmission methods are slightly more 

efficient than Acknowledge Last Frame Only in some scenarios. That is, when a 

receiver loses frames in the tail of the transmission, and when a receiver loses its 

communication session and does not recover before the other receivers have 

successfully received all of the frames in the file. These efficiency gains are 

minor and can be calculated manually as shovm in sections 3.5.2.3 and 3.5.2.4. 

The assumptions that were made in the simulation model are the same as 

those described in section 5.2 for the mathematical model, which are: 

• the error rate is the same for all receivers, 

• receivers do not lose their communication sessions, 

• acknowledgements are never lost, and 

• frame headers are never lost. 

As with the mathematical model, the assumptions listed above were made 

to simplify the simulation model and to keep the model to a manageable size. 

These assumptions were also required by the simulation model to accommodate 

the Network II.5 limitations. Network II.5 is predominantly hardware oriented 

and capable of modelling complex hardware configurations. However, the 

Network II.5 package is somewhat limited and inflexible when it comes to 

software modelling. In fact, it would be very difficuh, if not impossible, to model 

the subtle differences between the three selective acknowledgment methods 

mentioned above. Therefore, the model neglected the protocol's processing 

requirements that do not influence the transmission time, and whose performance 

measurements are not required. The simplified processing requirements are 

outlined in section 6.6, where the Network II.5 model is described in detail. 

92 



6. NETWORK 115 MODELLING 

The objectives of the Network II.5 modelling and simulation of the RSBT 

protocol are as follows: 

• to derive the optimal frame sizes, and the corresponding effective 

throughput details, for various transmission error rate and network size 

(number of receivers) combinations; 

• to obtain the utilisation rates of processes at the sending site and at the 

receiving sites; 

• to obtain satellite link utilisation rate; 

• to determine the total retum traffic volume, or rate, produced by 

receivers transmitting acknowledgements; and 

• to reveal possible bottlenecks that either the sender or the receivers 

may encounter under certain conditions. 

6.4 Model Building 

The Network II.5 simulation model was based on the SDL (Specification 

and Description Language) specifications of the RSBT protocol. The SDL 

specifications were developed with the XMelba CASE tool and were based on 

acknowledgment of the last frame only with three receivers on the network. SDL 

is an FDT (Formal Description Technique). An introduction to FDTs, an 

overview of SDL and the high level SDL specifications of the RSBT protocol are 

given in Chapter 4; the complete specifications of the RSBT protocol are given in 

Appendix A. Succinctiy, the SDL model of RSBT was developed at three levels 

of absfraction: 

1. a system diagram that shows the RSBT protocol as a black box, an 

SDL block, interacting with its environment; 

2. a block diagram that shows all of the processes that make up the 

protocol; and 

3. the process diagrams, which shows the details of each of the 

protocol's processes. 
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6.5 Data Collection 

This section provides all the date that is required to build the Network II.5 

simulation model of the RSBT protocol. The required data are as follows: 

• speed of satellite link: 2.048 Mbps— b̂ased on the Omnicast Digital 

service. 

• speed of terrestrial retum links: 64 Kbps— b̂ased on the links 

currently used by the Bureau of Meteorology. 

• processing speed of each satellite interface: 100 MIPS—for the 

Network II.5 modelling purposes, it is assumed that each instmction 

requires one clock cycle, and thus, each satellite interface has a cycle 

time of 10 nanoseconds. 

• file size to be transmitted: 5 MB. 

• frame header size: 128 bits—for the simulation model the frame 

header size was rounded up to the next byte; for a 5 MB file fransfer 

the frame header should contain at most 125 bits. 

• acknowledgment frame size: 80 bits— b̂ased on acknowledgments 

being enclosed within HDLC control frames. 

• satellite propagation delay: 0.25 seconds. 

• processing time estimations: 

• the sender's processing time for preparing the first frame for 

transmission: 3000 cycles. 

• the senders acknowledgment processing time: 3000 cycles. 

• the receivers' frame processing time: 100 cycles. 

• the receivers' processing time for storing frames that are not 

cormpted, acknowledging (ACK/NAK) a frame or disregarding a 

frame because it had been received successfully before: 100 

cycles. 
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6.6 Model Translation 

RSBT has already been modeled with XMelba (SDL) to formally specify 

the protocol and to verify the protocol's procedures. Therefore, the SDL model, 

which was described in Chapter 4, was used as a basis for the simulation model. 

The SDL model does not include any hardware devices and so the simulation 

model's hardware components were based on the system configuration shown in 

figure 3.1. The software elements of the simulation model were mapped from the 

SDL model as closely as possible to add credence to the simulation model. 

However, the SDL process specifications could not be mapped directly to the 

Network II.5 model in detail, and some simplifications were required. 

SDL and Network II.5 are based on entirely different metaphors. SDL uses 

the metaphor of a programming language, and it is concemed mainly with 

software elements (variables, signals, etc.). Network II.5 on the other hand, is 

predominantly hardware based (network nodes, transfer devices, storage devices, 

gateways, etc.). In fact, semaphores are the only variables available in Network 

II.5. One example that highlights the Network II.5 inability to model detailed 

SDL specifications is the numbering of frames during transmission. SDL simply 

numbers each frame in the sequence; a frame is declared as a stmcture, and one of 

the stmcture's variables stores the frame sequence number. With Network II.5 on 

the other hand, a separate message must be created for each frame transmitted. In 

addition, receivers require a separate module for each frame that it is expected to 

receive, if they are required to acknowledge each frame individually. This could 

be done for very small files, but for files involving more than 100 or so frames, it 

would be too time consuming and the system resources would soon be exhausted. 

Due to the incompatibility problems between SDL and Network II.5, the 

SDL model was mapped across to Network II.5 at the block diagram level, which 

shows all of the processes that are required, but not their details. Although most 

of the processing is done concurrentiy with the transmission of frames and is 

therefore insignificant, time estimations for some of tiie processing requirements 

had to be made. 
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Sections 6.6.1, 6.6.2 and 6.6.3 describe the entire Network II.5 simulation 

model development process and how it relates to the SDL model. The description 

of the simulation model, like the SDL model, was based on a network with three 

receivers. However, the Network II.5 model was modified to simulate broadcast 

transmissions to six and 12 receivers as well. 

6.6.1 System Architecture 

The first step in developing a simulation model with Network II.5 was to 

create the system's hardware components: PEs, SDs and gateways. Then, 

appropriate communication channels, TDs and LANs, were created to link the 

hardware components. The simulation model's hardware configuration, which is 

shovm in figure 6.4, was derived directiy from the system configuration illusfrated 

in figure 3.1. However, the FTP transmissions over the LANs at both the sending 

and receiving sites, were not in the simulation model's scope. Therefore, the 

simulation model does not include the LANs and the additional workstations. 

The modelling process began with the creation of all PEs: SENDER, 

SATELLITE, REG 1 (Receiver 1), REG 2 and REG 3. The SENDER PE 

represents the node that executes the software modules which perform the same 

fiinctions as the TRANSMIT and PROG_AGK (process acknowledgment) 

processes in the SDL model's BLOCK BROADCAST. The REG 1, REG 2 and 

REG 3 PEs represent the receivers and execute software modules which have the 

same purpose as the REGl, REG2 and REG3 processes in the SDL model's 

BLOCK BROADCAST. The SATELLITE PE was added to the Network II.5 

model to simulate the satellite propagation delay. Neither the satellite nor the 

satellite propagation delay was included in the SDL model, because SDL does not 

measure transmission time or any aspect of a system's performance. Thus far, all 

but one of the SDL model's processes have been allocated a PE on which their 

purpose is to be served. The SDL process that has not been catered for is the 

INITIALISE process. The INITIALISE process was not included in the 

simulation model because it is used by XMelba, or SDL, only to trigger tiie 

system at startup, and is therefore not required by the Network II.5 Model. 
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SENDER 

Figure 6.4. The RSBT system architecture for the simulation model. 

The communication channels (TDs) in the simulation model are not quite 

the same as the communication links in the SDL model. The simulation model's 

UP and DOWN TDs were not used in the SDL model because SDL can not model 

a broadcast channel. Hence, the SDL model was developed with three unicast 

channels which link the TRANSMIT process to each receiver. The retum 

channels: RETURN 1, RETURN 2 and RETURN 3, provide tiie same links as 

the SDL model's RIPA, R2PA and R3PA communication channels. 

The simulation model's hardware configuration was completed by 

connecting each PE to the appropriate TDs. The SENDER PE was connected to 

the UP, RETURN 1, RETURN 2 and RETURN 3 TDs. The SAT PE was 

connected to the UP and DOWN TDs. While the receivers—REG 1, REG 2 and 

REG 3 PEs—were connected to the RETURN 1, RETURN 2 and RETURN 3 

TDs respectively; each receiver was also connected to the DOWN TD. 
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6.6.2 Hardware Specification 

The hardware specifications provide the details of each component of the 

simulation model, which is shown in figure 6.4. Note that these details do not 

represent any of the details in the SDL model. This is because SDL is not 

concemed vsith time or performance measurement, and it does not model 

hardware components. 

6.6.2.1 The Sender 

The SENDER PE represents the sending satellite interface, which is 

responsible for broadcasting data reliably to all receivers across the satellite link 

(SAT PE). As shovm in figure 6.5, the characteristics of the SENDER PE are as 

follows: 

• Cycle Time: 10 nanoseconds, which is based on a computer that 

executes 100 MIPS and the assumption that each instmction takes one 

clock cycle to execute—^the cycle time is the reciprocal of the 

processing speed. 

• Message List Size: 1 Mb. 

• Queue Flag: Yes. 

• Input Controller: Yes. 

• Instruction List: 

• FRAME Gl—a message instruction used to represent each frame 

in the first transmission. As shovm in figure 6.6, FRAME Gl has 

the following characteristics: 

• Length: 1024 bits, which represents the frame length, 

including tiie header, and is varied to simulate a range of 

frame sizes. 

• Message Text: NR (no response), which defauhs to the 

message name—the receiver of the message gets tiie message 

Text, not the message name. 

• Destination: SAT (satellite). 
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Queue Flag: Yes, however, the destination PE's Queue Flag 

setting takes precedence. 

Allowed TD: UP, which means that this message can only be 

sent across the UP TD. 

FRAME G2—a message instruction that is used to represent 

each frame in the second transmission (first retransmission), 

otherwise it is the same as FRAME Gl. 

FRAME G3—a message instruction that is used to represent 

each frame in the third transmission, otherwise it is the same 

as FRAME Gl. 

FRAME G4—a message instruction that is used to represent 

each frame in the fourth and all following fransmissions, 

otherwise it is the same as FRAME Gl. 

INITIALISE: 3000 cycles, a processing instruction that is 

used to represent the processing time that is required to 

prepare the first frame for transmission (see figure 6.7). 

PROCESSING: 2 cycles, which is a token processing 

instruction that is used so that modules which do not execute 

any real instmctions have at least one instruction in their 

instruction list, e.g. PROCESS NAK 1. 

RUN SET—as shown in figure 6.8, this is a semaphore 

instruction that is used to set the semaphore SEM RUN, 

which is used as a timer, when a simulation starts, 

SENT + —a semaphore instruction that is used to increment 

the semaphore SEM RUN by an amount equal to the number 

of receivers each time the SENDER PE transmits a frame. 

NAK COUNT a semaphore instruction that is used to 

decrement the semaphore SEM NAK COUNT each time the 

SENDER PE receives a NAK. 

RUN RESET—a semaphore instruction that is used to reset 

the semaphore SEM RUN when a simulation should stop. 
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Processing Element 
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Figure 6.5. SENDER PE details. 
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Figure 6.6. FRAME CI instruction details. 
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1 Processing Instructiun 
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Figure 6.7. INITIALISE instruction details. 
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Figure 6.8. RUN SET instruction details. 

6.6.2.2The Satellite 

The SAT PE, which represents the satellite, was included in the simulation 

model for no other reason than to simulate the propagation delay associated with 

satellite transmission. The modules that reside on SAT PE wait for messages 

(frames) that are sent by the SENDER PE. When a message arrives, the 

appropriate module simply relays (broadcasts) it to the receivers after a delay of 

0.25 seconds (the satellite propagation delay). Thus, the SAT PE has the 

following characteristics: 

• Cycle Time: 1,000 nanoseconds, which is actually irrelevant because 

the SAT PE does not invoke any modules that execute processing 

instructions. The modules that reside on this PE merely delay frames 

for 0.25 seconds before broadcasting them to the receivers. 

• Message List Size: 1 Mb. 

• Queue Flag: Yes. 
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• Input Controller: Yes. 

• Instruction List: 

• RELAY CI, which is a message instruction that is used to 

represent each frame in the first transmission (same as FRAME 

CI). The RELAY CI instruction has the following 

characteristics: 

• Length: 768 bits. 

• Message Text: FRAME CI. 

• Destination: REC* (wild card addressing). 

• Queue Flag: Yes. 

• Allowed TD: DOWN, which means that this message can 

only be sent across the DOWN TD. 

• RELAY C2, which is a message instruction that is used to 

represent each frame in the second transmission, otherwise it is 

the same as RELAY CI. 

• RELAY C3, which is a message instruction that is used to 

represent each frame in the third transmission, otherwise it is the 

same as RELAY CI. 

• RELAY C4, which is a message instruction that is used to 

represent each frame in the fourth and all following transmissions, 

otherwise it is the same as RELAY CI. 

6.6.2.3The Receivers 

The REC 1, REC 2 and REC 3 PEs represent the receiving satellite 

interfaces; simulation models with six and twelve receivers were also developed. 

The three receivers are identical in every aspect and have the following 

characteristics: 

• Quantity: 1, which means that each receiver is independent even 

though they are all identical in terms of their characteristics and 

functionality. 

• Cycle Time: 10 nanoseconds (same as the SENDER PE). 
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• Message List Size: 1 Mb, which is a size large enough to ensure that 

there are no overflow losses. In the real world, receivers will use 

multiple buffers, and thus, they will be able to receive a contmuous 

stream of data. 

• Queue Flag: Yes. 

• Input Controller: Yes. 

• Instruction List: 

• NAK 1—a message instruction that is used to represent each 

NAK that is sent for a FRAME CI message (frame in the first 

transmission). The NAK 1 instruction has the following 

characteristics: 

• Length: 80 bits, which represents the size of an 

acknowledgment transmitted to the SENDER PE; RSBT 

acknowledgements should be enclosed within a HDLC frame, 

and thus, the message length is larger than what was 

indicated in figure 3.3. 

• Message Text: NR, which means that no text has been 

provided, and so the SENDER PE will receive the message 

name by default. 

• Destination: SENDER. 

• Queue Flag: Yes, which means that the sender should put the 

message into a queue if it is busy. However, £is mentioned in 

section 6.6.2, the destination PE's Queue Flag setting takes 

precedence. 

• Allowed TD: RETURN 1, which means that this message can 

only be sent across the RETURN 1 TD; REC 2 and REC 3 

will have the allowed TD set to RETURN 2 and RETURN 3 

respectively. 

• NAK 2—a message instruction tiiat is used to represent each 

NAK tiiat is sent for a FRAME C2 message, otherwise this 

instruction is the same as NAK 1. 
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• NAK 3—a message instruction that is used to represent each 

NAK that is sent for FRAME C3 and FRAME C4 messages, 

otherwise this instruction is the same as NAK 1. 

• ACK—a message instruction that represents the positive 

acknowledgment that is transmitted to the SENDER PE after all 

messages have been received successfiilly, otherwise this 

instruction is identical to the NAK messages. 

• PROCESSING: 100 cycles, which is a processing instruction 

that is used to represent the processing time for each incoming 

message and for discarding each frame that is not required. 

• ACCEPT—a processing instruction that is used to represents the 

processing that is done when a required frame is accepted (not 

corrupted). 

• NAK COUNT + —a semaphore instruction that is used to 

increment the SEM NAK COUNT semaphore by one, each time 

a NAK is sent. 

• SENT a semaphore instruction that is used to decrement the 

SEM SENT semaphore by one, each time a message is received. 

6.6.2.4The Satellite Uplink 

The SENDER PE uses the UP TD, which represents tiie Omnicast Digital 

satellite service uplink, to transmit frames to the SAT PE (satellite). The UP TD, 

as shown in figure 6.9, has the following characteristics: 

• Cycle Time: 488 nanoseconds, which is the reciprocal of the satellite 

channel speed, 2.048 Mbps. 

• Bits Per Cycle: I. 

• Cycles Per Word: 8. 

• Words Per Block: 96, which is altered for each simulation to match tiie 

frame size being used. 

• Connection List: SENDER, SAT, which means that tiie SENDER 

and SAT PEs are connected to the UP TD. 
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Figure 6.9. UP TD details. 

6.6.2.5The Satellite Downlink 

The DOWN TD represents the downlink of the Omnicast Digital satellite 

service. The SAT PE, as shown in figure 6.4, uses the DOWN TD to relay 

(broadcast) all of the messages that are received from the SENDER PE to the 

receivers: REC 1, REC 2 and REC 3. The DOWN TD is identical to the UP TD 

with two exceptions. The first difference is that the DOWN TD connects the SAT 

PE to the three receivers instead of the SENDER PE. The second difference is 

that the cycle time was set much lower: 0.001 nanoseconds instead of the 488 

nanoseconds used on the UP TD. The cycle time was set at a much shorter time 

because the transmission serialisation delay is simulated by the UP TD, and the 

satellite propagation delay is simulated by tiie SAT PE. Therefore, the delivery of 

frames from the SAT PE to the receivers should be instantaneous, and any 

additional serialisation delay would create a significant error in tiie simulation 

results. 
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6.6.2.6The Return Links 

The three receivers use the retiim links to send acknowledgments to tiie 

SENDER PE; REC 1 PE uses the RETURN 1 TD, REC 2 uses RETURN 2 and 

REC 3 uses RETURN 3. The three rettim links are identical, except for the 

connection list, and have the following characteristics: 

• Cycle Time: 15258 nanoseconds, which is the reciprocal of the 

channel speed of the terrestrial retum links. The retum channels, as 

shown in figure 3.1, are assumed to 64 Kbps HDLC links. 

• Bits Per Cycle: I. 

• Cycles Per Word: 8. 

• Words Per Block: 10, which is based on an acknowledgment size of 

80 bits. 

• Connection List: 

• RETURN 1: REC 1, SENDER. 

• RETURN 2: REC 2, SENDER. 

• RETURN 3: REC 3, SENDER. 

6.6.3 Software Specification 

As mentioned in section 6.6, the low-level details that are provided by the 

SDL process specifications could not be mapped to the simulation model because 

Network 11.5 does not facilitate detailed processes description. Therefore, the 

time (cycles) that was required for the processing instructions had to be estimated. 

However, only a few estimations had to be made because the processing 

requirements that do not affect the simulation time were excluded from the 

simulation model altogether. The inaccuracy in the time estimations does not 

impact significantiy on the simulation time. This is because the RSBT protocol 

transmits all frames without delay and frames that require refransmission are 

placed at the back of the queue. Therefore, any inaccuracy affects only tiie 

transmission of the first frame and a few frames in the tail of the fransmission. 

The following sections provide the details of the semaphores and modules tiiat 

were used in the simulation model. 
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6.6.3.1 Semaphores 

The simulation model uses three semaphores: SEM RUN, SEM SENT 

and SEM NAK COUNT. These semaphores are not part of the RSBT protocol 

description. The SEM RUN semaphore is used to measure the simulation tune. 

While the SEM SENT and SEM NAK COUNT semaphores are used to keep 

count of the number of frames that are in the stream and tiie number of NAKs that 

the sender has not responded to. 

Semaphore Run 

The SEM RUN semaphore does not influence the simulation in any way. 

Its function is merely to measure the simulation run time (transmission time); the 

semaphore is Set as soon as the simulation is launched, and it is Reset when the 

SENDER PE has received an ACK message from each receiver. As shown in 

figure 6.10, the SEM RUN semaphore has an initial semaphore status of Reset, 

and the measure response time check box is set to Yes, which means that the time 

between setting and resetting the semaphore is measured. The remaining check 

boxes are used to select what is and what is not wanted in the plot file. The initial 

semaphore count and the maximum pending responses are irrelevant for the SEM 

RUN semaphore. 

1 1 

Name: SEM RUN 

Comment... | 

Maximum Pending Responses 

Initial Semaphore Count 

Initial Semaphore Status 

r Set 

ff Reset 

Semaphore 

999 

0 

Ix 

|x 

r 
IX 

OK 1 

Cancel | 

Measure Response ~ 

Include In Plot File 

Include Count In Plot 

Include Response In 

rime 

RIe 

Plot RIe 

Figure 6.10. Initial specifications for the SEM RUN semaphore. 
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Semaphore Sent 

The SEM SENT semaphore is used to keep track of the number of frames 

that have been transmitted by the sender but not yet received by the receivers. 

The SEM SENT semaphore has an initial semaphore count value of zero; all 

other semaphore details are irrelevant. The SENDER PE increments the 

semaphore's counter by the number of receivers in the model each time it 

transmits a frame. While receivers decrement the semaphore's counter by one for 

each frame that is received. The ACK message that is sent to the sender as an 

indication that the transmission is complete, is not sent until the SENDER PE has 

responded to all NAKs. That is, when the SEM SENT and SEM NAK COUNT 

(described below) semaphores both have counter values of zero. 

Semaphore NAK Count 

The SEM NAK COUNT semaphore is much the same as the SEM SENT 

semaphore, except that it is used to keep count of the number of NAKs that the 

sender has not responded to. The SEM NAK COUNT semaphore too has an 

initial semaphore count value of zero; again, all other semaphore details are 

irrelevant. Receivers increment the semaphore's counter by one each time a NAK 

message (NAK 1, NAK 2 or NAK 3) is sent. While the SENDER PE 

decrements the semaphore's counter by one each time it receives a NAK. 

6.6.3.2Modules Executed by the Sender 

The TRANSMISSION 1 module is used to fransmit all of the frames in 

the file once (contiguously). The relevant TRANSMISSION 1 details, as shown 

in figures 6.11 and 6.12, are as follows: 

• Module Controls: 

• Priority: zero, which is the highest priority; all modules are set 

with a priority of zero, and thus, all modules are invoked in a 

First-Come-First-Serve manner (priority is not mentioned for the 

remaining modules). 

• Concurrent Limit: 1, which means tiiat only one 

TRANSMISSION 1 module can exist at any one time. 
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• Delay: NR (zero), which means that tiie module will request 

execution on the host PE as soon as its preconditions are met. 

Predecessors: No Predecessors (calling modules). 

Preconditions: START 0, which means that the module is executed as 

soon as the simulation starts. 

Host Processing Element: PE: SENDER. 

Instruction List (Name, Execution Count): 

• RUN SET, 1, which means that the RUN SET instruction is 

executed once (for the instruction details see section 6.6.2). 

• INITIALISE, 1. 

• SENT +, 64000 (for a specific simulation). 

• FRAME CI, 64000 (for a specific simulation). 

Successors: No Successors (successor modules). 

Module 

Name TRANSMISSION! OK 1 
Comment.. 

Time Units NANOSECONDS H 
Cancel j 

Verify 

Module Controls... J Predecessors |NO Predecessors [ ^ I Lii,raiy„. | 

Preconditions 

Set Host Processing ElemenKs)- | 1 Resident PE: SENDER 

Instruction List (Name. Execution Count) 

Set Successors... | No Successors 

RUN SET. 1 
INITIALISE. 1 
SENT +. 64000 
FRAME CI. 64000 

Add„. 

Cut 

Move 

Count... 

View Outputs... 1 

Figure 6.11. TRANSMISSION I module details. 
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r Inhibit Message Inheritance 

r Inhibit RIe Inheritance 

r One Message at a Time 

'WmmmF' 

NAN .. 1 

ILJ — ' ImmmmiJ 

OK 1 
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Figure 6.12. TRANSMISSION I module controls. 

The TRANSMISSION 2 module is used to refransmit all of the 

TRANSMISSION 1 frames that were negatively acknowledged. The relevant 

TRANSMISSION 2 details are as follows: 

• Module Controls: 

• Concurrent Limit: 32000 (max). Frames that need retransmission 

are put at the back of the queue, thus many TRANSMISSION 2 

modules. Therefore, as with all modules that may be invoked 

many times simultaneously, the concurrent limit is set at 32,000. 

• Delay: NR (zero). 

• Predecessors: Ored Predecessors—PROCESS NAK 1 module. 

• Preconditions: None, the module is invoked by the module 

PROCESS NAK 1. 

• Host Processing Element: PE: SENDER. 

• Instruction List: 

• FRAME C2,1. 

• SENT +, 1. 

• NAK COUNT -, 64000 (for a specific simulation). 

• Successors: No Successors. 
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The TRANSMISSION 3 module is used to retransmit all negatively 

acknowledged frames that were previously sent by the TRANSMISSION 2 

module. The TRANSMISSION 3 module is the same as TRANSMISSION 2, 

except that it is invoked by the PROCESS NAK 2 module and the FRAME C3 

instruction is executed instead of FRAME C2. 

The TRANSMISSION 4 module is used to retransmit all negatively 

acknowledged frames that were previously sent by TRANSMISSION 3 or 

TRANSMISSION 4. Statistically, due to the selected parameters, each frame 

that was sent by the TRANSMISSION 4 module was needed by only receiver 

(see mathematical model results in Appendix B). Thus, TRANSMISSION 4 was 

used for all fiirther retransmissions. The TRANSMISSION 4 module is basically 

the same as the TRANSMISSION 2 and TRANSMISSION 3 modules, except 

that it is invoked by the PROCESS NAK 3 module and the FRAME C4 

instruction is executed instead of the FRAME C2 or FRAME C3 instructions. 

The PROCESS NAK 1 module is used to process NAKs received for 

frames transmitted by the TRANSMISSION 1 module. The relevant PROCESS 

NAK 1 details are as follows: 

• Module Controls: 

• Concurrent Limit: 32000. 

• Delay: 3000 cycles, which represents the processing done by the 

sender upon the arrival of a NAK. The processing time is not 

modeled by a processing instruction because the processing may 

be done while another module is executing a message instruction 

(transmitting) and the module can not begin execution while 

another module is still in progress. 

• Predecessors: None. 

• Preconditions: M: WF: NAK 1, which means tiiat tiie module waits 

for (WF) a message (M) called NAK 1. 

• Host Processing Element: PE: SENDER. 
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Instruction List: PROCESSING, which is only a token processing 

instruction (2 cycles) because the processing is modeled by the 

module delay. 

Successor Modules: 2 Statistical Successors, which means that one of 

the two successor modules is chosen statistically. Each module, as 

shown in figure 6.13, has an associated percentage value that 

represents its probability of being selected as the successor. The 

successor module is chosen statistically because Network II.5 does not 

recognise frame sequence numbers, and thus, duplicate NAKs must be 

removed statistically. The portion of NAKs that trigger a 

retransmission and the portion that is disregarded were derived from 

results provided by equations (5.4) and (5.1). These equations provide 

the expected values for the number of frames in the second 

transmission and the number of NAKs received for frames sent in the 

first transmission respectively. The two successor modules, are: 

• TRANSMISSION 2, 94.26 (for a specific simulation), which is 

used to retransmit a frame; and 

• DISREGARD NAK, 5.74 (for a specific simulation), which is 

used to discard a duplicate NAK. 

MB Module Successors || 

r None 

r Anded 

ff Statistical 

TRANSMISSION 2, 94.26 % 
DISREGARD NAK. 5.74 % 

statistical Successor Stream |2 | WKKSKk 

OK 1 

Cancel | 

fAdd... 1 

Cut 

Move 

Edit.. 

Percent.. 

K, 1 

Figure 6.13. PROCESS NAK 1 Module Successors form. 
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The PROCESS NAK 2 module is used to process NAKs received for 

frames fransmitted by the TRANSMISSION 2 module. PROCESS NAK 2 is tiie 

same as PROCESS NAK 1, except that it is invoked by the arrival of a NAK 2 

message, and the probabilities associated with the statistical successors are 

derived from the result provided by equations (5.8) and (5.4). 

The PROCESS NAK 3 module is used to process NAKs received for 

frames sent by the TRANSMISSION 3 or TRANSMISSION 4 modules. It was 

explained in the TRANSMISSION 4 module description, that all NAK 3 

messages represent unique frames, and thus, they can also be used as NAKs for 

frames sent by TRANSMISSION 4. The PROCESS NAK 3 module is the same 

as PROCESS NAK 1 and PROCESS NAK 2, except that it is invoked by the 

arrival of a NAK 3 message. In addition, because there is no duplication of NAK 

3 messages, PROCESS NAK 3 uses only one 5wcce55or—TRANSMISSION 4. 

The SIM DONE module is used to stop the simulation (stop the clock) 

when the SENDER PE receives the ACK message, which indicates that all 

receivers have received all frames successfiilly. The relevant SIM DONE details 

are as follows: 

• Module Controls: 

• Concurrent Limit: 1. 

• Delay: NR. 

• Predecessors: None. 

• Preconditions: M: WF: ACK, which means that the module waits for 

the message called ACK. 

• Host Processing Element: PE: SENDER. 

• Instruction List: 

• PROCESSING; 

• RUN RESET, which resets the SEM RUN semaphore to record 

the simulation time (semaphore response time). 

• Successor Modules: None. 
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6.6.3.3Modules Executed by the Satellite 

The BROADCAST CI module simulates the satellite propagation delay. 

BROADCAST CI receives frames that are sent by the TRANSMISSION 1 

module, then delays each frame for 0.25 seconds before broadcasting it to all 

receivers. The relevant BROADCAST CI details are as follows: 

• Module Controls: 

• Concurrent Limit:!. 

• Delay: NR. 

• Predecessors: None. 

• Preconditions: M: WF: FRAME CI, which means that the module 

waits for a message called FRAME CI. 

• Host Processing Element: PE: SAT. 

• Instruction List: RELAY CI, which relays the FRAME CI message 

to all receivers. 

• Successor Modules: None. 

The BROADCAST C2, BROADCAST C3 and BROADCAST C4 

modules, which also reside on the SAT PE, are basically the same as the 

BROADCAST CI module. The only difference is that they relay (broadcast) the 

FRAME C2, FRAME C2 and FRAME C2 messages by executing the RELAY 

C2, RELAY C2 and RELAY C2 message instructions respectively. 

6.6.3.4Modules Executed by Receivers 

The RECEIVE FRAME CI module processes frames sent by the 

BROADCAST CI module, and determines whether the frames are corrupted. 

The RECEIVE FRAME CI details are as follows: 

• Module Controls: 

• Concurrent Limit: 100. 

• Delay: NR. 

• Predecessors: None. 
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• Preconditions: M: WF: FRAME CI, which means tiiat tiie module 

waits for a message called FRAME CI. 

• Host Processing Elements: 3 Allowed PEs: REC 1, REC 2, REC 3, 

(may execute on all receivers). 

• Instruction List: PROCESSING, (100 cycles). 

• Successor Modules: 2 Statistical Successors: 

• ACCEPT FRAME, 94.15% (for a specific simulation)—tiie 

percentage value is the probability that this module will be 

selected as the successor. The percentage value actually 

represents the frame success rate. 

• REJECT FRAME CI, 5.85% (for a specific simulation)—again 

the percentage value is the probability that the module will be 

selected as the successor. The percentage value actually 

represents the frame error rate. 

The RECEIVE FRAME C2 module processes frames sent by the 

BROADCAST C2 module. Then it determines either that the frame is not 

required because it has been received successfiilly before, or that the frame is 

required and received intact or that the frame is required but cormpted. This 

module is the same as RECEIVE FRAME CI except that its precondition waits 

for the FRAME C2 message and it has an additional successor module. The three 

statistical successor modules to the RECEIVE FRAME C2 module are: 

• FRAME NOT REQUIRED, 64.64% (for a specific sunulation), the 

percentage value represents the proportion of frames that have been 

received before. The percentage value is derived from equation (5.6). 

• ACCEPT FRAME, 33.29% (for a specific simulation), which is the 

same as for RECEIVE FRAME CI, except that tiie percentage value 

is derived from equation (5.7). 

• REJECT FRAME C2, 2.07% (for a specific simulation), which is 

tiie same as for RECEIVE FRAME CI, except tiiat tiie percentage 

value is derived from equation (5.7). 
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The RECEIVE FRAME C3 and RECEIVE FRAME C4 modules are the 

same as RECEIVE FRAME C2 except that they are used for FRAME C3 and 

FRAME C4 messages respectively. In addition, these two modules use REJECT 

FRAME C3 and REJECT FRAME C4 as the successor modules instead of 

REJECT FRAME C2; the percentage values that are associated with the 

statistical successor modules are obviously different. 

The ACCEPT FRAME module completes the processing that is required 

for frames that are required and accepted as being intact. The module details are 

as follows: 

• Module Controls: 

• Concurrent Limit: 100. 

• Delay: NR. 

• Predecessors: Ored, which are RECEIVE FRAME CI, RECEIVE 

FRAME C2, RECEIVE FRAME C3 and RECEIVE FRAME C4. 

• Preconditions: None. 

• Host Processing Elements: 3 Allowed PEs: REC 1, REC 2, REC 3. 

• Instruction List: 

• ACCEPT, which is a processing instruction of 100 cycles; 

• SENT -, which decrements the semaphore SEM SENT. 

• Successor Modules: REC DONE, which executes only if all receivers 

have received all of the frames in the file successfiilly. 

The FRAME NOT REQUIRED module does the required processing for 

frames that are not required by receivers because they have been received 

successfiilly before. The FRAME NOT REQUIRED module is the same as the 

ACCEPT FRAME module except that RECEIVE FRAME CI is not one of the 

predecessors and it executes the PROCESSING instruction instead of tiie 

ACCEPT instruction. 
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The REJECT FRAME CI module is used to negatively acknowledge 

frames in the first transmission (FRAME CI messages) that are deemed to be 

cormpted by the RECEIVE FRAME CI module. The module details are as 

follows: 

• Module Controls: 

• Concurrent Limit: 100. 

• Delay: NR. 

• Predecessors: Ored, which is RECEIVE FRAME CI. 

• Preconditions: None. 

• Host Processing Elements: 3 Allowed PEs: REC 1, REC 2, REC 3. 

• Instruction List: 

• NAK 1, which is a message instruction used to negative 

acknowledge a frame; 

• NAK COUNT +, which increments the SEM NAK COUNT 

semaphore to keep a count of the number of outstanding 

retransmissions; 

• SENT -, which decrements the SEM SENT semaphore. 

• Successor Modules: None. 

The REJECT FRAME C2, REJECT FRAME C3 and REJECT 

FRAME C4 modules play much the same part as REJECT FRAME CI; these 

modules are used to negatively acknowledge FRAME C2, FRAME C3 and 

FRAME C4 messages respectively. Thus, REJECT FRAME C2 has the 

RECEIVE FRAME C2 module as the predecessor and executes the NAK 2 

message instruction (instead of NAK 1). REJECT FRAME C3 has the 

RECEIVE FRAME C3 module as the predecessor and executes the NAK 3 

message instruction. And REJECT FRAME C4 has the RECEIVE FRAME 

C4 module as the predecessor, and like REJECT FRAME C3, it too executes the 

NAK 3 message instruction. REJECT FRAME C4 uses the NAK 3 message 

instruction because there is no duplication vnth NAK 3 messages (each message 

negatively acknowledges a unique frame). Thus, the NAK 3 message instruction 
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is used to negatively acknowledge frames that are part of the third and all 

following transmissions (TRANSMISSION 4 module). Note that the 

TRANSMISSION 4 module is used to send frames that are part of the fourth and 

any following fransmissions. 

The REC DONE module is used to notify the SENDER PE that all 

receivers have successfiilly received all of the frames in the file, and thus the 

transmission is over. In a real system, each receiver individually would send an 

ACK to the sender. However, due to the Network II.5 limitations, only one 

receiver sends an ACK when there are no outstanding retransmissions. The REC 

DONE module details are as follows: 

• Module Controls: 

• Concurrent Limit: 32000. 

• Delay: NR. 

• Predecessors: Ored, which are FRAME NOT REQUIRED and 

ACCEPT FRAME. 

. Preconditions: SSR: CI: SEM NAK COUNT: COUNT = 0 and 

SSR: CI: SEM SENT: COUNT = 0, which means that the 

Semaphore Status Requirement (SSR) permits this module to 

Chain If (CI—start) both semaphores (SEM NAK COUNT and 

SEM SENT) have counter values of zero. 

• Host Processing Elements: 3 Allowed PEs: REC 1, REC 2, REC 3. 

• Instruction List: 

• ACK—a message instruction used to positively acknowledge the 

whole file and indicate to the SENDER PE that the transmission 

has been successfiilly completed; 

• NAK COUNT + —a semaphore instruction that increments the 

SEM NAK COUNT semaphore to ensure that no other receiver 

executes the ACK message instruction. 

• Successor Modules: None. 
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6.1 Simulation Model Verification 

The logic of the simulation model was based on the SDL model. However, 

as mentioned in section 6.6, the SDL processing details could not be modeled 

fiilly with the Network II.5 package. Therefore, the simulation model was verified 

against the SDL model in terms of the I/O operations and the decisions that 

modules make, i.e. the selection of successor modules. Thus, the verification was 

done by comparing the simulation model's structure chart, shown in figure 6.14, 

and the appropriate SDL diagrams which are given in Appendix A. The 

comparisons indicate that the simulation model behaves as it was intended to. 

The Network II.5 modules TRANSMISSION 1, TRANSMISSION 2 

TRANSMISSION 3 and TRANSMISSION 4 perform the same fiinction as 

SDL's PROCESS TRANSMIT. That is, they transmit frames to the receivers. 

The SDL model's PROCESS TRANSMIT uses two additional output commands 

and two reciprocal input commands. First, PROCESS TRANSMIT requests 

data by sending the Give (SEQ_NUM) signal (message) to En (environment), 

and in response, the environment sends the data for that frame in the SendThis 

(DATATYPE) signal. The simulation model does not use these I/O commands 

because it is assumed that the data is framed while another frame is being 

transmitted. The time that is required for preparing the first frame for 

transmission is simulated by the INITIALISE processing instruction. In 

addition, it is assumed that a buffer is used to store a reasonable number of frames. 

Thus, when the transmission approaches its end and retransmission requests are 

not delayed, it is expected that the required frames are stored in the buffer, and 

thus, the framing process is not required. And second, before retransmitting a 

frame, the SDL model's PROCESS TRANSMIT sends the Next signal to 

PROCESS PROC_ACK, which replies with the Resend (SEQ_NUM) signal. 

The simulation model does not use frame sequence numbers. Instead, the 

PROCESS NAK 1, PROCESS NAK 2 and PROCESS NAK 3 modules simply 

invoke the appropriate transmission module: TRANSMISSION 2, 

TRANSMISSION 3 or TRANSMISSION 4. NAK duplicates are removed 

statistically. 
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Figure 6.14. Simulation model structure chart. 
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The Network II.5 modules PROCESS NAK 1, PROCESS NAK 2 and 

PROCESS NAK 3 are the same as the SDL model's PROCESS PROC_ACK in 

that they process NAKs. The PROCESS NAK 1 and PROCESS NAK 2 

modules first determine whether the received NAK is a duplicate. If the NAK is a 

duplicate the DISREGARD NAK module is invoked, otherwise, as shown in 

figure 6.14, the appropriate transmission module is invoked. As mentioned above, 

in contrast to the SDL model, the communication between the NAK processing 

modules and the transmission modules is not required. The only other difference 

between the SDL model and the simulation model in terms of the 

acknowledgement processing, is that the SDL model's PROCESS PROC_ACK 

also processes and counts the ACKs. When the number of ACKs tallies to the 

number of receivers on the network, PROCESS PROC_ACK sends the Done 

signal to PROCESS TRANSMIT which begins the session closing procedure. 

With the simulation model, only one receiver transmits the ACK message, which 

is processed by the SIM DONE module. The SIM DONE module resets the 

SEM RUN semaphore, and thus, records the simulation time (semaphore 

response time) in the simulation report. 

The BROADCAST CI, BROADCAST C2, BROADCAST C3 and 

BROADCAST C4 modules are used only to simulate the propagation delay that 

is associated with satellite transmission, and to broadcast the frames to the 

receivers; these modules do not perform any processing instructions. The SDL 

model does not measure transmission time or performance, and thus, does not 

have any corresponding processes. 

The Network II.5 receiving modules RECEIVE FRAME CI, RECEIVE 

FRAME C2, RECEIVE FRAME C3 and RECEIVE FRAME C4, are 

collectively the same as each of the SDL model's receiver processes PROCESS 

RECEIVERl, PROCESS RECEIVER2 and PROCESS RECEIVER3. There 

is a mmor difference however. That is, while the SDL model's receiving 

processes confrol all tasks, the Network II.5 modules decide whetiier or not a 

frame is corrupted, and then invoke other modules to complete the required tasks. 
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The Network II.5 RECEIVE FRAME CI module is responsible for 

processing the frames in the first transmission. If the RECEIVE FRAME CI 

module considers a frame to be corrupted, it invokes the REJECT FRAME CI 

module. The REJECT FRAME CI module, like the SDL receiver processes, 

does some processing and then sends a NAK 1 message to the SENDER PE. If 

RECEIVE FRAME CI considers a frame to be intact, it invokes the ACCEPT 

FRAME module. The ACCEPT FRAME module does some processing and 

then invokes the REC DONE module. The REC DONE module is executed only 

if the semaphore status requirement have been met - if there are no outstanding 

retransmissions. The REC DONE module, like the SDL receiver processes, 

sends an ACK to the sender, which indicates that the transmission has been 

completed. The only difference is that the SDL receivers function independently, 

and therefore, each receiver sends an ACK when it has received all of the frames 

successfully. 

The RECEIVE FRAME C2, RECEIVE FRAME C3 and RECEIVE 

FRAME C4 modules have an additional fimction. That is, they also make a 

decision (statistically) as to whether a frame has been received successfiilly 

before. If this is true, then the FRAME NOT REQUIRED module is invoked. 

The SDL model's receiver processes' of course make this decision by checking 

the retransmission list (RecList (SegNum)). 

There are three SDL communication signals for which the simulation 

model does not have the corresponding message instructions. The first two, the 

Receive (Packet) and IdNum (Id) signals (which are sent to the environment) are 

not included in the simulation model because they are outside the simulation 

model's scope; these SDL signals represent the FTP/TCP fransmission on the 

LANs. The third, the TimeOut (SeqNum) signal (which triggers the 

retransmission of NAKs) was not used in tiie simulation model because it was 

assumed tiiat reliable HDLC rettim links are used—acknowledgements are never 

lost. Furthermore, Network II.5 does not cater for frame sequence numbers, and 

thus, a time-out procedure would be exfremely difficult to model. 
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6.8 Simulation Model Validation 

To complete the simulation modelling, the model was validated. As stated 

in section 5.1, the mathematical model results and the simulation model results, 

were used to validate each other. Both models were based on the same 

assumptions, and therefore should produce the same, or similar, resuhs. 

The simulations corrupt frames randomly, and thus, the results can be 

misleading. For example, if one simulation nm corrupts several frames in the tail 

of the transmission, while another run does not corrupt any, then the simulation 

times can differ significantly. Therefore, the simulation model used for validation 

purposes was nm six times to provide a more accurate indication of the expected 

results. The simulation model and the mathematical model parameters shown 

below and the results shown in tables 6.1 and 6.2 are based on the mathematical 

model notation given in section 5.2. The parameters used for the validation were: 

R = 3 (number of receivers). 

E = 10% (frame error rate). 

F, = 20,000 (frames in the file). 

S = 1024 bits (frame size). 

t, = 0.25125264 seconds (round trip time), which comprises the satellite 

propagation delay (0.25), the receivers' processing time (2 * 10"*), the 

receivers' serialisation delay (0.00122064) and the senders 

acknowledgment processing time (3 * 10"̂ ). 

C = 2.048 Mbps (satellite channel speed). 

The mathematical model results, shown in table 6.2, are comparable to the 

simulation model's average results (of six simulations), shown in table 6.1. 

Therefore, the two models are assumed to be valid. Recall from section 6.6.2.1 

tiiat simulation model's F4 Frames represents the number of frames sent in tiie 

fourth and all following fransmissions. The complete mathematical model results 

and simulation results are given in Appendix B and Appendix C respectively. 

These results can be compared to reinforce the validity of both models. 
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Table 6.1. Simulation model validation results. 

Variables 

FI Frames 

F2 Frames 

F3 Frames 

F^ Frames 

Total Sent 

N] NAKs 

iV2 NAKs 

ATjNAKs 

rtime (sec.) 

Simulations 

Runl 

20,000 

5,404 

591 

64 

26,059 

5,993 

597 

64 

14.051 

Run 2 

20,000 

5,386 

599 

70 

26,055 

5,964 

606 

70 

13.717 

Run 3 

20,000 

5,511 

650 

81 

26,242 

6,120 

657 

81 

13.757 

Run 4 

20,000 

5,392 

545 

59 

25,996 

6,009 

550 

59 

13.691 

Run 5 

20,000 

5,440 

590 

76 

26,106 

5,984 

596 

76 

13.761 

Run 6 

20,000 

5,472 

592 

67 

26,131 

6,040 

598 

67 

13.764 

Average 

20,000 

5,434 

595 

70 

26,098 

6,018 

601 

70 

13.790 

Table 6.2. Mathematical model validation results. 

Variables 

F] Frames 

F2 Frames 

Fs Frames 

F4 Frames 

F5 Frames 

F(5 Frames 

Fy Frames 

Total Sent 

AT/NAKs 

Ar2NAKs 

N3 NAKs 

N4 NAKs 

N3 NAKs 

A^^NAKs 

r time (sec.) 

Results 

20,000.00 

5,420.00 

594.02 

60.00 

6.00 

0.60 

0.06 

26,080.68 

6,000 

600 

60 

6.00 

0.60 

0.06 

13.780 
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6.9 Conclusion 

The RSBT simulation model was developed in formal steps that ensured 

that the model was an accurate representation of the desired system and that the 

simulation objectives could be realised. Although the Network II.5 package could 

not model the RSBT protocol's detailed processing requirements, it was a suitable 

simulation package because it enables detailed hardware and I/O specification. 

The protocol processing that is performed during I/O operations was not included 

in the model. The processing that affects the simulation tune was estimated from 

the SDL specifications. The processing procedures that were modelled, affect the 

transmission time only before the first frame is transmitted, and in the tail of the 

fransmission when the sender experiences idle periods. Therefore, any inaccuracy 

in the time estimations is insignificant. 

As mentioned above, the RSBT simulation model was developed using a 

step-by-step procedure. First, the simulation problem was clearly defined. 

Second, the SDL model, which is described in Chapter 4, was identified as the 

basis for the simulation model. This was appropriate because the SDL model is a 

formal specification of the RSBT protocol, and thus provided detailed 

information, which was used for both developing and verifying the simulation 

model. Third, all of the data that was required for building the simulation model 

was gathered from the SDL specifications in Appendix A, and from the RSBT 

description and system configuration given in Chapter 3. Fourth, the SDL model 

(at an abstract level) was mapped to the simulation model and complimented by 

the data provided by the previous step. Fifth, the simulation model was verified 

against the SDL model by comparing all I/O operation and the major decisions 

made by the protocol. The simulation model was also verified visually by 

stepping through a Network II.5 animation of the model. The verification process 

indicated that the simulation model behaves as it is intended to. And sixth, tiie 

model was validated by comparing the results of a set of simulation runs to the 

results obtained by the matiiematical model with tiie same set of parameters. The 

results produced by the simulation model and the mathematical were very similar, 

and thus, attribute to the confidence in both models. 
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7.1 Introduction 

This chapter first describes the experiment plan that was devised for both 

the mathematical model and the simulation model. Then the simulation and 

mathematical model results are analysed and compared. The mathematical model 

results are more accurate (in terms of expected values) than the simulation results 

because of the random selection of events during a simulation, and also because 

the mathematical model facilitated much easier fine-tuning. Hence, the 

mathematical model results, rather than the simulation results, were used for 

comparison against results found in the literature—using other protocols in point-

to-point satellite transmission. The raw mathematical model results and 

simulation results are given in Appendix B and Appendix C respectively. 

The experiment plan was developed to minimise the amount of 

experimentation that was required to satisfy the objectives outlined in section 6.3. 

The experiment plan was particularly important for the simulations. This is 

because some of the simulation took more than 16 hours to complete, so it was not 

viable to simulate models with all possible parameter combinations. The 

mathematical model did not have the same time constraints because it was 

implemented in a spreadsheet, which produced new computational resuhs almost 

instantly. In fact, the mathematical model results were generated for a larger set 

of parameter values (see Appendix B and Appendix C), and thus provided greater 

accuracy. 

The main aim of the simulations and the mathematical model computations 

was to find the optimal frame sizes and the corresponding throughput rates for a 

set of Network Size and Base Error Rate combinations; these parameters are 

explained in section 7.2. An optimal frame size can greatly improve the 
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throughput: if frames are too small, then the overheads are unnecessarily large; 

and if frames are too large, then the retransmission volume is unproportionally 

larger because of the greater frame loss rate. 

The simulations and the mathematical model computations were also used 

for general evaluation of the protocol, with the satellite link utilisation and retum 

traffic being the other main points of interest. The satellite link utilisation rate has 

a direct effect on the throughput, and thus, a high link utilisation rate is 

particularly important. In many cases, the procedures used by protocols restrict 

the satellite link utilisation and thereby have a greater effect on the throughput 

then the channel error rate. For example, the throughput of the TCP protocol is 

resfricted by the slow-start algorithm and the flow confrol window [24],[25]. The 

return traffic (acknowledgments) increases with higher error rates and larger 

networks. Therefore, it is important to minimise the number of acknowledgments 

sent by receivers, as it ultimately determines the maximum number of receivers 

that the sender can service. 

Although the largest network that was modeled included only 12 receivers, 

the results may be used as a guide for larger networks, particularly in regards to 

the retum traffic. 

7.2 Experiment Planning 

The experiments (simulations and mathematical model computations) were 

based on 15 Network Size and Base Error Rate combinations. The Network Size, 

for the purpose of this thesis, represents the number of receivers on the WAN. 

While the Base Error Rate represents the frame error rate (FER) at a basic frame 

size of 128 bits, which is more meaningful than a bit en-or rate (BER). Each 

Network Size and Base Error Rate combination was run with varying frame sizes 

until the optimal was found (shortest transmission time); all of tiie frame sizes 

used by tiie experiments were multiples of 128. The mathematical model required 

two fixed parameters, i.e. tiie satellite channel speed (2.048 Mbps—as witii tiie 

simulation model) and tiie round frip time (0.2512517 sec). The round tiip time 
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is composed of four components: the satellite propagation delay (0.25 sec); tiie 

receivers' frame processing time (10"̂  sec); the receivers' serialisation delay in 

transmitting an acknowledgment (1.2207 x 10"̂  sec); and the sender's 

acknowledgment processing time (3 x 10"' sec). Note that the round hip time 

excludes the senders serialisation delay in transmitting a frame. The four round 

trip time components are either listed or may be derived from the data provided in 

section 6.5. The main set of experiments were based on a 5 Mbyte file (rounded 

to the nearest full frame) and combinations of the following parameters: 

• Network sizes: 3 receivers, 6 receivers, and 12 receivers. 

• Base error rates: 0.01, 0.005, 0.001, 0.0005 and 0.0001. 

• Frame sizes (in bits): 

• Mathematical model: all multiples of 128. 

• Simulations: 256, 512, 768, 1024, 1280, 1536, 2048, 2560, 3072, 

3584, 4096, 5120, 6400 and 8192. 

Two Network Size and Base Error Rate combinations where re-simulated and 

mathematically re-evaluated with a 2 Mbyte file and a 10 Mbyte file. This was 

done to confirm that the file size does not affect the optimal frame size and to 

check the performance difference. In addition, four experiments were carried out 

with the mathematical model using 100 Kbyte files. 

The Base Error Rate is derived from the bit error rate (BER). Although 

the BER for satellite links is difficult to estimate, most BERs fall in the 10"̂  to 10* 

range [25] (10"̂  to 10''' according to [23],[51]). However, bit errors are not 

independent; they occur in burst typically between 3 and 10 bits. Therefore, burst 

errors, which are independent, can be conservatively approximated at 1/3 of the 

BER [23],[51]. With these assumptions, tiie Base Error Rate is given by tiie 

following equation [23]: 

k Base Error Rate = \-(\- p) 

where k = no. of bits in the frame "-^^ 

and p = burst error rate (BER / 3). 
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The BER range suggested by [23] and [51] is based on information and 

technology available in 1969-70. In contrast, the BER range suggested by [25] is 

based on information compiled in 1993. Therefore, the BER is assumed to be 

between lO"* and 10•^ Then, using equation (7.1), tiie respective Base Error Rate 

range is 4.3 x 10'̂  to 4.3 x lO''. These calculations show tiiat the selected Base 

Error Rates (0.01 to 0.0001) only cover BERs ranging from worse than expected 

to very high. In addition, the calculations do not take into account that the 

Omnicast Digital service uses forward error correction, which would improve the 

FER. Thus, it may be concluded that the selected Base Error Rates produced 

resuhs that are somewhat pessimistic. 

The experiments only used frame sizes that were multiples of 128, and the 

smallest frame used was 256 bits because the frame header was modeled as 128 

bits. Therefore, the FER is a compound Base Error Rate, which is derived by 

FER = 1 - (1 - Base Error Rate)^ 

where n = Frame Size /128. (^-2) 

The mathematical model computations were carried out with frame sizes of 

all multiples of 128, which facilitated very accurate optimal frame size estimation. 

The simulations however, were run with only a subset of the frame sizes used by 

the mathematical model. This was done for two reasons. First, changing the 

frame size by 128 bits has a diminishing affect on throughput as frame sizes get 

larger. And second. Network II.5 simulations cormpt frames randomly, and due 

to the propagation delay, the closer that a cormpted frame is to the tail of the 

fransmission, the greater is the delay. Thus, a simulation may be advantaged or 

disadvantaged by the positions of the errors. Selecting frame sizes that are 

significantiy different reduces the probability of a non-optimal frame size 

producing the best simulation time. Obviously, the anomalies that are produced 

by the random positioning of cormpted frames could have been resolved by re-

simulating each model many times with each frame size to get the averages. 

However, this would involve several hundred simulations, and since a test run of 
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model S12-01-32 (see table 7.1) took more than 16 hours on a Pentium 120 with 

32 Mbytes of ram, this was not viable. 

The mathematical model and the simulation model objectives are explained 

in section 6.3. Succinctly, the objectives are to obtain the following information: 

• the total transmission time and the corresponding throughput, 

• the optimal frame size for each Network Size and Base Error Rate 

pah, 

• the satellite link utilisation rate, 

• the average retum traffic, and 

• the peak retum traffic. 

The mathematical model, which was implemented in a spreadsheet, 

produced all of the above information for each experiment. With the Network II.5 

simulations, the reports provided the simulation transmission time from which the 

throughput was calculated. The satellite link utilisation and the retum traffic 

results were provided by the plots and verified by using the information in the 

reports to obtain numerical values. 

7.3 Experimentation results 

The experiments that were detailed in section 7.2 were carried out as 

planned; the mathematical model resuhs and the simulation resuhs of the optimal 

frame size models are shown in tables 7.1 and 7.2 respectively; the complete 

mathematical model resuhs and simulation results are given in Appendix B and 

Appendix C respectively. Note that the model numbers have been coded with 

information about the experiment. For example, S3-01-96 is a simulation model 

(mathematical models have the prefix "M") with 3 receivers, a Base Error Rate of 

0.01 and a frame size of 96 bytes. The results in table 7.1 and table 7.2 show tiiat 

tiie optimal frame sizes are generally quite large and the respective throughput 

resuhs are very good: much better than results of other experiments found in the 

literature (see section 7.3.2). 
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<î  .2 

i»-4 C^ 

0 .1-1 
• ( - ! — 

eg -.cs 
w 1:3 

^ 
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7 EXPERIMENTATION AND RESULTS ANALYSIS 

The mathematical model results and the simulation results, which are 

shown in tables 7.1 and 7.2 respectively, exhibit a strong con-elation in all aspects: 

optimal frame sizes, throughput, satellite link utilisation, and the rettim fraffic 

rates. The optimal frame sizes derived from the simulations and those derived 

from the mathematical model computations differ for most Network Size and Base 

Error Rate combinations (see section 7.3.1). In cases where the two metiiods 

produced the same optimal frame size, the throughput and the information about 

the communication links still differ slightly. This difference in the results comes 

about from the fact that the simulations used a normal distribution to randomly 

cormpt frames and discard NAKs that are duplicated. Thus, simulations would 

sometimes retransmit more frames than was expected statistically, and sometimes 

less than was expected. 

7.3.1 Optimal Frame Sizes 

The optimal frame sizes obtained by the mathematical model and the 

simulations for a 5 Mbyte file transmission to 3, 6 and 12 receivers are shown in 

figures 7.1, 7.2 and 7.3 respectively. As explained in section 7.2, the simulations 

were not run with frame sizes of all multiples of 128— t̂he mathematical model 

was. Therefore, the optimal frame sizes derived by the simulations, in most cases, 

do not match those derived from the mathematical model. However, the 

corresponding difference in the throughput and the retum fraffic are minor. The 

worst case was the 12 receivers and 0.0005 Base Error Rate combination: the 

simulation model S12-0005-256 produced a tiiroughput of 1,721,262 bps (see 

table 7.1), and the mathematical model Ml2-0005-224 produced a throughput of 

1,738,712 bps (see table 7.2) which is 1% better. 

The optimal frame size trend lines, which are shovm in figures 7.1, 7.2 and 

7.3, fit quite well with the exception of two outiiers, which are discussed later. 

For comparison purposes all of the trend lines are shown together m figure 7.4. 

The comparisons show that the trend lines derived from the simulations closely 

match those obtained from the mathematical model computations. 
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Frame Size 
(Bits - In Scale) 

8800 
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Base Error Rate (In Scale) 

Frame Size 
(Bits - In Scale) 

7,936 
Three Receivers 

0.0001 0.0005 0.001 0.005 0.01 

Base Error Rate (In Scale) 

a) Simulation results b) Mathematical model results 

Figure 7.1. Optimal frame sizes for a network with three receivers. 
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a) Simulation results b) Mathematical model results 

Figure 7.2. Optimal frame sizes for a network with six receivers. 
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Frame Size 
(Bits - In scale) 

8800. 
Twelve Receivers 

4,096, 

2,048. 

1 280. 

IfiR . 

512. 
440. 

0.0001 0.0005 0.001 0.005 0.01 

Base Error Rate (In Scale) 

FramFSizi 
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** 
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Base Error Rate (In Scale) 

a) Simulation results b) Mathematical model results 

Figure 7.3. Optimal frame sizes for a network with 12 receivers. 
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Figure 7.4. Trend line Comparisons. 
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7 EXPERIMENTATION AND RESULTS ANALYSIS 

The two optunal frame size outiiers mentioned above conespond to the 

simulation models S6-001-160 and S6-0005-384, and are plotted in figure 7.2a 

(Base Error Rates 0.001 and 0.0005). In viewing figure 7.2a, h can be seen that 

for the combination of 6 receivers and a 0.001 Base Error Rate, the optimal frame 

size should have been larger. While for the 6 receivers and 0.005 Base Error Rate 

combination, the optimal frame size should have been smaller. The reports that 

were generated by the Network II.5 simulation package confirmed that the two 

models in question did have a favourable nm with errors in the tail of the 

transmission. The reports also provided information from which the total number 

of bits transmitted was derived. The results of the total number of bits transmitted 

indicate that model S6-001-192 should have produced a better throughput resuh 

than model S6-001-160. While model S6-0005-320 should have produced a better 

throughput resuh than model S6-0005-384 (see tables C.8 and C.9). 

Comparing the total number of bits transmitted is a good guide as to which 

frame size is closer to the optimal, particularly if the enor rate is high. However, 

this is not always tme. First, the file sizes were rounded off to the nearest fiill 

frame, and thus, the transmission size was slightly different between most models; 

the throughput calculations obviously considered this. And second, the frame 

overheads, the frame enor rate and the propagation delay affect on frames in the 

tail of the transmission may tip the balance. For example, table B.4 shows that 

model M3-0005-432 transmitted 1329 fewer bits than model M3-0005-416, which 

transmitted a smaller file. Model M3-0005-432 actually sent fewer bits in the first 

transmission because of the lower frame overheads (larger frames), but the larger 

FER resulted in slightly more frames sent in the following transmissions. Thus, 

the effect of the propagation delay on frames in the tail of the transmission 

resulted in an inferior performance. Nevertheless, m the case of model S6-001-

160, model S6-001-192 transmitted 366 Kbits less, which is a clear indication 

(because of the volume) that the number of errors in the tail of the transmission 

played a decisive roll in the fransmission time. This argument is supported by tiie 

simulation resuhs for the 2 and 10 Mbyte transmissions, which are shown in 

tables 7.1 and 7.2 and discussed later. 
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7 EXPERIMENTATION AND RESULTS ANALYSIS 

The mathematical model resuhs in table 7.1 show that model M6-001-224 

has tiie optimal frame size (1,792 bits) for the 6 receivers and 0.001 Base Error 

Rate combination. While for the 6 receivers and 0.0005 Base Error Rate 

combination, model M6-0005-304 has the optimal frame size (2,432 bits). These 

results confirm that the simulations with 6 receivers and a 0.001 Base Error Rate 

combination should have resulted with an optimal frame size of either 1,536 or 

2,048 bits (models S6-001-192 or S6-001-256) instead of 1,280 bits (model S6-

001-160). Note that models S6-001-192 and S6-001-256 had the nearest frame 

sizes simulated either side of the mathematical model M6-001-224. Similarly, for 

the 6 receivers and 0.0005 Base Error Rate combination, the simulations should 

have resulted with an optimal frame size of 2,560 bits (model S6-0005-320) 

instead of the 3,072 bits (model S6-0005-384). 

In regards to the experiments with 2 Mbyte and 10 Mbyte files, the 

mathematical model results show that the file size does not affect the optimal 

frame size. The exception to this is when the files are about 100 Kbytes or 

smaller, which is discussed below. The experiments with a 2 Mbyte file produced 

slightly lower throughput rates than what was achieved with a 5 Mbyte file. 

However, this was expected since the satellite propagation delay for the first frame 

and the frames is the tail of the transmission to reach the receivers naturally has a 

greater affect on the total transmission time with smaller files. Hence, the 

experiments with a 10 Mbyte file produced slightiy better throughput rates than 

the experiments with a 5 Mbyte file. 

The simulations with 2 Mbyte, 5 Mbyte and 10 Mbyte file transmissions 

produced the same throughput variation as the mathematical model computations. 

Regarding the optimal frame size resuhs with the 2 Mbyte and 10 Mbyte 

transmissions, the simulations were consistent with the mathematical model 

results for the 3 receivers and 0.01 Base Error Rate combination. That is, the 

optimal frame size (768 bits—896 bit frames were not simulated) was the same 

for the 2 Mbyte, 5 Mbyte and 10 Mbyte transmissions. However, the simulations 

witii 6 receivers and a 0.001 Base Error Rate, resuhed with tiiree different optimal 
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7 EXPERIMENTATION AND RESULTS ANALYSIS 

frame sizes for the three file sizes. The initial 5 Mbyte file transmission resulted 

with an optimal frame size of 1,280 bits (model S3-001-160); it was explained 

above tiiat the model S3-001-160 had a very favourable run with enors. The 

conesponding 2 Mbyte and 10 Mbyte file transmissions resulted with optimal 

frame sizes of 1,536 and 2,048 respectively. These two frame sizes were the 

nearest frame sizes simulated either side of the optimal frame size (1,792 bits) 

derived by the mathematical model for the 6 receivers and a 0.001 Base Error 

Rate combination. Therefore, this result is not surprising, and simply, one model 

had a better mn with enors with a 2 Mbyte file transmission, and the other model 

had a better run with the 10 Mbyte file transmission. 

With files smaller than about 100 Kbytes, the propagation delay for the 

frames in the tail of the transmission has a much greater effect on the transmission 

time. Therefore, with small files, in most cases it works out more economical to 

use smaller frames. This is because the lower FER reduces the number of frames 

sent in the tail of the transmission, and thus, reduces the effect of the satellite 

propagation delay. The tail of the transmission refers to the concluding part of the 

transmission where the sender has idle periods between each of the frames 

transmitted. The differences in optimal frame sizes for 100 Kbyte and 5 Mbyte 

files for the extreme Network Size and Base Error Rate combinations are shown in 

table 7.3. 

Table 7.3. Optimal frame sizes for 100 Kbyte files. 

Network 

Size 

3 

3 

12 

12 

Base Enor 

Rate 

0.01 

0.0001 

0.01 

0.0001 

Optimal Frame Size (bits) 

100 Kbyte File 

512 

7,808 

640 

3,712 

5 Mbyte File 

896 

7,936 

640 

3,840 
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7 EXPERIMENTATION AND RESULTS ANALYSIS 

The transmission efficiency is maximised with the use of an optimal frame 

size, and obviously, the greater the deviation from the optimal frame size tiie 

lower the efficiency gets. If the frame size is too small then the frame overheads 

(frame headers) are more influential. If the frame size is too large then the frame 

enor rate increases, which in tum increases the retransmission requirements. 

Figure 7.5 shows the effects of deviating from the optunal frame sizes for four 

Network Size and Base Error Rate combinations: 

• 3 receivers and a 0.01 Base Error Rate; 

• 12 receivers and a 0.01 Base Error Rate; 

• 3 receivers and a 0.0001 Base Error Rate; and 

• 12 receivers and a 0.0001 Base Error Rate. 

In analysing figure 7.5, it can be seen that the two lines that are based on a 

0.01 Base Error Rate (lines c and d) curve downward more sharply than the two 

lines that are based on a 0.0001 Base Error Rate (lines a and b). The sharper line 

curvature of lines c and d indicates that the frame size has a greater influence on 

the effective throughput when the enor rate is high. This is confirmed by figure 

7.6, which shows how deviation from the optimal frame size effects the 

throughput. The achievable throughput represents the throughput as a percentage 

of the throughput achieved with an optimal frame size. Figure 7.6 also shows that 

the Network Size does not greatly influence the effect of a non-optimal frame size 

on the performance. The exception is with the 12 receivers and 0.01 Base Error 

Rate combination (line d) for frame sizes that are more than six times larger than 

the optimal. From figure 7.5 and figure 7.6, it can be concluded that a firm 

sfrategy for the selection of the frame size is required only if the enor rate is high. 

If the enor rate is low, then the performance is not greatly reduced unless a very 

small frame size is used. With low enor rates, the optimal frame sizes are large to 

begin with, and it is not likely that anyone would use frames sizes large enough to 

reduce the fransmission efficiency substantially. The effect that non-optimal 

frame sizes have on the RPC (Remote Procedure Call) and TCP protocol 

performance is given in [25]. 
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Figure 7.5. Throughput for non-optimal frame sizes. 
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Figure 7.6. Non optimal frame size effect on throughput. 

Considering that the lowest Base Error Rate used by the experiments in 

tills thesis was 0.0001, which is equivalent to a BER of 2.3 x 10 •* and still quite 

high, tiie optimal frame sizes should generally be large. RSBT has an advantage 

over otiier protocols in that it is not restricted in its selection of frame sizes. For 
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example, TCP is restricted to a maximum packet size of 1024 bytes [52]. The 

RPC protocol is basically restricted to a maximum packet size of 960 bytes 

because the processing overheads for larger packets reduce the throughput [25]. 

While Novell's Burst Mode Protocol packet size may be up to 1500 bytes, but it 

uses the Intemet Packet Exchange protocol, which has a maximum packet size of 

512 bytes [20]. However, in many cases, there may not be much advantage in 

maximising the frame size just because the enor rate is low. For example, model 

M12-0001-480 had a throughput of 1,889,692 bps (see table 7.2) and the frame 

header represented only 3.3% of frame length. If the enor rate were to decrease, 

the throughput would increase simply because of the reduced retransmissions. 

The throughput could be further improved by increasing the frame size to the 

optimal size for the new enor rate. The larger frame size would reduce the 

already small frame overheads, but this would be counteracted to a large degree by 

the increase in the FER. Therefore, a frame size between say 4096 and 8192 bits 

(512 and 1024 bytes) would be a good choice because it would still perform well 

with low enor rates, and if the enor rate suddenly increased then the effect on the 

throughput would not be as great. 

7.3.2 Throughput 

For the system configuration that the RSBT protocol was developed for 

(see figure 3.1), the most important factor is the effective throughput; reliability is 

taken for granted—a conventional Reverse Enor Control method is used. The 

RSBT experiments produced very good throughput results. In the worst case, as 

shown in table 7.1, model S12-01-064 produced a throughput of 1,081,380 bps, 

which is better than all the results found in the literature, involving various 

protocols in point-to-point satellite transmission. 

The throughput results for experiments with 5 Mbyte files, shown in tables 

7.1 and 7.2, ranged from 1,081,380 bps with model SI2-01-064 to 1,957,678 bps 

witii model M3-0001-992. This throughput range franslates to a transmission 

efficiency range from 52.8% to 95.6%. All tiiroughput results for tiie 5 Mbyte file 

fransmissions are shown in figure 7.7, which highlights two facts. First, tiie 
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throughput difference between the three network sizes is greater when tiie enor 

rate is high. This is expected purely because of the greater retransmission 

demands with a larger network. Note also that the larger network sizes resulted 

with smaller optimal frame sizes. The smaller optimal frame sizes reduce the 

frame enor rate and thus the number of retransmissions that are required, but they 

increase the influence of the frame overheads. And second, the throughputs for all 

three network sizes are close to peak performance at a Base Error Rate of 0.0001, 

which is equivalent to a 2.3 x 10 '̂  BER. Thus, RSBT does not require the enor 

rate to be very low to get good performance. 

Throughput 
Kbps 

2,000 

3 Receivers 

6 Receivers 

12 Receivers 

0.0001 0.0005 0.001 0.005 0.01 

Base Error Rate (In Scale) 

Figure 7.7. Throughput results. 

The RSBT throughput results for tiie 2 Mbyte files are not much lower than 

that for 5 Mbyte files. Table 7.2 shows that model M3-01-112 had a throughput 

of 1,370,667 bps with a 2 Mbyte file, which is 3.8% less than the 1,424,650 bps 

achieved with a 5 Mbyte file. While Model M6-001-224 had a tiiroughput of 

1,732,625 bps with a 5 Mbyte file and 1,705,390 bps with a 2 Mbyte file, which is 

1.6% lower. Table 7.2 also shows that the 10 Mbyte transmissions produced 

higher throughput rates tiian the 5 Mbyte fransmissions: 1.2% higher for model 

M3-01-112 and 0.5% higher for model M6-001-224. 
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Transmission of smaller files will always resuh in a lower tiiroughput. 

This is because the satellite propagation delay for the first frame, and for frames in 

the tail of the fransmission, represents a larger proportion of the fransmission time 

(see figure 7.8 and figure 7.9 in section 7.3.3). Table 7.4 compares tiiroughput 

results of 100 Kbyte and 5 Mbyte transmissions for the same four Network Size 

and Base Error Rate combinations shown in table 7.3. 

Table 7.4. Throughput results for 100 Kbyte transmissions. 

Network 

Size 

3 

3 

12 

12 

Base Enor 

Rate 

0.01 

0.0001 

0.01 

0.0001 

Throughput (bps) 

100 Kbyte File 

700,689 

1,148,885 

586,379 

1,141,683 

5 Mbyte File 

1,424,650 

1,957,678 

1,088,652 

1,889,692 

RSBT has the option of using pre-emptive refransmission to improve 

performance with small files. That is, when the sender has transmitted all of the 

frames in the queue and becomes idle, it may start retransmitting frames while it is 

awaiting acknowledgments; the pre-emptive retransmission would use the round 

trip time to determine which frames may still be negatively acknowledged. With 

very small files, pre-emptive retransmission could result in the file being 

transmitted multiple times before the sender has received any acknowledgments. 

The performance of TCP and tiie Burst Mode Protocol is also affected by 

the satellite propagation delay in the same way that RSBT's performance is 

affected. The problem is compounded for TCP because it uses a slow-start 

algoritiim [24],[25], which slowly increase the number of acknowledgments tiiat 

can be outstanding. Thus, tiie TCP throughput is greatly restricted in the early 

stage of the fransmission, and tiierefore, TCP perfonns very pooriy witii files that 

are smaller than 100 Kbytes. Results in [24] show that witii 100 Kbyte files, TCP 

has a tiiroughput of approximately 170 Kbps using a window size of 64 Kbytes; 
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TCP approaches its peak performance with files larger than 500 Kbytes [24]. The 

Burst Mode Protocol also uses an algorithm similar to the slow-start algoritiim 

used by TCP, and thus, performs pooriy with small file transmissions [6],[20]. In 

fact, resuhs in [6] show that TCP and the Burst Mode Protocol have identical 

performance for files up to 100 Kbytes; the Burst Mode protocol also approaches 

peak performance with transmissions larger than 500 Kbytes [6]. 

Experiments in [24],[25], which used TCP/IP over a satellite link, 

produced throughputs peaking at approximately 300 Kbps, regardless of the 

channel speed. The main causes for the limit in the TCP throughput were said to 

be the windowing flow control mechanism and the slow start algorithm [24],[25]. 

Hence, TCP/IP in a modified form, a larger window, increased the throughput to 

the proximity of 500 Kbps [24],[25]. Better resuhs were achieved by two other 

protocols. The first, a Quick File Transfer Protocol (QFTP), produced a 

throughput of 910 Kbps over a 2 Mbps satellite channel [25]. QFTP used the User 

Datagram Protocol (UDP) with a large window size and a Go-back-N recovery 

protocol, over a predominantiy enor free channel [25]. The second, Novell's 

Burst Mode Protocol, had a throughput of 2.4 Mbps over a 10.4 Mbps satellite 

channel [6]. All of the resuhs quoted from [6],[24],[25] were based on very low 

enor rates and point-to-point transmissions. In contrast, the experiments with the 

RSBT protocol were based on high enor rates and broadcast transmissions. 

TCP experiments over a satellite link in [28] produced far better results 

than the experiments discussed above. One experiment in [28] used of a link layer 

protocol (with Selective Repeat retransmission) to shield TCP from the satellite 

link, resulting in a throughput of 1.22 Mbps. A throughput of 1.1 Mbps was 

achieved by another experiment in [28], which split the TCP transmission into 

three parts: local fransmission on the sending network, satellite transmission, and 

local fransmission on the receiving network. Recall from section 3.3.1 that the 

RSBT protocol is also used in a three-step transmission. The experiments m [28] 

were based on an 8 Mbyte file transmission, a 2 Mbps satellite channel and a BER 

of 1.9x10-*. 
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The experiments that used a 0.0001 Base Error Rate, which is equivalent 

to a BER of 2.3 x 10•̂  can be compared to the performance results in [28]. 

However, note that the throughput results given in this thesis are for the satellite 

transmission only. Therefore, to calculate the end-to-end throughput a portion of 

the TCP transmission time on the sending LAN would have to be added to tiie 

RSBT transmission time. Only a portion of the TCP transmission time would be 

included in the calculations because RSBT can start transmitting frames over the 

satellite link as soon as enough data for one frame has been received over the 

LAN. Therefore, the end-to-end throughput would not be much lower than the 

satellite link throughput. The end-to-end throughput calculations should not 

include the receivers' TCP transmission time over the LAN because it does not 

involve the sender or affect the senders throughput capacity; while the receivers 

are transmitting data over the LAN, the sender can start a new file transfer over 

the satellite. If the complete end-to-end transmission time (and throughput) is 

desired, then the transmission time is augmented by the time required to transmit 

half the file over a receiving LAN. The TCP transmission is halved because 

statistically, on average, the last frame to be retransmitted is the frame in the 

middle of the sequence (see equations (5.12), (5.13) and (5.14). Therefore, 

because receivers can commence the transmission of TCP packets (in sequence) as 

frames arrive over the satellite link, half of the file would have been sent over the 

LAN by the time the final frame is received over the satellite. 

One reason for the RSBT protocol's good performance is the use of 

generally large frames, which minimises the frame overheads. In the worst case, 

model SI 2-01-64 had a frame header that made up 25% of the frame. Conversely, 

model M3-001-992 had a frame header that made up only 1.6% of the frame. 

However, the main reason for RSBT's good performance is the contmuous 

transmission; RSBT does not use flow control (see section 3.5), and thus, it does 

not stop to wait for acknowledgments. Therefore, the satellite propagation delay 

does not affect the RSBT performance in tiie same way that it affects the 

performance of TCP and other protocols. 
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7.3.3 Satellite Link Utilisation 

There is a strong conelation between the satellite link utilisation and the 

protocol performance; this has been illustrated in [25]. Basically, a good 

tiiroughput is not possible without a high satellite link utilisation. The RSBT 

protocol does not use any flow control, and thus, has a very high link utilisation. 

In fact, the simulation plots have shown the link utilisation to be at 100% for most 

of the transmissions. The high satellite link utilisation indicates that the satellite 

propagation delay has little effect on the throughput for large files. 

Figure 7.8 shows the satellite link utihsation for model S6-005-128 with a 

5 Mbyte file; other models differed slightly only in the way that the link utilisation 

tapered off in the tail of the transmission. As shown in tables 7.1 and 7.2, most of 

the experiments had a satellite link utilisation between 97% and 99%, except 

models S3-01-96 and M3-01-112 which drooped to about 94% for 2 Mbyte files. 

The link utilisation results derived by the mathematical model for the 100 Kbyte 

transmissions (shown in tables 7.3 and 7.4), dropped to between 51% and 60%. 

The much lower link utilisation for smaller files was confirmed by re-simulating 

model S6-005-128 with a 100 Kbyte file; the satellite link utilisation is shown in 

figure 7.9. By comparing figure 7.8 and figure 7.9, it is clear that the propagation 

delay has a much greater effect on the transmission of small files; this was 

explained in section 7.3.2. Model S6-005-128 took 28.399 seconds to transmit the 

5 Mbyte file, and the link utilisation started to drop off sharply at 27.832 seconds 

which was 0.567 seconds before completion; the exact times were provide by the 

Network II.5 analysis tools. While with the 100 Kbyte file, model S6-005-128 

took 1.295 seconds to complete the transmission, and the link utilisation started to 

drop off sharply at 0.507 seconds which was 0.688 seconds before completion. 

These results show that the throughput drops off drastically in the tail of the 

fransmission for all file sizes, but the tail represents a much bigger proportion of 

tiie fransmission with small files. The experiments with the 100 Kbyte files were 

not part of the main experimentation objectives, and thus, were not included in the 

results given in Appendix B and Appendix C. 
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Figure 7.8. Satellite link utilisation for model S6-005-128 with a 5 Mbyte file. 
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Figure 7.9. Satellite link utilisation for model S6-005-128 with a 100 Kbyte file. 
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1.3A Retum Traffic 

In providing reliability to a broadcast transmission, there must be some 

concern about the sender's incoming traffic, i.e. acknowledgments, which were 

simulated as 80 bit frames. Figure 7.10 shows the RSBT retum traffic that was 

derived by the mathematical model for the 0.01 and 0.0001 Base Error Rates with 

optimal frame sizes. The retum traffic results for all Network Size and Base Error 

Rate combinations (with optimal frame sizes) obtained by the mathematical model 

and the simulations, are given in tables 7.1 and 7.2 respectively; the frill results are 

given in Appendix B and Appendix C. Figure 7.10 shows that in the worst case— 

the 12 receivers and 0.01 Base Error Rate combination—^the peak retum traffic 

rate was 151 Kbps. Recall from section 7.2, that the lowest Base Error Rate 

expected is 4.3 x 10"̂  (10"* BER), so this volume of retum traffic for 12 receivers 

would be very rare. The use of non-optimal frame sizes does not greatly affect the 

retum traffic volume, particularly the peak retum traffic; this can be verified by 

analysing the results in Appendix B and Appendix C. 

The results show that the retum traffic should not produce any congestion 

at the sending site, and that much larger networks can be served by the RSBT 

protocol before a bottleneck is encountered. 
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Figure 7.10. Return traffic. 
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7.4 Conclusion 

This chapter presented the experimentation plan and an analysis of the 

resuhs. The experiment plan, which was outlined in section 7.2, minimised tiie 

number of experiments that had to be canied out, yet satisfied the experimentation 

objectives, which were given in section 6.3. The mathematical model results are 

more accurate than the simulation resuhs because the mathematical model 

computations were mn with frame sizes of all multiples of 128; the simulations 

were mn with a selected subset of frame sizes. Furthermore, the simulations used 

some degree of randomness in the selection of certain events, while the 

mathematical model used precise expected values, which provided consistency 

between experiments. However, in most cases there is only a minor differences in 

the results produced by the mathematical model and those produced by the 

simulations, i.e. throughput, satellite link utilisation and retum traffic. 

The optimal frame sizes that were derived by the experiments are generally 

quite large, resulting in low frame overheads. The experiments with the lowest 

Base Error Rate—0.0001—^resulted in the transmission efficiency approaching its 

peak. This indicates that there would not be much advantage in using frame sizes 

larger than 1,024 bytes even if the enor rates is lower; trying to keep the frame 

size as close as possible to the optimal all of the time would require continuous 

monitoring of the channel enor rates. The file size does not affect the optimal 

frame size directiy. This however, is not tme when very small files are 

transmitted, because the effect of the satellite propagation delay does force the 

optimal frame sizes dovm. 

The throughput resuhs are very high. This is because the RSBT protocol 

was tailored for satellite transmission, and thus avoids procedures that hinder 

performance over long delay links. The good performance can be atttibuted to 

tiiree main factors: low frame overheads; the use of Selective Repeat 

retransmission; and most importantly, the removal of flow confrol. It should be 

noted tiiat the RSBT throughput results are not end-to-end results; tiiey represent 

tiie tiiroughput for the satellite hop only. However, RSBT can start fransmitting 
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frames over the satellite link as soon as enough data for one frame has been 

received over the LAN. Therefore, the end-to-end throughput would not be much 

lower than what is shown in tables 7.1 and 7.2. The throughput calculations 

should not include the receivers' LAN transmission time because, as explained in 

section 7.3.2, it does not affect the sender in any way. 

High throughput over a satellite link is not possible without high link 

utilisation. The RSBT link utilization is very high because flow control was not 

incorporated into the protocol. 

The retum traffic rates produced by the RSBT protocol are reasonably low; 

except for the Acknowledge All Frames acknowledgment protocol. Low retum 

traffic rates was a design objective for the RSBT acknowledgment protocols, 

which will allow the RSBT protocol to service much larger networks than the 12 

receivers used in these experiments. 
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8.1 Thesis Summary 

This thesis has presented the research canied out to formulate the RSBT 

protocol and analyse its performance. Figure 8.1 shows each stage of the RSBT 

protocol development and the information flow that linked and ordered each of 

these stages. 

The need for the RSBT protocol came from Australia's Bureau of 

Meteorology, who disseminate data to multiple receivers nation-wide on a regular 

basis. Thus, the aim of the thesis was based on the Bureau's problem definition 

and requirements. Once the thesis aim was defined, a literature review was 

carried out to see what research has already been done in the area of reliable 

broadcasting/multicasting over a satellite link and on tenestrial networks. The 

literature review was also canied out to uncover shortcomings and good features 

of existing protocols, such as TCP and NETBLT, when used for point-to-point 

satellite communication. Using the information gathered from the literature, the 

RSBT protocol procedures were formulated. The RSBT protocol development 

was completed by formally specifying and verifying the protocol with SDL. 

To evaluate the RSBT protocol, a mathematical model and a simulation 

model were developed and experimented with. The mathematical model results 

and the simulation results were analysed, compared against each other, and 

compared against results of protocols used for point-to-point satellite 

fransmission. Finally, conclusions were drawn; these are given in Chapter 9 along 

with a discussion on future research. 

The following seven sections discuss the main points of each stage of the 

RSBT protocol development and evaluation. 
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Chapter 1 
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Discussion 

Chapter 9 
Conclusion and Future Research 

Figure 8.1. Thesis structure and information flow. 
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8.2 Thesis Aim 

The aim of this thesis was to develop a protocol that can deliver data 

reliably to multiple receivers over a satellite link (see section 1.1). Surprisingly, 

very little work has been done in this area. Therefore, the development of the 

RSBT protocol was an ideal thesis topic. The research objectives, which 

expanded on the aim (see section 1.1), were designed to ensure that the RSBT 

protocol was efficient and semantically conect, and that suitable experimentation 

resuhs could be obtained for comparison against results (in the literature) obtained 

by other protocols. 

8.3 State of Play 

As mentioned in section 1.1, the Australian Bureau of Meteorology 

requires a suitable protocol for reliable satellite transmission to multiple receivers 

(broadcasting). A reliable broadcasting protocol in its self is not sufficient. The 

protocol must also be efficient - more efficient than the cunent method. A 

literature survey did not uncover any existing reliable broadcasting/multicasting 

protocol (until recently). Moreover, protocols that are commonly used for reliable 

point-to-point communication, such as TCP, are very inefficient when used over a 

satellite link. 

Some protocols such as HDLC cater for broadcast'multicast addressing, 

but when a group address is used, the transmission reliability procedures are 

disregarded. Similarly, the Multicasting Backbone (RFC 1112) [9], [53], does not 

provide reliability to a multicast transmission either. Research presented in [33] 

described three methods for multicasting across an ATM networks. Two of these 

methods were reliable, albeit not ideal. The three methods of muhicasting 

presented in [33] are as follows: 

1. Separate Addressing. This method is nothing more than multiple 

unicast transmissions. The efficiency of this method rapidly 

diminishes as the number of receivers increases. 
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2. Multicast Tree. This method reduces much of the sender's workload. 

The sender transmits data only to a few receivers. Each of those 

receivers then transmits the data to a few other receivers, and so on 

until all receivers have been covered. This method, like separate 

addressing, provides reliability, but is much more efficient when a 

large number of receivers are involved. 

3. Hardware Delivery. This method uses a switch to deliver data to all 

receivers simultaneously. This method is of course the most efficient, 

but provides no reliability. 

The Canadian Meteorological Centre has implemented a system very 

similar to the proposed system configuration shovm in figure 3.1. However, 

reliability procedures are not built into the protocol used there. Instead, 

retransmission requests are made by automatic email, triggered by a user who 

spots the enor [11]. 

Some interesting research on methods for improving the TCP performance 

over a satellite link has been presented in [28]. Three basic methods were 

described. These are, in ascending order of performance improvement, as follows: 

1. End-to-End Proposals. With this method, TCP uses selective 

acknowledgment to recover from multiple packet losses in a window, 

without resorting to a course time-out. In addition, an Explicit Loss 

Notification mechanism allowed the sender to distinguish between 

congestion losses and other forms of losses. 

2. Split-Connection Proposals. This method completely hides the 

satellite link from the sender by terminating the connection at the 

satellite base station. This allows another (more efficient) protocol to 

be used over the link. 

3. Link-Layer Proposals. This approach hides most of the link related 

losses from the sender by using local retransmission and perhaps 

Forward Enor Conection. 
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It was stated above that a protocol for reliable broadcasting/multicasting 

was not found in the literature. However, this is no longer tme. Several protocols 

for reliable multicasting and related research have appeared in the literature 

recently [54],[55],[56],[57],[58],[59]. These protocols have concentrated on 

transmission across tenestrial network, but are still very interesting and will be 

reviewed when further research is done with the RSBT protocol. 

8.4 System Configuration 

The ideal system configuration, as depicted in figure 3.1, includes a 

satellite interface on each LAN. The transmission procedure is similar to the split-

connection approach outlined in section 8.3. That is, data is sent to the sending 

satellite interface using FTP/TCP. The sending satellite converts the FTP packets 

to RSBT frames (see section 3.3.3) and sends them across the satellite. Finally, 

each receiving satellite interface converts the frames back to FTP packets and 

sends the data to the appropriate node on the network using TCP. 

The Australian Bureau of Meteorology uses their supercomputer to 

generate the files that are to be broadcast. Therefore, although the link-layer 

approach mentioned in section 8.3 produced the best results, h would seem logical 

for the satellite broadcasting to be performed by another node (a satellite interface) 

on the LAN. The supercomputer could not disregard other computing 

requirements each time a file needs to be disseminated. Thus, the broadcast 

transmission performance would suffer. Moreover, it is assumed that the split-

connection approach, outlined in section 8.3, does not begin the satellite 

transmission until the TCP transmission across the LAN has been completed. 

Otherwise, the split-connection approach would be more efficient. As stated in 

section 3.2, RSBT may begin transmission across the satellite link as soon as 

enough data for one frame has been received by the sending satellite interface. A 

satellite interface is also used on each receiving LAN, mainly to cater for the 

continuous incoming sfream of data. The receiving satellite interfaces also 

sfreamline tiie acknowledgment process, and remove the need for additional 

RSBT implementations—because FTP/TCP is used across the LANs. 
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8.5 RSBTFeatures 

RSBT was designed not only for reliable broadcast transmission, but also 

for efficient transmission over a satellite link with minimal retum traffic. The 

following five subsections discuss the RSBT features that enabled these goals to 

be realised. The complete RSBT procedures are given in chapter 3. 

8.5.1 Session Checking 

As stated in section 3.5.1, the communication channel session check is 

optional. In most cases, the session check would not be necessary, and in some 

cases, it could even cause unnecessary long delays. RSBT deals with multiple 

receivers and it is not likely that all receivers will lose their reception at the same 

time. Therefore, unlike point-to-point communication, the transmission is never 

likely to be a complete waste of time. Moreover, if a receiver regains its session 

part way through the broadcast, it simply sends the appropriate NAKs. A session 

check may be suitable for small networks—say two or three receivers—or for 

networks where all receivers are in close proximity, which would be unusual for 

networks involving a satellite link. 

8.5.2 FlowControl 

RSBT does not use any flow control; all frames are transmitted 

contiguously. Without flow control, the affect of the satellite propagation delay is 

all but eliminated. The propagation delay still has a significant affect on small file 

transfers, but this problem can be alleviated to a large degree with pre-emptive 

retransmission (see section 8.5.5). The RSBT protocol does not require any flow 

control because it has been designed for transmission over a dedicated satellite 

link, with no intermediate nodes. Moreover, the 2 Mbps satellite link that RSBT 

has been tailored for, is not fast enough to cause overflow losses. It has been 

shown that flow control greatly inhibits throughput over a satellite link [16],[18]. 

The NETBLT protocol addresses this problem by putting a number of frames into 

a buffer, and transmitting all of the frames in tiie buffer contiguously. While the 

sender is waiting for acknowledgments for one buffer, it begins transmission of 
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another buffer. Thus, the main difference between RSBT and NETBLT is that 

NETBLT splits the file into several pieces (buffers). 

8.5.3 Error Detection 

The RSBT protocol uses one FCS for the frame header and another FCS 

for the frame data; protocols such as NETBLT [7] and ATM [33] also use two 

FCSs. The use of two FCSs allows for a more efficient acknowledgment process, 

particularly in high enor rate scenarios. 

In most cases, the separate CRC for the frame header allows RSBT to send 

a NAKs for a cormpted frame earlier. This is because the frame can be negatively 

acknowledged only if the frame header is intact; if only one CRC is used, then the 

header integrity can not be guaranteed. The advantage of using two CRCs can be 

appreciated by considering the fact that the frame header will, in most case, be 

much smaller than the frame data, and thus, will have a conespondingly lower 

loss rate. The FER for the experiments canied out with optimal frame sizes, 

ranged from approximately 0.003 to 0.07 (see Appendix B and Appendix C). 

While the header enor rate is equivalent to the Base Enor Rate (0.01 to 0.0001). 

Thus, without a frame header FCS, the delays in the transmission of NAKs would 

have a compounding effect for frames lost in the tail of the transmission; this 

could be very significant with high enor rates and small files. 

8.5.4 Return Traffic 

Retum traffic from multiple receivers could easily overwhelm the sender if 

an appropriate method of acknowledgment is not employed. Thus, the RSBT 

protocol was designed with four altematives for the acknowledgment and 

retransmission process (see section 3.5.2). Succinctly, the four altematives are: 

/. Acknowledge All Frames 

2. Acknowledge Last Frame Only 

3. Acknowledge First and Last Frames 

4. Acknowledge Lapse in Transmission 
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Acknowledgment method 1 (Acknowledge All Frames) is based on positive 

acknowledgement, and makes no attempt to minimise the volume of rettim 

traffic—receivers send an ACK for each frame. However, this method is the most 

efficient, and therefore, is suitable for small networks. This method is the most 

efficient because the sender retransmits frames that have not been positively 

acknowledged. Negative acknowledgement is not as efficient for two reasons. 

First, when a frame header is lost, a receiver can not transmit a NAK until another 

frame header is received intact. Therefore, a delay in the transmission is incuned 

if the sender has no other frames to retransmh. And second, the sender must wait 

the round trip time (at least) for a NAK to be received back, before the frame can 

be retransmitted. With method 1, the sender keeps retransmitting all frames still 

awaiting acknowledgement, if there are no other frames to retransmit. 

Acknowledgement methods 2, 3 and 4 were motivated by the need to 

minimise the retum traffic. These three methods are not significantly less efficient 

than method 1, yet they reduce the volume of retum traffic drastically. This is 

because these methods are based on negative acknowledgment and receivers send 

only one ACK when all frames have been received; with method 3, receivers also 

send an ACK for frame one if it is received intact. The retum traffic paucity is 

evident in the results; this can be seen in the summary of the results in tables 7.1 

and 7.2, and in the full results given in Appendix B and Appendix C. Although 

the experiments were based on the Acknowledge Last Frame Only protocol, the 

retum traffic will not differ significantly with methods 3 and 4. 

8.5.5 Retransmission 

The RSBT protocol is based on Selective Repeat retransmission; it also 

employs pre-emptive retransmission to some degree, depending on the 

acknowledgment method used. Selective Repeat is the most efficient 

retransmission technique across a satellite link, and is an obvious choice for 

broadcast fransmission. The way in which Selective Repeat retransmission is used 

by RSBT was motivated by a desire to reduce the effect of the satellite 

propagation delay. 
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Numerous research results in the literature, [18],[37] for example, have 

compared Selective Repeat against Go-back-N retransmission, and concluded that 

Selective Repeat is far superior across satellite links. The reason for this is simple: 

the amount of data in the stream is very large, and thus, Go-back-N retransmits 

large volumes of data for no reason. This has a significant affect on the TCP 

performance when enor rates are high, and renders the protocol basically unusable 

when the BER is greater than 10"̂  [25]. Thus, if the use of Go-back-N 

retransmission can create problems for point-to-point satellite transmission, then 

obviously it can not be used for broadcast/multicast transmission. Figure 3.15 

shows an exaggerated example of a RSBT transmission, highlighting the 

inefficiency of Go-back-N retransmission. 

Although many protocols use Selective Repeat retransmission, RSBT 

differs to other protocols in that retransmissions do not have precedence; frames 

requiring retransmission are placed at the back of the queue. RSBT re-orders 

frames in the retransmission queue as required. NAKs may be received out of 

order due to the varying delays of individual retum links, and because of the delay 

in the transmission of NAKs if the frame header was not received intact. 

Retransmissions are not given precedence because it would seem inappropriate to 

allow receivers with bad reception to delay receivers with good reception; the 

senders transmission time would not be affected either way. 

The acknowledgement methods 1, 3 and 4 mentioned in section 8.5.4, 

allow some pre-emptive retransmission which further improves the RSBT 

performance. Moreover, RSBT has the option of full pre-emptive retransmission, 

regardless of the acknowledgement method, for small file transfers. Full pre

emptive retransmission means that the retransmission of frames is canied out as 

soon as the sender has sent the frames once; very small files could be sent several 

times before and acknowledgements have had the time to anive. Full pre-emptive 

refransmission would greatly improve the RSBT performance with small file 

transfers, which are generally very inefficient across a satellite link [24]. 
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8.6 RSBT Specification and Verification 

Due to the complex nature of todays communication protocols. Formal 

Description Techniques (FDTs) are used to ensure that protocol specifications are 

unambiguous, clear, concise, complete, consistent, tractable, and conformed to. 

There are three main FDTs: SDL, Estelle and Lotos. The RSBT protocol was 

formally specified and verified with SDL, which was an appropriate choice for 

three reasons. First, SDL was developed specifically for communications systems 

and is supported by complete formal semantics [43]. Second, SDL has a graphical 

representation form, which is far easier to leam, use and analyse. And third, a 

CASE tool based on SDL was locally available. 

8.7 Modelling 

The RSBT protocol was evaluated by two methods: a mathematical model 

and a simulation model—^the two models were used to validate each other. To 

create models that are accurate representations of the real system, the two models 

were developed in accordance to a well-defined 10-step procedure [49], which is 

outlined in section 5.1. The assumptions that were made to simplify the 

modelling process were the same for both the mathematical model and the 

simulation model (see sections 4.2 and 5.3). More importantly though, the 

assumptions should not have any significant impact on the accuracy of the 

performance results, even under extreme conditions such as very high enor rate. 

8.7.1 The Mathematical Model 

The mathematical model was developed mainly to produced the expected 

values for the total number of frames transmitted and the total transmission time. 

However, the model consists of many steps, and thus, a detailed breakdown of the 

transmission was available. The model was implemented in a spreadsheet, which 

produced instant results. Thus, the frame sizes used by the mathematical model 

were fine-tuned to obtain accurate optimal solutions. 
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8.7.2 The Simulation Model 

The RSBT protocol was modelled and simulated with the Network 11.5 

package. Although the simulation results were not exactly the same as the 

mathematical model results, they were very similar. 

The Network II.5 package was suitable for modelling the RSBT protocol 

because it was developed specifically for evaluating network designs and network 

applications. The package facilitates detailed specification of processing 

elements, transfer devices and storage devices; software modules are specified at 

an abstract level, which was sufficient. The only shortcoming of the Network II. 5 

package was its inability to number individual frames (messages) for 

acknowledgement purposes. This problem was overcome by using statistical 

expected values obtained from the mathematical model. 

The simulation results differed slightly from the mathematical model 

results. This is because Network II.5 uses a normal distribution for statistical or 

probability related issues such as the frame enor rate. Therefore, two simulations 

with the same parameter settings would produce a different number of 

retransmission and a different transmission time; the mathematical model always 

produces the same expected value. However, when the two models were formally 

validated (see section 5.8), the simulation was repeated six times and the average 

results were very close to the mathematical model results. 

8.8 Experimentation Results 

The RSBT experiments were canied out as planned in section 7.2—the 

results (broadcasting) eclipsed all point-to-point satellite transmission results 

found in the literature. The experiments were based on 15 Network Size and Base 

Error Rate combinations—all combinations of three Network Sizes and five Base 

Error Rates. 

The three Network Sizes used by the experiments were 3, 6 and 12 

receivers. Larger Network Sizes were not used because even with 12 receivers, the 
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simulations were over demanding on the computers RAM, and some of the 

Network II.5 imposed limits created difficulties. An example of a Network II.5 

limit is the maximum number of concunent modules (32,000), which limited the 

number of pending NAKs; the model had to be adjusted to overcome this 

problem. The mathematical model did not have any problem with the computers 

RAM, but larger networks would have increased the model's complexity 

substantially. Furthermore, the experiments were canied out by two methods for 

validation purposes. Therefore, it was desirable that the mathematical model 

experiments minor the simulations. 

The five base error rates used in the experiments ranged from 0.01 to 

0.0001, which is equivalent to a BER range of 2.3 x 10"̂  to 2.3 x 10•̂  The 

expected BER, is in the 10"̂  to 10'* range [25] (see section 7.2). Thus, the RSBT 

experiments were based on high to worse-than-expected enor rates. The selection 

of the base error rate range was motivated by the view that it is more important to 

know how the protocol will perform under bad conditions, rather than good 

conditions. Furthermore, all experiments with the lowest base error rate— 

0.0001—resulted in transmission efficiencies greater than 92%. Therefore, 

reducing the enor rate further would not improve the performance results 

significantly. 

The experimentation results were analysed in four categories: optimal 

frame size, throughput, satellite link utilisation and retum traffic. The following 

four sections discuss the results in terms of these categories. 

8.8.1 Optimal Frame Size 

The frame size can have a significant impact on a protocol's performance. 

If the frame size is too small, then the overheads are high, and if the frames are too 

large, then there are too many retransmissions. Most protocols suffer from the 

former. RSBT does not restrict the frame size in any way, and thus, the optimal 

frame size may to used to get the best possible performance. 
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The experimentation results, which are summarised in tables 7.1 and 7.2, 

show that RSBT frames may be quite large: 7,936 bhs for the 3 receivers and 

0.0001 base enor rate combination. The optimal frame size was reduced to 512 

bhs for the 12 receivers and 0.01 base enor rate combination, which is an extreme 

case. Recall from section 7.2 that the expected base enor rate range is 4.3 x 10"̂  

to 4.3 X lO'l Therefore, for small networks, the optimal frame size will generally 

much larger than the 7,936 bits mentioned above. 

The RSBT frame size must be selected before transmission begins— t̂his 

selection would be based on historical enor rate data. If the enor rate for a given 

satellite link is generally high the frame size should be selected meticulously to 

ensure that it is close to the optimal size. Conversely, if the enor rate is generally 

low—and the optimal frame size is very large— t̂he frame size may be selected by 

less accurate methods (quicker methods). Moreover, it would not be a bad idea to 

use a smaller than optimal frame size for links with low enor rates. The addition 

overheads (header to data ratio) would of course reduce the efficiency. However, 

if the selected frame size is 4 Kbits or higher, the overheads are very small, and 

thus, the performance loss is not great. Furthermore, the effects of the greater 

overheads are negated somewhat by the lower frame enor rate of the smaller 

frames. Further still, if the enor rate suddenly rises, the smaller frame size 

reduces the impact on throughput. 

8.8.2 Throughput 

The RSBT protocol was designed specifically for satellite communication. 

The benefits of tailoring RSBT for a specific environment are evident in the 

performance results. By avoiding the shortcomings of other protocols that are 

used for satellite transmission, the RSBT broadcasting performance surpasses the 

point-to-point transmission performances of all protocols found in the literature. 

The RSBT throughput for the worst case—12 receivers and a 0.01 base 

enor rate—was 1.089 Mbps. While for the best case—3 receivers and a 0.0001 

base enor rate—the throughput was 1.958 Mbps (see table 7.1). Although all of 
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the results found in the literattire were based on point-to-point transmission and 

enor rates lower than the lowest used in the RSBT experiments, they were 

generally far inferior to the RSBT results. Experiments in [28] produced a 

throughput of 1.21 Mbps, which was closer to RSBT's performance than any 

other results found in the literature. These experiments split the TCP transmission 

over a satellite link into three parts. TCP was used on both the sending LAN and 

receiving LAN. While the transmission over the satellite link was canied out by a 

link layer protocol, which shielded TCP from the satelhte link. TCP, when used 

over a satellite link, has a peak throughput of about 300 Kbps [24],[25], 

The RSBT performance is far superior to that of other protocols because 

RSBT was tailored for a specific environment, and thus avoided features that 

inhibit the performance of generic protocols over a satellite link. Briefly, the three 

main reasons for RSBT's high throughput rates are: 

• RSBT does not use any flow control. This is appropriate because 

intermediate nodes were not considered, and because receivers should 

not have any problems with data aniving at 2 Mbps. The poor 

performance of TCP over a satellite link is attributed mainly to the 

flow control window. Hence, much of the research on improving the 

TCP performance over a satellite link revolves around expanding the 

window size [24],[25],[32],[60]. Flow control must be used in most 

networks, and so most protocols incorporate it. However, some 

communication configurations are suitable for continuous 

transmission, and thus, some protocols (e.g. SNR [15]) optionally 

transmit without any flow control. 

• The retransmission is based on Selective Repeat, which is far superior 

to Go-back-N over a satellite link [25],[28],[37]. 

• RSBT frame sizes are not restricted. Therefore, the frame overheads 

can be minimised by using optimal frame sizes. The frame overheads 

obviously approach insignificance once the frames get larger than 

about 4 Kbits. 
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8.8.3 Satellite Link Utilisation 

Transmission efficiency is the measure of throughput against the link 

capacity—high efficiency is dependent on high link utilisation. The RSBT 

protocol maximise the link utilisation, with most of the resuhs falling between 

97% and 99% (see tables 7.1 and 7.2). RSBT can achieve such high link 

utilisation because it does not use any flow control. The poor performance of 

TCP over a satellite link is a legacy of the low link utilisation caused by the flow 

control procedure; of course, the Go-back-N retransmission also inhibits the 

performance significantly. 

8.8.4 Return Traffic 

The use of Reverse Enor Control for a broadcast transmission, can easily 

result in the sender being overwhelmed with acknowledgments—^the larger the 

network, the higher the probability of this happening. Thus, the retum traffic was 

a major consideration in the design of RSBT's acknowledgment protocols. 

As shown in table 7.1, the mathematical model experiment with three 

receivers and a 0.0001 base error rate (best case), produced a peak retum traffic 

of only 387 bps. While the experiment with 12 receivers and a 0.01 base enor 

rate (worst case), produced a peak retum traffic of 150 Kbps. However, recall 

from section 7.2 that the highest expected base enor rate is 4.3 x 10'̂  (10"̂  BER). 

The closest base error rate used by the experiments was 0.005, which with 12 

receivers resuhed in a peak retum traffic of 76 Kbps. Moreover, if a satellite 

service such as Omnicast Digital were used, the FEC would reduce the enor rate, 

and thus, the retum traffic. Also, note that the retum traffic resuhs were based on 

NAKs representing single frames, but NAKs can in fact carry a list of frame 

sequence numbers (this has not be discussed before). Therefore, RSBT can serve 

much larger networks before the retum traffic becomes a problem. 

For networks that are too large to avoid retum traffic bottlenecks, other 

acknowledgement strategies could be implemented. These strategies have been 

left for future research. 
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9.1 Conclusion 

The aim of this research project was to develop a protocol for reliable 

satellite broadcast transmission—RSBT. The protocol was based on the data 

dissemination requirements of Australia's Bureau of Meteorology and Optus 

Communications' Omnicast Digital satellite service. The demand for reliable 

broadcasting/multicasting has grown substantially over the past few years. Hence, 

several protocols have been developed and much research has been published 

recently—^particularly since 1997. However, the new protocols have all been 

designed for transmission across tenestrial links. Therefore, the development of 

the RSBT protocol was a good research topic from two perspectives: the demand 

for such protocols; and the lack of research regarding reliable multicasting over 

satellite links—^while satellites are ideal for point-to-multipoint transmission. 

Most protocols are very generic and may be used across most media. 

However, this portability has a cost in efficiency. Thus, although no literature on 

reliable multicasting/broadcasting was found (in the initial stages of this research 

project), information on several protocols for point-to-point communication was 

invaluable. That is, protocol features that inhibit good performance over a 

satellite link, and features that enhance performance were identified. 

The RSBT design had two main goals: to transmit data across a satelhte 

link efficiently, and to deliver data reliably to muhiple receivers. Thus, the ideas 

gained from the literature review on efficient transmission over a satellite link 

were augmented by features required for reliable point-to-multipoint transmission. 

The acknowledgment process received special consideration because of the retum 

traffic significance in point-to-multipoint communication. Four acknowledgment 

methods were developed to cater for various communication demands. 
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The RSBT protocol procedures were fomially specified and verified with 

SDL. SDL is an FDT developed specifically for communications systems and is 

supported by complete formal semantics. SDL is commonly used in the 

telecommunications industry and is supported by many CASE tools. Thus, the 

use of SDL was most appropriate. 

The evaluation of the RSBT protocol was carried out by two methods: a 

mathematical model and a simulation model. The mathematical model provided 

expected values for the transmission volume—including retransmission—and the 

total transmission time. The RSBT protocol operation is reasonably simple and so 

the mathematical model did not require any significant assumptions. Therefore, 

the mathematical model is reasonably straightforward and does not suffer under 

extreme parameter values. 

The simulation model was developed so that the RSBT performance could 

be evaluated by a second method. Although the simulation model used a few 

statistical values that were derived by the mathematical model, the two models are 

intrinsically different. Thus, the two models creditably validated each other's 

resuhs. The Network II.5 simulation tool employs an element of randomness and 

so the results are different for each simulation. Therefore, the mathematical 

model provides more accurate (consistent) results. However, the simulations 

provided more confidence in the results because the simulation tool facilitates 

very detailed hardware specification; the software components of the simulation 

models were small, and thus easily traced (checked). 

The experimentation results showed that RSBT performs substantially 

better than any other protocol (found in the literature) over a satellite link. 

RSBT's performance is even more noteworthy because it was compared against 

point-to-point performances of otiier protocols—no reliable satellite broadcasting 

experiments were found in the literature. RSBT's good perfomiance is attributed 

to three main features: the continuous transmission (no flow control); the 

Selective Repeat refransmission; and the use of optimal frame sizes. 
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In conclusion, not only did this research project successfiilly develop tiie 

RSBT protocol, it developed a protocol that is extremely efficient—highlighting 

the benefits of tailoring RSBT specifically for satellite transmission. 

9.2 Future Research 

The RSBT protocol has been designed, verified and evaluated—with very 

good results. However, because RSBT was designed for a specific environment, 

and because of the time limitation, some issues have been left for future research. 

These include: 

• Protocol conversion. The FTP to RSBT conversion—and back to 

FTP—was described in section 3.3.3. However, further research 

should be canied out to explore possible protocol conversion 

altematives and conversion from other protocols used on LANs 

• Transmission of multiple files. The satellite propagation delay 

renders small file transmissions inefficient, particularly if the files are 

smaller than 100 Kbytes (see section 7.3.2). This inefficiency could 

cause major delays in scenarios where many small files are queued for 

transmission. Therefore, future research should include investigation 

into possible methods of sending several files (bundled) as a single 

transmission. 

• Multicasting. The RSBT protocol was developed for reliable 

broadcasting, and although the File ID (in the frame headers) 

facilitates multicasting, it is limited. Therefore, if RSBT is to cater for 

complex multicasting scenarios, particularly if it involves receivers 

from other organisations, then several issues must be addressed. For 

example, is the File ID sufficient (or appropriate); how will enor 

recovery be handled if there are many receivers; how will a 

transmission session begin; etc. However, it may be better not to 

expand the RSBT capabihties, because h may reduce the protocol's 

efficiency! 
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• Operation on large networks. The experiments that were carried out 

in this research project involved a maximum of 12 receivers. 

Although the performance resuhs were very good, they are incomplete 

for large organisations such as shopping chains or car dealers. 

Therefore, further research is required on broadcasting to a large 

number of receivers. Three specific topics for fiirther research in this 

area are: 

• Network size limitations. This would involve RSBT 

experiments with large networks to determine the number of 

receivers that the RSBT protocol can serve under various enor 

rates. The throughput and the sender's processing requirements 

may be two metrics, but certainly, the most important measure 

would be the volume of retum traffic. 

• Group acknowledgments. The main problem with large 

networks is that the sender may be overwhelmed with retum 

traffic—^not to mention congestion problems on the retum links. 

The retum traffic problem could be largely alleviated if receivers 

were to send acknowledgments as groups. That is, all receivers in 

a group would send acknowledgments to a designated member, 

which would send the acknowledgments to the sender without any 

duplication. 

• Proxy-senders. This would be an extension to the group 

acknowledgment proposal (above) in that the designated member 

of each group would be a proxy-sender. That is, these receivers 

would not only be responsible for the group's acknowledgments, 

but would also perform the required retransmissions within the 

group. The proxy-senders would send NAKs as normal for 

frames that they did not receive, and these frames would be 

retransmitted over the satellite link. Thus, receivers could get 

their retransmissions either across the satellite link or from the 

proxy-sender. 
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APPENDIX A. SDL SPECIFICATIONS 

This Appendix presents the SDL specifications for the RSBT protocol. An 

explanation of the specifications was given in Chapter 4. 
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SYSTEIVI RSBT; 1(1) 

SYNTYPE ID = 
NATURAL 

ENDSYNTYPE ID; 

SYNTYPE SEQ_NUM = 
NATURAL 

ENDSYNTYPE SE(i_NUM; 

SYNTYPE MORE_DATA = 
BOOLEAN 

ENDSYNTYPE MORE_DATA; 

SYNTYPE DATATYPE = 
CHARSTRING 

ENDSYNTYPE DATATYPE; 

SYNTYPE NUM.FRAMES = 
NATURAL 

ENDSYNTYPE NUM_FRAMES; 

NEWTYPE PACKET STRUCT 
SeqNum SEQ_NUM; 
More MORE_DATA; 
Data DATATYPE; 

ENDNEWTYPE PACKET; 

SIGNAL 
IdNum(ID), 
NumFrames(NUM_FRAMES), 
SendThis(DATATYPE), 
Receive(PACKET), 
Give(SEQ_NUM); 

Icive J 
CI 

IdNum, 
NumFrames, 
SendThis 

C2 

IdNum, 
Receive 

BROADCAST 
C3 

IdNum, 
Receive 

C4 

IdNum, 
Receive 
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BLOCK BROADCAST; 1(2) 

SYNTYPE SIZE = 
NATURAL 

ENDSYNTYPE SIZE; 

SYNTYPE FCSH = 
NATURAL 

ENDSYNTYPE FCSH; 

SYNTYPE FCSD = 
NATURAL 

ENDSYNTYPE FCSD; 

NEWTYPE FRAME STRUCT 
Id ID; 
SeqNum SEQ_NUM; 
Len SIZE; /*Data len*/ 
More M0RE_DATA; 
SumH FCSH; 
Data DATATYPE; 
SumD FCSD; 

ENDNEWTYPE FRAME; 

NEWTYPE ACK STRUCT 
Id ID; 
SeqNum SEQ_NUM; 
Ok BOOLEAN 

ENDNEWTYPE ACK; 

SIGNAL 
Frame (FRAME), 
Ack (ACK), 
Resend (SEQ_NUM), 
IniPID (PID), 
Next, 
Done; 

This diagram is part 
of the diagram on 
page 2 (2); it was 
separated for clarity. 

l^niPIDj 

PROC_ACK 
(0,1) 

IPA 
[TniPIDj 

INITIALISE 
(1.1) IR3 

RECl (0, 1) 

[iniPIDj 

IR2 

[TniPID] RECS (0, 1) 

REC2 (0, 1) 
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ci 

BLOCK BROADCAST; 2(2) 

Frame, 
Done 

Icive J 

RECl (0, 1) RIE 

IdNum, 
Receive 

•C2 

TRl 
RIPA 

ET 

IdNum, 
NumFrames, 
SendThis 

TRANSMIT 
(0,1) 

Resend, 
Done 

IdNum, 
NumFrames, 
Next 

Ack, 
Done 

TPA 
PROC_ACK 

(0,1) 

Frame, 
Done 

TR3 

REC3(0, 1) 

Ack, 
Done 

TR2 
Frame, 
Done 

R2PA 

REC2 (0, 1) 

R3PA 

R3E 

Ack, 
Done 

R2E 
•C3 

IdNum, 
Receive 

IdNum, 
Receive 

•C4 
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PROCESS INITIALISE (1, 1); 

FPAR En PID; /*Environment*/ 

SYNTYPE INDEX 1 = 
NATURAL 
CONSTANTS 1:5 

ENDSYNTYPE INDEX 1; 

NEWTYPE PID_ARRAY 
ARRAY(PID,INDEX1) 

ENDNEWTYPE PID_ARRAY; 

DCL 
PIDArray PID_ARRAY; 

TRANSMIT(En) 

PIDArray(l) 
:= OFFSPRING 

PROC_ACK(En) 

PIDArray(2) 
= OFFSPRING 

RECl (En) 

PIDArray(3) 
= OFFSPRING 

REC2(En) 

PIDArray(4) 
:= OFFSPRING 

REC3(En) 

PIDArray(5) 
:= OFFSPRING 

PIDArray(2 
to 

PID Array (1 

PIDArray(3 
to 

PIDArray (1 

PIDArray(4 
to 

PID Array (1 

1 ( 1 ) 

PIDArray(5 
to 

PID Array (1 

PID Array (1 
to 

PIDArray(2 

PIDArray(2 
to 

PIDArray(3 

PIDArray(2 
to 

PIDArray(4 

PIDArray(2 
to 

PIDArray(5 

X 
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PROCESS TRANSIVLIT (0, 1); 1(4) 

FPAR En PID; /*Environment*/ 
DCL 

Id ID, 
SeqNum SEQ_NUM, 
Len SIZE, 
More MORE_DATA, 
SumH FCSH, 
Data DATATYPE, 
SumD FCSD, 
Last NATURAL, 
Fr FRAME, 
ProcAck PID, 
Reel PID, 
Rec2 PID, 
Rec2PID; 

AwaitPIDl 

IniPID 
(ProcAck) 

AwaitPID4 

IniPID 
(Rec3) 

Awaitid 

IdNum(Id) 

AwaitPID2 

All PIDs 
are from 

INITIALISE 

IniPID 
(Reel) 

AwaitPID3 

IniPID 
(Rec2) 

From 
Environment 

IdNumad) 
to 

ProcAck 

I AwaitNumFr 

NumFrames 
(Last) 

SeqNum := 0, 
Last :=Last-l 

More := 1 

NumFrames 
(Last) 

to ProcAck 

Give 
(SeqNum) 

to En 

Transmit 
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PROCESS TRANSMIT (0, 1); 

Transmit 

2(4) 

SendThis 
(Data) 

Len := 
LENGTH(Data) 

Calc_FCSD 
(Data, Len, 

SumD) 

+ SumH, Data, 
SumD. Fr 

Give 
(SeqNum) 

to En 

Transmit 

Pack_Frame 
(Id.SeqNum, 
Len, More, 

Frame(Fr) 
to 

Reel 

Calc_FCSH 
(Id, SeqNum 
Len, More, 

+ SumH 

Frame(Fr) 
to 

Rec2 

(TRUE) <-

SeqNum := 
SeqNum + 1 

>• ELSE 

More := 0 

Frame(Fr) 
to 

Rec3 

(FALSE) 

Next 
to 

ProcAck 

Retransmit 
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PROCESS TRANSMIT (0,1); 

Resend 
(SeqNum) 

Give 
(SeqNum) 

to En 

ELSE 

More := 1 

Retransmit 

• (=Last) 

More := 0 

3(4) 

Done 

Done 
to 

Reel 

Done 
to 

Rec2 

Done 
to 

Rec3 

Wait 

X 
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PROCESS TRANSMIT (0, 1); 

Wait 

SendThis 
(Data) 

Len := 
LENGTH(Data) 

+ SumH }-

+ SumH.Data, 
SumD. Fr 

CalcFCSH 
(Id, SeqNum 
Len, More, 

CalcFCSD 
(Data, Len, 

SumD) 

PackFrame 
(Id,SeqNum, 
Len, More, 

Frame(Fr) 
to 

Reel 

I 
Frame(Fr) 

to 
Rec2 

Frame(Fr) 
to 

Rec3 

Next 
to 

ProcAck 

4(4) 

Retransmit 
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PROCESS PROC_ACK (0, 1); 1(3) 

SYNTYPE INDEX2 = 
NATURAL 
CONSTANTS 0: 100000 

ENDSYNTYPE INDEX2; 

NEWTYPE REDO_ARRAY 
ARRAY(SEQ_NUM,INDEX) 

ENDNEWTYPE REDO_ARRAY; 

DCL 
Id ID, 
SeqNum SEQ_NUM, 
Ak ACK, 
Last NATURAL, 
Transmit PID, 
RedoList REDO_ARRAY, 
s NATURAL, /*counter*/ 
r NATURAL, /*counter*/ 
AckCount Natural, 
EndCount Natural, 
Res BOOLEAN; 

SYNONYM recs = 3; 

AwaitPID 

IniPID 
(Transmit) 

From 
INITIALISE 

r : = l , s : = l 
AckCount := 0, 
EndCount := 0 

Awaitid 

From 
TRANSMIT 

IdNum(Id) 

AwaitNumFr 

I 
NumFrames 

(Last) 

Wait 
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PROCESS PROC_ACK (0, 1); 

Next 
Wait 

(TRUE) 

(FALSE) 

Resend(Red 
to 

Transmit 

(FALSE) 

s := s + 1 

i 
Resend 

(Last) to 
Transmit 

Wait 

(FALSE) ^ 

Resend 
(RedoListfs^^ 

RedoList(r) 
:= Ak.'SeqNum (FALSE) 

(TRUE) 

(TRUE) 

r := r + 1 

(< recs) 

2(3) 

Ack(Ak) 

ValidAk 
(Ak, Last, 
Id, Res) 

AckCount := 
AckCount + 1 

ELSE 

i 
Done 

to 
Transmit 

Wait Close 
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PROCESS PROC_ACK (0,1); 

Done 

EndCount := 
EndCount + 1 

EndCount 

Close 

- • (< recs) 

3(3) 

Next 

Close 

ELSE 

1 ' 

X 

Close 
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PROCESS RECEIVERl (0, 1); 

FPAR En PID; /*Environment*/ 

SYNTYPE INDEX3 = 
NATURAL 
CONSTANTS 0: 100000 

ENDSYNTYPE INDEX3; 

NEWTYPE REC_ARRAY1 
ARRAY(BOOLEAN,INDEX3) 

ENDNEWTYPE REC_ ARRAY 1; 

DCL 
Id ID, 
SeqNum SEQ_NUM, 
Len SIZE, 
More MORE_DATA, 
SumH FCSH, 
Data DATATYPE, 
SumD FCSD, 
Fr FRAME, 
Packet PACKET, 
Last NATURAL, 
LastRec SEQ_NUM, 
Count NATURAL, 
Res BOOLEAN, 
RecList REC_ARRAY 1; 

TIMER TimeOut(SEQ_NUM); 

"K 

1(4) 

AwaitPID 

IniPID 
(ProcAck) 

Last := 0, 
Count := 0 

LastRec := 0, 
RecList := 

(.0.) 

Idle 
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PROCESS RECEIVERl (0, 1); 2(4) 

Idle 

Frame(Fr) 

Test_SumD 
(Data, Len, 
SumD,Res) 

Res 

t 
(FALSE) 

NAK(SeqNum, 
Id.LastRec, 
ProcAck) 

Wait 

+ SumH,Data, 
SumD.Fr 

Open_Frame 
(Id,SeqNum, 
Len,More, 

IdNum(Id) 
to 
En 

•^ (TRUE) 

(FALSE) "4 

(TRUE) "4 

• (TRUE) 

RecList(SeqNum 
:=TRUE 

+ Res 

Test_SumH 
(Id.SeqNum, 
Len,More,Su 

(FALSE) 

i 
Idle 

Pack_Packet 
(Packet,Dat 

More,SeqNum 

Receive 
(Packet) 

to En 

AK(Id,More, 
SeqNum,Last 

LastRec, 

+ count,Res, 
ProcAck 
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PROCESS RECEIVERl (0, 1); 3(4) 

Wait 

+ SumH, Res 

Test_SumH 
(Id,SeqNum, 
Len,More, 

Res 

(FALSE) 

Wait 

+ SumH.Data, 
SumD.Fr 

Open_Frame 
(Id.SeqNum, 
Len,More, 

Frame(Fr) 

TimeOut 
(SeqNum) 

RecList 
(SeqNum) 

- • (TRUE) 

Test_SumD 
(Data,Len, 
SumD,Res) 

ReNAK 
(Id,SeqNum) 

- • (TRUE) 

(FALSE) 

Wait 
^ 

(TRUE) - • (TRUE) 

(FALSE) (FALSE) 

i 
NAK 

(LastRec, 
Id,SeqNum) 

1 
Last := 
SeqNum 

RecList 
(SeqNum) 
:=TRUE 

Pack_Packet 
(Packet,Dat 

More,SeqNum 

(FALSE) "4-

Wait 

AK(Id,More, 
SeqNum,Last 
LastReccou 

Receive 
(Packet) 

to En 

+ count,Res, 
ProcAck 
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PROCESS RECEIVERl (0, 1); 

Close 

Done 

Done 
to 

ProcAck 

X 

4(4) 
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PROCEDURE Pack_Frame; 1(1) 

FPAR 
IN 

Id ID, 
SeqNum SEQ_NUM, 
Len SIZE, 
More MORE_DATA, 
SumH FCSH, 
Data DATATYPE, 
SumD FCSD, 

IN/OUT 
Fr Frame; 

Frlld := Id, 
FrISeqNum := SeqNum, 

FrILen := Len, 
FrIMore := More, 

Fr'.SumH := SumH, 
FrIData := Data, 

FrlSumD := SumD 

Fr!Id := Id, 
FrISeqNum := S 
FrILen := Len, 
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PROCEDURE Valid_Ak; 

FPAR 
IN 

Ak ACK, 
Last NATURAL, 
Id ID, 

IN/OUT 
Res BOOLEAN; 

1^ 

ELSE < 

Res := FALSE 

1(1) 

• (=Id) 

ELSE < 

{<= Last) 

Res := TRUE 
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PROCEDURE Open_Frame; 1(1) 

FPAR 
IN 

Fr Frame, 
IN/OUT 

Id ID, 
SeqNum SEQ_NUM, 
Len SIZE, 
More MORE_DATA, 
SumH FCSH, 
Data DATATYPE, 
SumD FCSD; 

Id 
SeqNum : 

Len 
More 

SumH 
Data: 

SumD 

= Frlld, 
= FrISeqNum, 
= FrILen, 
= FrIMore, 
= FrlSumH, 
= FrIData, 
:= FrlSumD 

Id := Frlld, 
SeqNum := Fr!S 
Len := FrILen, 

193 



APPENDIX A. SDL SPECIFICATIONS 

PROCEDURE NAK; 

~ ~ ^ FPAR 
IN 

ProcAck PED, 
Id ID, 
SeqNum SEQ_NUM. 
LastRec SEQ_NUM; 

DCL 
Ak ACK, 
TIMER Timeout(SEQ,NUM) 

(>LastRec+l) -4 

(>LastRec+l) "4 

LastRec := 
LastRec + 1 

Aklld := Id, 
AklSeqNum:=L 
AklOk := FALSE 

Ack(Ak) 
to 

ProcAck 

SET(NOW+10* 
second, TimeOu 

(LastRec)) 

1(1) 

ELSE 

Ak! SeqNum 
:= SeqNum 

Aklld := Id, 
AklSeqNum := S 
AklOk := FALSE 

AklSeqNum 
:= LastRec Ack(Ak) 

to 
ProcAck 

SET(NOW+10* 
second, TimeOu 

(LastRec)) 

(> LastRec) -4- SeqNum 

LastRec := 
LastRec + 1 

ELSE 
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PROCEDURE ReNAK; 1(1) 

FPAR 
IN 

ProcAck PID, 
Id ID, 
SeqNum SEQ_NUM; 

DCL 
Ak ACK; 

TIMER Timeout(SEQ_NUM); 

AklSeqNum := SeqNum • 
Aklld := Id, 

- AklSeqNum := S 
AklOk := FALSE 

Ack(Ak) 
to 

ProcAck 

SET(NOW + 10 * 
second,TimeOut 

(LastRec)) 
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PROCEDURE AK; 1(1) 

FPAR 
IN 

ProcAck PID, 
Id ID, 
SeqNum SEQ_NUM, 
More MORE_DATA, 
Last SEQ_NUM, 
LastRec SEQ_NUM, 
Count SEQ_NUM, 

IN/OUT 
Res BOOLEAN; 

DCL 
Ak ACK; 

TRUE 

LastRec := 
LastRec + 1 

Aklld ;= Id, 
-I AklSeqNum :=L 

AklOk := FALSE 

AklSeqNum 
:= LastRec 

Ack(Ak) 
to 

ProcAck 

Aklld := Id, 
AklSeqNum :=L 
AklOk := TRUE 

AklSeqNum 
:= Last 

Ack(Ak) 
to 

ProcAck 

Res := TRUE 

SET(NOW + 10 * 
second, TimeOu 

(LastRec)) 

+ Count := 
Count+1 

Res := FALSE, 
LastRec := 

LastRec + 1, 

-•(>LastRec+l) 

Res := FALSE, 
Count := 
Count+1 
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PROCEDURE Pack_Packet; 1(1) 

FPAR 
IN 

SeqNum SEQ_NUM, 
More MORE_DATA, 
Data DATATYPE, 

IN/OUT 
Packet PACKET; 

PacketlSeqNum 
PacketlMore 
PacketlData 

PacketlSeqNum 
PacketlMore := 
PacketlData := 
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APPENDIX B. MATHEMATICAL MODEL RESULTS 

This Appendix presents the results of the mathematical model 

computations that were canied out as planned in section 7.2. These results are a 

reflection of the simulation results (given in Appendix C), except that the 

mathematical model was evaluated with a greater anay of frame sizes. Tables B.l 

through B.l5 show the results for each of the 15 Network Size and Base Error 

Rate combinations with seven frame sizes. The optimal frame size is indicated by 

an asterisk (*) in the Frame Size field. Tables B.l6 through B.l9 show the results 

of various Network Size and Base Error Rate combinations that were re-evaluated 

with 2 Mbyte and 10 Mbyte files. The items in the tables that may not be clear are 

as follows: 

• Model Number. The model number is made up of an "M"—for 

mathematical model—and three numbers representing three main 

parameters. For example, the model M3-01-64 has a network size of 

3, a Base Error Rate of 0.01 and a frame size of 64 bytes (512 bits). 

• Total Bits Sent. This represents the total transmission volume, 

including retransmitted frames and the frame overheads. 

• Total Data Sent. This is the total transmission volume excluding the 

frame headers. 

• Satellite Link Utilisation. This represents the link utilisation rate 

over the entire transmission time. 

• Average Return Traffic. This is the retum traffic—in bps—averaged 

over the entire transmission, with consideration to the initial 

propagation delay. 

• Peak Return Traffic. This is the retum traffic—in bps—during the 

first transmission, with consideration to the propagation imtial 

propagation delay. 
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VÔ  
Os" 
O 
00 

'=1-
vo_̂  
cn" 

cn 
00^ 

cn" 

cs 
'^ 
vo 
CN 
CN 

'* 
O 
Os" o 
00 

in 

cn" 

in 

cn 

as 
in 
vo 
CN 
CN 

m 
in 
vo_̂  
r~-" 
o 
00 

D 

I-l 

Vi 
OH 

Xi 

3 a, x: 

o 

o 

201 



APPENDIXB. MATHEMATICAL MODEL RESULTS 

oo 
•"̂  
-^ 

I 

in o o o 
I 

cn 

'* 
oo 
in^ 
cn" 

OS 

cn 
o 
d 

CN 
in 
00 

OS 

OS 

»n 
oo 

oo 
oo 
vd 

oo 

vd 

o 

d 

o 
o 

o 
o 
o 
o 

d 

o o 
in 
vd 
'^ 
cn^ 
cs" 

CN 
OS 

p^ 
d~ 
in 
CN 
rf 

CN 
cn 
t^ 
Os" 
VO 
VO^ 

<N" 

o 
in 

VO 

od 
OS 

in 

00 OS 

r--
t--
00 

cs 

cn^ 
(N" 

oo 

to 

lO 

I4> 

CN 
cn 
'^ 
in o o o 

I 
cn 

vo 
in 
• ^ ^ 

cn" cn 

o 
d 

oo 
o 
cn^ 
<N" 

in 
CN 
in 
OS 

cn 

vq 
od 
00 

vo 
vd 

ri-
VO 

vd 

OS 

o 
o o 

o o o o 
d 

o o 
cn 
cn 
o 
oô  
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APPENDIX C . SIMULATION RESULTS 

This Appendix presents the results of the Network II.5 simulations that 

were carried out as planned in section 7.2. Tables C.l through C.15 show the 

results for each of the 15 Network Size and Base Error Rate combinations with 

three frame sizes— t̂he optimal solution is always shown in the middle column. 

Tables C.l6 through C.l9 show the results of various Network Size and Base 

Error Rate combinations that were re-simulated with 2 Mbyte and 10 Mbyte files. 

The items in the tables that may not be clear are as follows: 

• Model Number. The model number is made up of an "S"—for 

simulation model—and three numbers representing three main 

parameters. For example, the model S3-01-64 has a network size of 3, 

a base error rate of 0.01 and a frame size of 64 bytes (512 bits). 

• F4 Frames. This represents frames that are sent in the fourth and all 

following transmissions, similarly, TVj NAKs represent NAKs sent for 

frames in the third and all following transmissions. 

• Total Bits Sent. This represents the total transmission volume, 

including retransmitted frames and the frame overheads. 

• Total Data Sent. This is the total transmission volume excluding the 

frame headers. 

. Satellite Link Utilisation. This represents the link utilisation rate 

over the entire transmission time. 

. Average Return Traffic. This is the retiim traffic—m bps—averaged 

over the entire transmission, with consideration to the initial 

propagation delay. 

• Peak Return Traffic. This is the return traffic—in bps—during the 

first transmission, with consideration to the propagation initial 

propagation delay. 
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APPENDIX C. SIMULATION RESULTS 

Table C.l. Simulation results; network size = 3, base error rate = 0.01 and file 

size - 5 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S3-01-64 

512 

0.03940 

S3-01-96 

768 

0.05852 

S3-01-128 

1,024 

0.07726 

Sender 

Fl Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bits Sent 

Total Data Sent (bhs) 

106,667 

12,066 

491 

30 

119,254 

61,058,048 

45,793,536 

64,000 

10,731 

679 

42 

75,452 

57,947,136 

48,289,280 

45,714 

9,798 

851 

69 

56,432 

57,786,368 

50,563,072 

Receivers 

Ni NAKs 

N2 NAKs 

A^iNAKs 

Total NAKs Sent 

12,511 

491 

30 

13,032 

11,343 

680 

42 

12,065 

10,617 

854 

69 

11,540 

Communication Lmks 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retiim Traffic (bps) 

97.76% 

34,195 

37,536 

98.37% 

33,565 

37,813 

97.51% 

31,911 

37,163 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

30.496 

1,343,150 

28.763 

1,424,029 

28.938 

1,415,450 
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APPENDIXC. SIMULATION RESULTS 

Table C.2. Simulation results; network size = 3, base error rate = 0.005 and 

file size = 5 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S3-005-96 

768 

0.02963 

S3-005-128 

1,024 

0.03931 

S3-005-160 

1,280 

0.04889 
Sender 

F] Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bits Sent 

Total Data Sent (bits) 

64,000 

5,548 

164 

2 

69,714 

53,540,352 

44,616,960 

45,714 

5,076 

227 

7 

51,024 

52,248,576 

45,717,504 

35,556 

4,949 

253 

11 

40,769 

52,184,320 

46,965,888 

Receivers 

NJ N A K S 

A^2NAKs 

Â j NAKs 

Total NAKs Sent 

5,691 

164 

2 

5,857 

5,283 

227 

7 

5,517 

5,209 

253 

11 

5,473 

Communication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

98.23% 

17,616 

18,973 

98.17% 

16,993 

18,494 

97.35% 

16,737 

18,755 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

26.613 

1,539,124 

25.987 

1,576,171 

26.174 

1,564,923 
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APPENDIXC SIMULATION RESULTS 

Table C.3. Simulation results; network size = 3, base error rate = 0 001 and 

file size = 5 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S3-001-256 

2,048 

0.01588 

S3-001-320 

2,560 

0.01981 

S3-001-384 

3,072 

0.02373 
Sender 

FJ Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bhs Sent 

Total Data Sent (bits) 

21,333 

1,012 

17 

1 

22,363 

45,799,424 

42,936,960 

16,842 

939 

14 

1 

17,796 

45,557,760 

43,279,872 

13,913 

923 

20 

0 

14,856 

45,637,632 

43,736,064 

Receivers 

NJ NAKs 

N2 NAKs 

N3 NAKs 

Total NAKs Sent 

1,027 

17 

1 

1,045 

958 

14 

1 

973 

948 

20 

0 

968 

Communication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

97.99% 

3,674 

3,855 

97.95% 

3,438 

3,644 

98.05% 

3,418 

3,638 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

22.821 

1,794,811 

22.711 

1,803,487 

22.728 

1,802,199 
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APPENDIX C. SIMULA TION RESULTS 

Table C.4. Simulation results; network size = 3, base error rate = 0.0005 and 

file size = 5 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S3-0005-320 

2,560 

0.00995 

S3-0005-384 

3,072 

0.01193 

S3-0005-448 

3,584 

0.01391 

Sender 

FJ Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bhs Sent 

Total Data Sent (bits) 

16,842 

484 

0 

0 

17,326 

44,354,560 

42,136,832 

13,913 

481 

1 

0 

14,395 

44,221,440 

42,378,880 

11,852 

489 

4 

0 

12,345 

44,244,480 

42,664,320 

Receivers 

Â ; NAKs 

N2 NAKs 

N3 NAKs 

Total NAKs Sent 

487 

0 

0 

487 

487 

1 

0 

488 

495 

4 

0 

499 

Communication Links 

SatelUte Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

98.91% 

1,790 

1,854 

98.91% 

1,799 

1,871 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

21.896 

1,870,668 

21.831 

1,876,240 

98.91% 

1,830 

1,913 

21.842 

1,875,304 
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APPENDIXC. SIMULATION RESULTS 

Table C.5. Simulation results; network size = 3, base error rate = 0.0001 and 

file size = 5 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S3-0001-640 

5,120 

0.00399 

S3-0001-800 

6,400 

0.00499 

S3-0001-1024 

8,192 

0.00638 

Sender 

FJ Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bits Sent 

Total Data Sent (bhs) 

8,205 

92 

1 

0 

8,298 

42,485,760 

41,423,616 

6,531 

91 

0 

0 

6,622 

42,380,800 

41,533,184 

5,079 

101 

0 

0 

5,180 

42,434,560 

41,771,520 

Receivers 

Â7 NAKs 

A^2NAKs 

A^jNAKs 

Total NAKs Sent 

94 

1 

0 

95 

92 

0 

0 

92 

101 

0 

0 

101 

Communication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

98.70% 

373 

373 

98.86% 

363 

365 

98.86% 

397 

402 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

21.018 

1,948,807 

20.933 

1,956,874 

20.959 

1,954,168 
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APPENDIXC. SIMULATION RESULTS 

Table C.6. Simulation results; network size = 6, base error rate = 0.01 and file 

size = 5 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S6-01-64 

512 

0.03940 

S6-01-96 

768 

0.05852 

S6-01-128 

1,024 

0.07726 

Sender 

FJ Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bits Sent 

Total Data Sent (bits) 

106,667 

22,996 

925 

37 

130,625 

66,880,000 

50,160,000 

64,000 

19,2907 

1,325 

86 

84,701 

65,050,368 

54,208,640 

45,714 

17,607 

1,664 

165 

65,150 

66,713,600 

58,374,400 

Receivers 

NJ N A K S 

A^2NAKs 

Â j NAKs 

Total NAKs Sent 

25,360 

901 

37 

26,298 

22,381 

1,332 

86 

23,799 

21,301 

1,683 

165 

23,149 

Communication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

98.57% 

63,519 

76,082 

97.79% 

58,633 

74,606 

97.94% 

55,692 

74,557 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

33.129 

1,236,374 

32.480 

1,261,076 

33.261 

1,231,456 
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APPENDIX C. SIMULA TION RESULTS 

Table C.7. Simulation results; network size = 6, base error rate = 0.005 and 

file size = 5 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S6-005-96 

768 

0.02963 

S6-005-128 

1,024 

0.03931 

S6-005-160 

1,280 

0.04889 

Sender 

F/ Frames 

F2 Frames 

F3 Frames 

F4 Frames 

Total Frames Sent 

Total Bits Sent 

Total Data Sent (bhs) 

64,000 

10,478 

365 

11 

74,854 

57,487,872 

47,906,560 

45,714 

9,725 

404 

16 

55,859 

57,199,616 

50,049,664 

35,556 

9,266 

504 

31 

45,357 

58,056,960 

52,251,264 

Receivers 

A^;NAKs 

Â2 NAKs 

ATjNAKs 

Total NAKs Sent 

11,311 

365 

11 

11,687 

10,709 

405 

16 

11,130 

10,443 

505 

31 

10,979 

Communication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

98.36% 

32,779 

37,706 

98.35% 

31,371 

37,485 

97.94% 

30,361 

37,597 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

28.538 

1,435,269 

28.399 

1,442,313 

28.945 

1,415,116 
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APPENDIXC. SIMULATION RESULTS 

Table C.8. Simulation results; network size = 6, base error rate = 0 001 and 

file size = 5 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S6-001-128 

1,024 

0.00797 

S6-001-160 

1,280 

0.00996 

S6-001-192 

1,536 

0.01193 

Sender 

FJ Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bhs Sent 

Total Data Sent (bits) 

45,714 

2,157 

0 

0 

47,871 

49,019,904 

35,556 

2,096 

20 

0 

37,672 

48,220,160 

42,892,416 43,398,144 

29,091 

2,037 

26 

1 

31,155 

47,854,080 

43,866,240 

Receivers 

Â7 NAKs 

N2 NAKs 

Â j NAKs 

Total NAKs Sent 

2,193 

0 

0 

2,193 

2,148 

20 

0 

2,168 

2,107 

26 

1 

2,134 

Communication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

99.02% 

7,278 

7,679 

98.96% 

7,310 

7,736 

98.06% 

7,185 

7,729 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

24.173 

1,694,476 

23.793 

1,721,504 

23.828 

1,719,024 
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APPENDIXC. SIMULATION RESULTS 

Table C.9. Simulation results; network size =6, base error rate = 0.0005 and 

file size = 5 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S6-0005-320 

2,560 

0.00995 

S6-0005-384 

3,072 

0.01193 

S6-0005-448 

3,584 

0.01391 

Sender 

FJ Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bhs Sent 

Total Data Sent (bits) 

16,842 

997 

10 

0 

17,849 

45,693,440 

43,408,768 

13,913 

959 

5 

0 

14,877 

45,702,144 

43,797,888 

11,852 

916 

15 

0 

12,783 

45,814,272 

44,178,048 

Receivers 

Nj NAKs 

Â2 NAKs 

ATjNAKs 

Total NAKs Sent 

1,014 

10 

0 

1,024 

986 

5 

0 

991 

949 

15 

0 

964 

Commimication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

98.31% 

3,631 

3,857 

98.95% 

3,536 

3,783 

98.23% 

3,408 

3,664 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

22.694 

1,804,892 

22.553 

1,816,127 

22.773 

1,798,629 
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APPENDIXC SIMULATION RESULTS 

Table €.10. Simulation results; network size = 6, base error rate = 0.0001 and 

file size = 5 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

S6-0001-512 

4,096 

0.00320 

Model Number 

S6-0001-640 

5,120 

0.00399 

S6-0001-800 

6,400 

0.00499 

Sender 

FJ Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bits Sent 

Total Data Sent (bits) 

10,323 

194 

2 

0 

10,519 

43,085,824 

41,739,392 

8,205 

175 

0 

0 

8,380 

42,905,600 

41,832,960 

6,531 

179 

0 

0 

6,710 

42,944,000 

42,085,120 

Receivers 

Â ; NAKs 

Â2 NAKs 

Â j NAKs 

Total NAKs Sent 

194 

2 

0 

196 

178 

0 

0 

178 

180 

0 

0 

180 

Communication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

98.10% 

754 

756 

98.87% 

695 

698 

98.87% 

702 

709 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

21.445 

1,910,041 

21.189 

1,933,077 

21.207 

1,931,513 
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APPENDDCC SIMULATION RESULTS 

Table C.ll. Simulation results; network size = 12, base error rate = 0.01 and 

file size = 5 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

SI 2-01-32 

256 

0.01990 

S12-01-64 

512 

0.03940 

SI 2-01-96 

768 

0.05852 

Sender 

FJ Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bits Sent 

Total Data Sent (bhs) 

320,000 

68,781 

1,568 

32 

390,380 

99,937,280 

49,968,640 

106,667 

40,800 

1,983 

89 

149,539 

76,563,968 

57,422,976 

64,000 

32,906 

2,603 

165 

99,674 

76,549,632 

63,791,360 

Receivers 

NJ N A K S 

Â2 NAKs 

Â j NAKs 

Total NAKs Sent 

76,599 

1,573 

31 

78,203 

50,433 

2,002 

89 

52,524 

44,941 

2,656 

165 

47,762 

Communication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

98.87% 

126,776 

153,200 

98.70% 

110,959 

151,301 

98.52% 

100,740 

149,806 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

49.356 

829,881 

37.878 

1,081,380 

37.938 

1,079,645 

229 



APPENDIXC SIMULATION RESULTS 

Table C.12. Simulation results; network size = 12, base error rate = 0.005 and 

file size = 5 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S12-005-64 

512 

0.01985 

SI 2-005-96 

768 

0.02963 

S12-005-128 

1,024 

0.03931 

Sender 

FJ Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bits Sent 

Total Data Sent (bits) 

106,667 

23,034 

528 

7 

130,236 

66,680,832 

50,010,624 

64,000 

19,341 

695 

18 

84,054 

64,553,472 

53,794,560 

45,714 

17,455 

792 

25 

63,986 

65,521,664 

57,331,456 

Receivers 

Ây NAKs 

Â2 NAKs 

Â j NAKs 

Total NAKs Sent 

25,538 

528 

7 

26,073 

22,705 

699 

18 

23,422 

21,664 

797 

25 

22,486 

Communication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

98.55% 

63,165 

76,616 

98.54% 

58,608 

75,686 

97.95% 

55,106 

75,827 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

33.037 

1,239,825 

31.988 

1,280,497 

32.661 

1,254,075 
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APPENDDC C. SIMULA TION RESULTS 

Table C.13. Simulation results; network size = 12, base error rate = 0.001 and 

file size = 5 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S12-001-128 

1,024 

0.00797 

S12-001-160 

1,280 

0.00996 

S12-001-192 

1,536 

0.01193 

Sender 

FJ Frames 

F2 Frames 

F J Frames 

F^ Frames 

Total Frames Sent 

Total Bits Sent 

Total Data Sent (bhs) 

45,714 

4,230 

33 

0 

49,977 

51,176,448 

44,779,392 

35,556 

4,051 

45 

0 

39,652 

50,754,560 

45,679,104 

29,091 

3,874 

49 

1 

33,015 

50,711,040 

46,485,120 

Receivers 

NJ N A K S 

Â2 N A K S 

Â j NAKs 

Total NAKs Sent 

4,409 

33 

1 

4,443 

4,286 

45 

0 

4,331 

4,128 

49 

1 

4,178 

Communication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

98.34% 

14,026 

15,435 

98.66% 

13,832 

15,433 

98.10% 

13,281 

15,139 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

25.410 

1,611,970 

25.118 

1,630,722 

25.240 

1,622,853 
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APPENDIXC SIMULATION RESULTS 

Table C.l4. Simulation results; network size = 12, base error rate = 0.0005 and 

file size = 5 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S12-0005-192 

1,536 

0.00598 

S12-0005-256 

2,048 

0.00797 

S12-0005-320 

2,560 

0.00995 

Sender 

FJ Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bhs Sent 

Total Data Sent (bits) 

29,091 

1,990 

11 

0 

31,092 

47,757,312 

43,777,536 

21,333 

1,958 

18 

0 

23,309 

47,736,832 

44,753,280 

16,842 

1,939 

16 

0 

18,797 

48,120,320 

45,714,304 

Receivers 

Â7 NAKs 

N2 NAKs 

Â j NAKs 

Total NAKs Sent 

2,042 

11 

0 

2,053 

2,037 

18 

0 

2,055 

2,039 

16 

0 

2,055 

Communication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

97.95% 

6,939 

7,491 

97.95% 

6,949 

7,642 

98.70% 

6,946 

7,752 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

23.806 

1,720,554 

23.796 

1,721,262 

23.806 

1,720,592 
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APPENDIXC. SIMULATION RESULTS 

Table C.15. Simulation results; network size = 12, base error rate = 0.0001 and 

file size = 5 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S12-0001-448 

3,584 

0.00280 

S12-0001-512 

4,096 

0.00320 

SI2-0001-640 

5,120 

0.00399 

Sender 

F; Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bits Sent 

Total Data Sent (bhs) 

11,852 

409 

1 

0 

12,262 

43,947,008 

42,377,472 

10,323 

372 

0 

0 

10,695 

43,806,720 

42,437,760 

8,205 

351 

2 

0 

8,558 

43,816,960 

42,721,536 

Receivers 

Â7 NAKs 

Â2 NAKs 

Â j NAKs 

Total NAKs Sent 

415 

1 

0 

416 

380 

0 

0 

380 

364 

2 

0 

366 

Communication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

98.89% 

1,578 

1,604 

98.90% 

1,450 

1,476 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

21.699 

1,887,642 

21.628 

1,893,880 

98.90% 

1,398 

1,423 

21.633 

1,893,336 
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APPENDIXC SIMULATION RESULTS 

Table C.16. Simulation results; network size = 3, base error rate = 0.01 and file 

size = 2 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S3-01-64 

512 

0.03940 

S3-01-96 

768 

0.05852 

S3-01-128 

1,024 

0.07726 

Sender 

FJ Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bits Sent 

Total Data Sent (bits) 

42,667 

4,733 

212 

12 

47,624 

24,383,488 

18,287,616 

25,600 

4,229 

251 

20 

30,100 

23,116,800 

19,264,000 

18,286 

3,866 

330 

30 

22,512 

23,052,288 

20,170,752 

Receivers 

Ây NAKs 

Â2 NAKs 

Â j NAKs 

Total NAKs Sent 

4,931 

212 

12 

5,155 

4,490 

251 

20 

4,761 

4,190 

332 

30 

4,552 

Communication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

94.59% 

32,784 

36,989 

94.44% 

31,889 

37,424 

94.16% 

30,483 

36,669 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

12.586 

1,301,727 

11.952 

1,370,866 

11.954 

1,370,573 
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APPENDIXC SIMULATION RESULTS 

Table C.l 7. Simulation results; network size = 3, base error rate = 0.01 and file 

size = 10 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S3-01-64 

512 

0.03940 

S3-01-96 

768 

0.05852 

S3-01-128 

1,024 

0.07726 

Sender 

FJ Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bits Sent 

Total Data Sent (bits) 

213,333 

24,438 

980 

45 

238,796 

122,263,552 

91,697,664 

128,000 

21,094 

1,346 

82 

150,522 

115,600,896 

96,334,080 

91,429 

19,742 

1,608 

133 

112,912 

115,621,888 

101,169,152 

Receivers 

Â ; NAKs 

Â2 NAKs 

A^jNAKs 

Total NAKs Sent 

25,373 

981 

45 

26,399 

22,382 

1,352 

82 

23,816 

21,312 

1,617 

133 

23,062 

Communication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

98.96% 

35,013 

38,061 

99.06% 

33,442 

37,305 

98.80% 

32,290 

37,297 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

60.325 

1,357,967 

56.980 

1,437,698 

57.144 

1,433,569 
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APPENDIXC. SIMULATION RESULTS 

Table C.18. Simulation results; network size = 6, base error rate = 0.001 and 

file size = 2 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S6-001-160 

1,280 

0.00996 

S6-001-192 

1,536 

0.01193 

S6-001-256 

2,048 

0.01588 

Sender 

FJ Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bhs Sent 

Total Data Sent (bits) 

14,222 

837 

3 

0 

15,062 

19,279,360 

17,351,424 

11,636 

781 

12 

0 

12,429 

19,090,944 

17,500,032 

8,533 

752 

15 

0 

9,300 

19,046,400 

17,856,000 

Receivers 

Â7 NAKs 

N2NAKS 

N3 NAKs 

Total NAKs Sent 

851 

3 

0 

854 

806 

12 

0 

818 

781 

15 

0 

796 

Communication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

95.16% 

6,955 

7,668 

95.62% 

6,762 

7,397 

95.16% 

6,565 

7,331 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

9.892 

1,656,253 

9.748 

1,680,636 

9.773 

1,676,369 
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APPENDIXC SIMULATION RESULTS 

Table C.19. Simulation results: network size = 6, base error rate = 0.001 and 

file size = 10 Mbytes. 

Frame Size (bits) 

Frame Error Rate 

Model Number 

S6-001-192 

1,536 

0.01193 

S6-001-256 

2,048 

0.01588 

S6-001-320 

2,560 

0.01981 

Sender 

FJ Frames 

F2 Frames 

F J Frames 

F4 Frames 

Total Frames Sent 

Total Bhs Sent 

Total Data Sent (bits) 

58,182 

4,019 

51 

0 

62,252 

95,619,072 

87,650,816 

42,667 

3,938 

73 

0 

46,678 

95,596,544 

89,621,760 

33,684 

3,810 

61 

2 

37,557 

96,145,920 

91,338,624 

Receivers 

Â ; NAKs 

N2 NAKs 

Â j NAKs 

Total NAKs Sent 

4,128 

51 

0 

4,179 

4,083 

73 

0 

4,156 

4,011 

61 

2 

4,074 

Communication Links 

Satellite Link Utilisation 

Average Retum Traffic (bps) 

Peak Retum Traffic (bps) 

99.22% 

7,115 

7,570 

99.37% 

7,088 

7,657 

99.09% 

6,889 

7,623 

Performance 

Transmission Time (sec.) 

Effective Throughput (bps) 

47.054 

1,740,995 

46.973 

1,744,003 

47.377 

1,729,116 
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