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Abstract

Local Area Networks (LANs) have become fairly common in recent years. This thesis considers the

application of Spread Spectrum (8S) communication techniques to the implementation of a LAN.

Basic SS techniques are described and a model of a LAN using these techniques is developed. The major
difference between this LAN and most other LAN implementations is that in this system many nodes (or
stations) may transmit concurrently. The primary feature of this model is the ability to distinguish between
transmissions intended for different users by the address code used to modulate the data. This is called
Code Division Multiple Access (CDMA). The properties of the codes, allocated to each node in the
network, are of paramount importance in a CDMA system. Several code allocation schemes are
considered in order to find one with the most suitable properties. System timing and synchronisation
concepts are also considered, since they, together with the code allocation scheme selected, determine

the characteristics of the system.

The hardware designed to implement and control network functions is described. Tests carried out to
verify the operation of the independent hardware modules are also detailed. The ability of the system to
synchronise and transmit data in the presence of noise is tested, prior to complete system testing and

throughput measurement.

CDMA is used to separate information on different channels but there is still the need to consider possible
contention within a channel. A Carrier Sense Multiple Access with Collision Detection (CSMA/CD)
mechanism is used for this purpose. A theoretical model of a suitable mechanism is developed and
simulated. The theoretical and simulated results are compared and used to predict the results expected
from the hardware. Finally the system’s traffic handling characteristics are tested and the results
compared with those predicted. System flexibility is investigated by programming an alternative protocol

into each node and again examining the throughput characteristics.

Xiii



This thesis concludes with a discussion of the major features highlighted by this development project.
Theoretical, simulated and actual measured results are also compared. Cost and certain system
performance parameters are compared with those of a more conventional CSMA/CD network, such as

Ethernet. Possible system enhancements and avenues for future work are then discussed.
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1 INTRODUCTION

1.1 Summary

This thesis contains the description of the research carried out towards the production of a Local Area
Network (LAN) based on Spread Spectrum (SS) techniques [1]. The concept of using Spread Spectrum
techniques is attractive since simultaneous transmissions by several users is possible, using a Code

Division Multiple Access (CDMA) mechanism.

The evolution of the requirement, a brief introduction to the essential theory and a precis of the
contemporary Spread Spectrum LAN research projects are all outlined in chapter 1. An outline of the
project design criteria and system specifications are included in chapter 2. The choice of code generation
and distribution is crucial to the performance of a CDMA system. Chapter 3 briefly outlines the different
coding schemes considered before a final choice was made. After considering several schemes, a
synchronised system was adopted as an appropriate code allocation scheme. Timing and code related
matters are inseperable in a synchronised system; because of this, aspects of code recognition and

collision detection and certain system timing concepts are also described in chapter 3.

Chapter 4 describes the hardware required to generate the codes and meet the timing requirements etc
outlined in previous chapter. Photographs of the two printed circuit boards are also included to aid
description. Where individual circuit modules have been tested in isolation the tests descriptions are
included with the details of the hardware of that particular module. Multi-module and integration tests are,
however, detailed separately in chapter 5. Since the hardware is described in terms of the individual circuit
modules the complete circuit diagrams, for each of the two boards which constitute a system node, are

included in appendices rather than the main section of the text.
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The hardware described in chapters 4 and 5 represents the physical components of the system; it is the
software which controls the hardware, however, inwhich the higher level system protocols are embedded.
Theoretical and simulation models of channel throughput were developed in order to predict system
performance before the control software was written. These models are described in chapter 6. The control

software and the tests carried out to verify system performance parameters are described in chapter 7.

Adiscussion of system performance parameters and ideas for further research are included with an overall

evaluation of the research project in the conclusions section, chapter 8.

The aim of this thesis is to describe the main points of the research carried out towards the development
of a Spread Spectrum LAN. For this reason all of the control, test and peripheral programs which were
written are included as appendices rather than in the main body of the text. Details of special purpose test
equipment, photographs of the circuit boards and complete circuit diagrams are also included as

appendices.

1.2 The Emergence of Local Area Networks

The advent of the microprocessbr has had a significant impact on society. The substantial reduction in
the cost of computing power has resulted in the widescale use of computers for all kinds of data
manipulation and storage. Magnetic storage devices such as floppy disks have, to some extent, replaced
paper as a means of intra and inter company data transfer. Local Area Networks (LANs) were primarily
developed to allow the sharing of expensive resources, but their development has also allowed the sharing
of data between interested parties without the need to manually transport disks, paper tapes etc. The
expanding need for data communication channels in LANs has increased the pressure on the available
transmission bandwidth. This has led to developments in two broad areas : the extension of the usable
spectrum through the use of even higher frequency carriers and the development of complex networking

and multiple access algorithms.
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The ever increasing use of LANs has brought with it two problems with respect to the protection of data.
First itis necessary to protect the data against interference, be it deliberate or otherwise, in order to ensure
delivery of correct information to the correct user. Second, as more proprietory information is appearing
on data bases, it is becoming increasingly necessary to protect the information against prying or
interception. Society has, indeed, become information conscious to the extent that the acquisition and

protection of data has become an industry in its own right.

SS techniques, which were originally developed in the mid 1950s [2] for military use as a means of
providing a jam resistant communication link, have only recently been considered seriously in a
commercial or civilian environment [3]. Areas of interest include mobile radio, radio telephony, amateur

radio and satellite communications [4].

1.3 Spread Spectrum in LANs

The adaptation of SS techniques to the development of a LAN appears to offer some advantages in the
areas of concern mentioned above. Its well known interference rejection capabilities [5] could be used to
advantage in allowing the system to work in an environment where electrical interference might be a
problem and where the use of alternatives such as fibre optic cables might not be appropriate[6,7]. SS

systems, by their very nature, also offer possible benefits [2,8,9] in the area of data privacy.

One definition of SS [5] which adequately reflects the major characteristics of this technique is as follows:-

"Spread Spectrum is a means of transmission in which the signal oc-
cupies a bandwidth in excess of the minimum necessary to send thein-
formation. The band spreading is accomplished by means of a code

which is independent of the data. A synchronised version of the same
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code is then used at the receiver in order to despread the signal and

facilitate data recovery."

What this definition means is that the data is modulated with the spreading code and that, through a
correlation process, the receiver restores the signal to its normal bandwidth and, in doing so, it enhances
the desired signal while substantially reducing the effects of interference and noise. Overall, the
communication channel capacity is not "wasted" because with a suitable selection of spreading codes
(having low crosscorrelation properties) several nodes may simultaneously transmit messages over the

same channel, with low, predictable, interference between nodes.

ALAN, where multiple nodes use a single communication channel - one pair at a time, is a prime candidate
for the application of SS techniques. By using CDMA techniques, alternatively called Spread Spectrum
Multiple Access (SSMA), it is possible to have several multi-pair communications in progress
simultaneously [10,11]. Being inherently multi-user, CDMA techniques have the potential to increase the
network’s throughput, under conditions of heavy usage, by allowing many pairs of nodes to communicate

simultaneously, thus reducing contentions.

The three primary methods of spreading the data transmissions are [5,12]:-

+ Direct Sequence - in which the data is directly modulated with a fast pseudo random code

sequence.

+ Frequency Hopping - in which the carrier which is modulating the data is caused to hop from

one frequency to another in a pseudo random manner.

Chapter 1 Page 4



+ Time Hopping - in which the time channel allocated to a particular transmission is changed

in a pseudo random manner.

1.4 Literature Survey and Existing Systems

A survey of literature revealed many papers on Spread Spectrum techniques and many more on Local
Area Networks, but only four papers which described research which combined both [13 - 16]. Several
more papers relating to one of the four existing research projects were published subsequently. These
papers described the project at various stages of its development, the most recent [17] was used as a
reference. The projects described were at various stages of completion, varying from systems which had

been extensively tested to those which had been simulated, but for which no hardware had been built.

The characteristics of each system in brief are as follows:-

1.4.1 System A [13 and 17]

Smythe and Spracklen [13] describe their SS LAN system, and the software simulations used to test it, in
generalterms. Spracklenet. al. [17], however, give amuch more comprehensive description of the system.
The system, called SPREADNET, is a bus topology system which is connected via fibre optics, and is
aimed specifically towards military applications. In this network, which can be up to 2 km. in length, as
many as 150 users can be accommodated. Direct sequence modulation is used and encoded data is

transmitted in baseband at 100 M bits/sec. Each node controller uses a 12 MHz MC68000 microprocessor.

A source code address allocation scheme is used, where the receiver must be informed which
demodulation code to use. Upon receipt of a packet for transmission the node controller requests a virtual

communications channel ie. requests address codes to be used for the transmission. The management
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system then informs the transmitter and receiver of the choice of codes. Contentions are avoided by this

elaborate network management interchange before logical code to physical device mapping is achieved.

All codes allocated in this manner are encrypted before delivery and are protected by a two key
cryptographic algorithm in conjunction with the Data Encryption Standard (DES). Dynamically allocated
codes are also used by the individual node controllers to transmit network management information

around the system.

Synchronisation is achieved by means of polarity coincidence correlators, and digital correlation is
performed continuously to overcome tracking problems. Modulation and demodulation are handled by
dedicated hardware (custom programmed logic arrays), and a sliding correlator is used in conjunction

with polarity coincidence correlation for data recovery.

1.4.2 System B [14]

System B was developed, to investigate network efficiency and performance criteria and compare them
with the classic Frequency Division Multiple Access (FDMA) ALOHA type of network. The system is cable
connected, and used "uplink" and "downlink" separation of transmission and reception paths interfaced
via a "Repeater and Sync generator”. Bus topology and direct sequence (DS) modulation are used. Bit
synchronisation is achieved via a sophisticated mechanism whereby the Repeater and Sync generator
periodically interrupts traffic to inject sync information for each user. This must be done with sufficient

frequency so that the local clocks do not drift by more than one chip bit period between updates.

The system is designed to accommodate voice and data. Voice or data bits are transmitted in packets.
Different processing gains are used in the system, and data is modulated using a variable number, between
64 and 512, of chip bits per data bit, whereas a processing gain of 167 is used for voice traffic. This gives

an effective modulated data rate of 10.9 MHz for voice traffic of 64 kHz. Bits of each packet, either voice
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or data, are modulo 2 added to the direct address code sequence. The resulting binary array then balance
modulates a high frequency carrier which is transmitted in the uplink direction. The Multiple Access
protocol is via point to point CDMA, with the destination address being used, but no code allocation details

are included.

1.4.3 System C [15]

This system utilises what the designers call "a non-processed fibre optics bus", where non-processed is
defined as supressing the entire command and address part of the bus. A distributed star topology is used
to implement the bus, which is capable of supporting up to 25 users. Distributed 5 port optical couplers

are used to allow a bus do be developed which does not use handshaking or a master-slave configuration.

Fibre optic interconnections are used and modulation takes the form of Frequency Hopping superimposed
upon a Direct Sequence modulated data signal. 15 frequencies with a separation of 15 MHz centred on
155 MHz are used for the frequency hopping component, and a processing gain of 127 is used for the

direct sequence part. Surface wave acoustic convolvers centred on 155 MHz are used for synchronisation.

1.4.4 System D [16]

For this system a fibre optic connected ring network and a separate synchronisation bus are used. Both
synchronous and asynchronous data is catered for in the system.Node addresses are cyclically bit shifted
versions of the one m-sequence. The sync signal sent fromthe Sync Node is also a bit shifted m-sequence.

The system employs dual phase locked loops for synshronisation demodulation and data separation.

Each receiver removes its own modulated data signal from the received signal, so node #2 would see

the same signal as node #1 minus any transmission addressed to node #1. This prevents the transmission
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for node #1 from recirculating in the system. Each node conducts an "in-channel' busy test before
transmitting. When a node is transmitting it switches its receiver and transmitter m-sequence generators
to the destination address. This ensures that no collisions can occur in that channel as the node would
remove from any signal any component modulated with the same address code. It does, however, mean

that a node may not transmit and receive at the same time.

The research described in these papers appeared to be concentrating on the high speed, extremely
sophisticated end of possible applications. Considerable use was made of custom designed VLSI devices,
multiple high speed correlators etc. Network management, sophisticated synchronisation, layered SS
techniques, encryption and dynamic address code allocation were some of the other advanced features
of the systems referenced. Three of the systems used, or proposed using, fibre optic interconnections
and only one used cables. This concentration on the "high end" of possible applications left considerable
scope for the development of a SS LAN which could find applications where the advanced features
described above might not be appropriate (see System Specifications, section 2.4) and systems such as

those described above may be too complicated.

1.5 Autocorrelation, Crosscorrelation and Orthogonality

The correlation between two signals gives an indication of the similarity between the signals, as a function
of the time displacement (1). The crosscorrelation between two signals v(t) and w(t) is defined by the

scalar product shown below [18]

Rww(r) = <v(t), w(t-7) > (1)
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Thus, if the correlation value is high the signals have a marked degree of similarity; and if the correla-

tion value is very low the signals are essentially dissimilar. The autocorrelation function is defined as

the correlation of a signal v(t) with a time displaced version of itself v(t-) and is given by:-

Rw (1')

Rv(z) = <v(t), v(t=)> (2

If |Rv(r)| is large then the inference is that v(t) is very similar (proportional) to +v(t) for that particular
value of v . Conversely if Rv(z) = 0 then, at that particular value of 7, v(t) and v(t-) are said to be

orthogonal .

For a signal z(t) which is a summation of two signals v(t) and w(t), such that z(t) = v(t) + w(t), the

correlation with one signal v(t) would be given by

Rzv(z) = Rv(x) + RWV(T) 3)

and if the component signals are orthogonal at this particular value of 7 ie. if

Rw(s) = Rwv(z) = 0 @)

then
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Rzv(z) = Ruv(v) (5)

This extraction of a single correlation function from a signal which is the summation of two or more signals

is the basis upon which CDMA relies.

1.6 Features Required in CDMA Codes

In a CDMA system where one node is distinguished from another by means of the code used to modulate
its data, the selection and allocation of codes is of prime importance, The address codes used must have

certain properties [5,8] i.e. they:-

i) must be easy to generate.

i) have randomness properties.

i) bhave selectable length (long) periods.

iv) must be deterministic i.e. can be synchronised.

v)  must be orthogonal

and if the code is intended to impart any substantial degree of encryption they must also be:-
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vi) difficult to reconstruct from a short segment.

It can be seen that properties i), iv) and vi) are somewhat contradictory since, if it is simple, deterministic
and easy to synchronise for the intended receiver, it will probably prove to be relatively easy for an
interceptor to "break" the code. Since, however, cryptographic integrity is not a primary requisite of this
work, property vi) may be omitted thus opening the way to use codes which have only the first five

properties.

1.7 Maximal Length Sequences

The most commonly used type of code which meets these five basic properties is the Maximal Length
Sequence (MLS or m-sequence). The normal method of generating these codes is using Linear
Feedback Shift Registers (LFSR) as illustrated in Figure 1a. For a code to be a maximal length code it
must have alength, N, which is equal to 2"-1, where nis the number of shift register stages in the generator.
Tables are available [19] which show the feedback taps necessary to generate m-sequences for up to 34
shift register stages. In an m-sequence all binary n-tuples, except the all zero state, are present. By
setting the initial contents of the shift registers to 0001 the pattern shown as code Cx in Figure 1b would
result. This pattern repeats after 2%.1 = 15 bits. Figure 1b also shows code Cy which is the result of

cyclically shifting code Cx by 1 bit such that Cxk = Cyk-1 where k represents the bit position.

The signals v(t) and w(t) in section 1.5 were continuous signals. The autocorrelation and crosscorrelation
functions do, however, have a direct translation into discrete pseudo random signals such as
m-sequences. By defining the =1 sequence Cx’k = 1-2Cxk (where Cxk = 0,1 - see Figure 1b) then

the autocorrelation function is defined as

N
RCx(r) = 3 CxkCxkr (6)
1
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This is the Periodic Autocorrelation of the m-sequence taken over the length, N, of the sequence, and

7 is in whole bit increments. [5]

The Periodic Crosscorrelation of two sequences Cx’ and Cy’ would similarly be given by

N
RCxCy = 3 CxkCyk (7)
1

which is a bit by bit summation of the number of bits in code Cx’ which are the same as those in code Cy’
over the length, N, of the codes. The periodic autocorrelation and crosscorrelation functions are of

extreme importance when considering SS systems.

1.8 Basic Spread Spectrum Theory

This research project uses the Direct Sequence method of data spreading, and the description will
concentrate on this aspect. The pseudo random binary sequence used to spread the data is also
commonly known as the "Chip" sequence. Figure 2 illustrates a conceptual model of a single channel
direct sequence system. In this system the chip sequence is used directly to modulate the data in

baseband.

Each data bit d(t), as illustrated in Figure 3, of energy Ep and duration T, may be represented by [5]

d@t) = = /(EpM) (8)
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This one dimensional data bit is multiplied by a two level = 1 chip sequence, C’(t), running at a frequency
of fc chips/sec, ie. atotal of fcT chips per data bit. The resultant sequence d(t)C’(t) is then a fcT dimensional

signal. The relationship between the data and chip signals is shown in Figure 3

The ratio of the dimensionality of the chip sequence to the data is called the "Processing Gain", and is

defined as :-

Processing Gain = Gp = Bss 9

Where Bss = Bandwidth of the SS Signal and BD = Bandwidth of the Data Signal

The numerical value of the processing gain is an indication of a power improvement factor, which a
receiver, possessing a copy of the transmitter’s chip sequence, can achieve by a process of correlation.

The processing gain gives an indication of the interference rejection capability [5].

If the "chipped data" signal, d(t)C’(t), is transmitted in the presence of an interfering signal J(t), the

received signal would be

rt) =dmC@) + J() 0

A
IA
—

(10)

At the receiver the correlation process is carried out by multiplying the received signal, r(t), with the same
chip sequence used to encode the transmitted data, and then integrating the result over a period T to

produce a decision variable U, where
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T

U = +/(Eo/T) Jr(t)C’(t) dt (11)
0

From equation (11) it can be determined whether + +/(Eb/T) or - \/(Eb/T) was sent, depending on

whether U is positive or negative. The integrand in equation (11) may then be expanded as follows

r)C@) = dt)C31) + JE)C'(t) , (12)

And, since C’(t) = =1 ( .. C’2(t) = 1), the above equation may be rewritten as

rt)C’t) = d@t) + JOC @) (13)

With suitable filtering the high frequency component J(t) C’(t) may be removed and the original data signal,

d(t), recovered.

This fact can be illustrated by inspection of the the spectral occupancy of the signals shown in Figure 4,
where the power spectral densities of the data signal, d(t), and the spread data signal, d(t)C’(t), are
sketched. The data signal may be extracted by using a filter with a bandwidth of fa Hz. The fraction of
power due to the interfering signal which can pass through this filter is then 1/fcT. Thus the data can have
an effective power advantage over the interfering signal of n = fcT, i.e. the processing gain, defined in

equation (9) above.

Chapter 1 Page 17
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In equation (13) the jamming signal J(t) may be an external interference signal, eg. nearby high voltage
equipment, and/or it may be interference from other transmitting nodes. The rejection of the other nodes
transmissions as noise depends upon the orthogonality of the codes [20] used for spreading each node’s

data.

1.9 Multiple Access in a Spread Spectrum System

The concept of simultaneous multi-access is illustrated in Figure 5. This diagram shows a number of
transmitting nodes (n) and a single receiver (node #x) (where 1 < x < n). At each transmitter the data

bit, dn(t), is modulated with an address code, Cn’(t), to form the output, sn(t), such that

sn(t) = Cn'(t) dn(t) (14)

The signal from each transmitter is then "added into" the transmission medium as illustrated in Figure 6,

to produce a total transmission signal T(t) of the form

()

s1(t) + s2(t) + s3t) + ... sn(t) (15)

En sn(t) (16)
1

The transmission medium may be subjected to external noise or interference, J(t), which would then resuit

in a received signal of the form
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Atthe receiver the received signal, r(t), is demodulated by multiplying with the address code for that node,

Cx’(t), and, from equation (11)

(OCKD) = i) + 3 sn(Cx@) + S s®CKN) + JOCE) (18)

1 x+1

By suitable filtering the data signal, dx(t), may be extracted from all of the other components indicated in
equation (18). In this manner any receiver may extract its own data from all of the other signals which
have been simultaneously combined onto the network, ie. the receiver may access its own data by using

CDMA.
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2 OUTLINE OF THE RESEARCH

2.1 Summary

Chapter 2 outlines the aims of this research project and the the breakdown of the overall task into smaller
packages with identifiable milestones. A brief description of the potential advantages of SS technology in

a network situation is then given. Finally, the system’s network specifications are detailed.

2.2 Design Aims

The primary aim of this research is to produce a LAN using SS techniques, and to evaluate some of the
performance parameters of the system produced. The project should use either twisted pair or parallel
pair cables as the interconnection medium in order to maintain the simplicity of the design. The overall

network should use standard, off the shelf, components wherever possible.

In order to satisfy these requirements the research was divided into separate sections :-

« Selection of appropriate coding sequences.

« Development of timing, synchronisation and decoding philosophies for these sequences.

« Transmission of a synchronising sequence, and subsequent clock recovery.
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« Developmentofadriving technique suitable to ensure that the connection or disconnection of a station

(or a number of stations) would not substantially affect the electrical characteristics of the network.

« Design of data recovery hardware.

o Design of microprocessor control circuit for the system.

« Investigation into the hardware and software protocol structure to fulfil the requirements of the lower

levels of the International Standards Organisation (ISO) seven layer model.

o Demonstration of concurrent transmissions.

2.3 Spread Spectrum vs Current Networks

Current bus and ring LAN topologies typified by Ethernet and Cambridge ring [21,22] respectively employ
some form of (asynchronous) time division multiplexing. This may be in the (more or less) fixed
compartment format of Cambridge Ring or the "packet message" type format of Ethernet. Whichever
system is used, any node wishing to access the network must wait until a time when no other users are
transmitting. The node will then transmit at a high frequency in the order of 10 MBits/sec into the system.
The overall effect is that each node emits bursts of data at high bit rates for relatively short periods, and

then remains dormant for a much longer period.

Special chip sets (e.g. Intel 82586), capable of this high speed "bursty" type of transmission have been
developed thus easing the designer’s problem but still leaving a requirement for high speed storage to

allow the node processor time to assimilate the data. In systems such as these, even nodes requiring
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very modest data rates of a few bits per second would need to be able to accommodate these high speed

transmissions.

Ina SS system, however, the node would only need to be able to cater for a data rate much more modest
thanthe 10 M bits/sec of Ethernet. This reduces the need for specialised high speed or customised devices
at each node and increases the use of standard, commercially available, components [23]. This may well
allow a LAN to be used in areas, hitherto considered unsuitable, because the cost component outweighed

the possible advantages.

2.4 System Specifications

The primary specifications of the system are as follows :-

o The system will use a bus topology as shown in Figure 7, with separate Data/Network and

Synchronisation lines.

« The node interconnections will be via twisted pair or parallel pair wires for simplicity and ease of
connection/disconnection. The cable is terminated with an appropriate resistance at both ends in
order to minimise mismatches and reflections. Using this mechanism means that connections may
be made at any point in the system with "Tap-in" connectors and not only at discrete intervals as
would be the case with a fibre optic system (requiring optical couplers) or a co- axial system (requiring
"“T" pieces). It means, furthermore, that in order to accommodate a new node there would be no need
to break the line to insert an optical coupler or "T" piece if a conveniently situated connection point

was not already available.
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« Highimpedance currentdrivers will be used to interface onto the network line, thus ensuring minimum

perturbation to overall network traffic when nodes connect or disconnect.

« These drivers are not necessary for the synchronisation line. One node (eg. node #1) acts as the
sync transmitter and all other nodes use the transmission on the sync line to recover clock and code
synchronisation information. The overall synchronisation means that all data may be transmitted in a
synchronous, rather than an asynchronous, format. This has significant implications in the choice of
code allocation scheme and in the implementation of the system timing and data recovery sections

(as shown in chapters 3 and 4).

« The system will use the point to point communication protocol. Each node will be allocated its own
chip sequence, or spreading code, which will act as an address for that node; thus if node #1 wishes
to transmit to node #2 then node #1 will modulate its data with the chip sequence for node #2.
Hence the transmitter of each node must be able to modulate its data with any recipient’s address
code. In this manner simultaneously multi-pair transmissions are allowed with transmission channels
being identified by the codes being used to modulate the data, ie. CDMA. It is obvious, however, that
no two nodes may simultaneously transmit to the same recipient, otherwise a collision would occur.
The multiple access features reduce the probability of collisions occurring but do not eliminate them

totally.

« A Carrier Sense Multiple Access with Collision Detection, (CSMA/CD), type of protocol will be used
to detect and resolve intra-channel collisions. Each transmitter will have a built-in demodulator to
pre-check for traffic in the desired channel and to continuously check for collisions whilst transmitting.
Each node, therefore, requires two demodulators - one for monitoring the channel for its own received
messages and the other for collision avoidance and detection. The first demodulator works exclusively
with its own address code whereas the code used in the second is selectable. Further to the code
allocation scheme, it was decided that the code length (the number of chip bits per data bit, ie. the

processing gain, Gp ) should be in the order of 1000. This number was chosen because there is a
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rule of thumb which indicates that the number of potential users is approximately 10% of the

processing gain [5]. This would allow a system possibly capable of supporting up to 100 users.
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3 CODES AND SYSTEM TIMING

3.1 Summary

Chapter 3 outlines the properties required of the codes in a CDMA system. A brief description of each

coding scheme considered is given. This is followed by a description of the important timing characteristics

of the system.

3.2 Coding Scheme Selection

Several possible generation and allocation schemes were considered before one was finally chosen. The

properties of major concern were :-

+ Simplicity of generation and synchronisation.

+ Crosscorrelation between members of the code set.

The first three schemes considered (schemes A, B and C) were designed to allow the network to be
operated asynchronously, ie. the data bits from each user do not have to coincide. The other two schemes
considered (schemes D and E) were designed for synchronous system operation, where data bits from

every user have a fixed start time.
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3.2.1 Scheme A - Segments of Long m-sequences

In this scheme the concept was to allocate to each node a segment of M bits of a much longer code of
length N. Every node would generate the same long MLS, each node would then be identified by the
segment of this long code allocated to it. The crosscorrelation between these segments transmitted

simultaneously would determine the interference between one transmission and another.

Lindholm [24] found, in his consideration of the moments of the distribution of weights of M-tuples of
MLSs, that this type of system gave more predictable crosscorrelation values as M tends towards N. This
figures would, in the limit, result in the full code length N being used and in fact producing the

autocorrelation function of the MLS. For this reason this scheme was not considered further.

3.2.2 Scheme B - Different m-sequences of the Same Length

This scheme considered the use of different m-sequences. Each node would be allocated a series of tap
settings which would be used to produce a different m-sequence. Each m-sequence would be of identical
length since shift registers of the same length would be used in each node. Producing m-sequences in
this manner is a relatively straight-forward procedure and tables of polynomials for the production of such
sequences are readily available [19]. Some sequences do, however, require many taps to produce, and
since each transmitter must be able to transmit to any receiver, this implies that each node must have

sophisticated hardware in order to produce any code allocated.

The crosscorrelation between sequences produced by Linear Feedback Shift Registers (LFSRs) of the
same length but with different tappings was considered. A problem arises with this scheme in that there
are only 60 m-sequences of length 1023 which can be produced. Within this 60 limit the maximum number
inany Maximally Connected Set “is only 3 indicating that the crosscorrelation between sequences could

be as high as 38% [20], unless extreme care is exercised in the selection of sequences allocated. The
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number of codes available for allocation under this scheme would, therefore, restrict the number of users
to 60. This, coupled with the level of correlation interference indicated above, was considered significant

enough to prevent further investigation of this scheme.

*Note A maximally connected set is one in which all members of the set act as part of a preferred
pair with any other member of the set [20]. A preferred pair is a pair of m-sequences of period N = 2"-1
which has a "3 valued" crosscorrelation function where the peak magnitude of the crosscorrelation is

given by [27]:-

IR®)| =

2 *+02 L4 forn odd
{2(n+2)/2

+1 forneven n=mod 4 (19)

For N = 1023 the maximum crosscorrelation for a preferred pair is 65, and the three correlation values

are -65, -1 and + 63. (Note the peak value 65 is given by 2(10+2)/2 1).

3.2.3 Scheme C - Gold Codes

The third scheme considered the use of GOLD codes allocated to each node. Gold codes are a class of
periodic sequences which provide larger sets of sequences with predictable crosscorrelation properties
[20,25]. A set of Gold sequences of period N = 2"-1 consists of N+2 sequences. The adoption of this
scheme would, however, require each sequence generator to have a 20 bit shift register, to generate the
1023 bit codes. Two such registers would be required to cater for the fixed receiver and the switchable
transmitter. The transmitter stage would also require a method of pre-setting the LSFR with the required
seed in order to generate the particular Gold code required. The correlation between members of the
Gold Code set is the same as that between the preferred pairs of m-sequences used to generate them
[20] (see also equation (19) above). Although there would be sufficient members of the Gold Code set,

the correlation values offer no improvement over the scheme considered above.
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3.24 Scheme D - Phase Shifted Versions of a Single m-sequence

Taking advantage of the fact that the whole system could be synchronised means that a code allocation
scheme, using MLSs, could be devised such that the codes allocated would not be produced by different
shift registers, rather that a single m-sequence would be used throughout and each node would be
allocated a phase or bit shifted version of the same sequence. The crosscorrelation between codes of
each node would then become the autocorrelation of the single code. Codes allocated on this phase

shifted basis would have the following format:-

Cn-1'x = Cn'ks (20)

n indicates the nth code and s is the separation factor, ie. the phase shift between successive codes.

Using separate synchronisation and data lines means that the synchronisation overhead could be kept
to a minimum by using phase zero of the network’s m-sequence as the synchronisation pattern. Locking
to the sync code automatically synchronises the address codes which are phase shifted versions of the

same sequence.

With this scheme, however, each user injects approximately 0.1% error inthe correlation process of every
other user. This may be explained by inspection of the autocorrelation function of a m-sequence as shown
in Figure 8 and by consideration of the autocorrelation value of a two level m-sequence, Cx’, which, from

equation (6), is given by [5]

N 7 =0, N, 2N,
RO - {

-1 otherwise (21)
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It can be seen that for zero phase shift the correlation is equivalent to the length of the code (i.e. 1023 in
this case) and that for all other phase shift positions the correlation is -1. This residual -1 effect from every
code being simultaneously transmitted causes this decrease in the correlation output at the receiver. It
is obviously unsatisfactory to have this progressive level of interference caused by other users, and
directly proportional to the number of these other users. These observations are supported by the findings

of Hasegawa, Hirosaki and Sawai [16] in their performance analysis of a fibre optics system.

This scheme has two basic drawbacks, firstly the cross channel interference inherent in m-sequences and
secondly the fact that the code length is an odd number, 1023. A more suitable code would be a binary
multiple in length, generators and correlators etc. could then use binary counters directly, and would have
ideal "two valued" autocorrelation values of 0 and N, where N = 1024 in this case. This being the case
itwas decided to attempt to modify the m-sequences to eliminate this residual interference effect inherent

in the m-sequences.

3.2.5 Scheme E - Modified Maximal Length Sequences

This scheme uses "Modified" Maximal Length Sequences. Each node is allocated one of these Modified
MLSs, which is essentially a MLS cyclically bit shifted within its 1023 bit length, refer also to Figure 1b,
with an additional binary zero transmitted as bit 1024. This address code generation concept is illustrated
in Figure 10. Because of this extra logic zero all codes produce an additional correlation factor of " + 1"
when compared to the m-sequence value shown in equation (21). This modification to the MLS produces
acode with the ideal 1024, 0 crosscorrelation characteristics illustrated in Figure 9. The correlation values

produced by code members of this system will then be given by :-

| RnCx’ (t) l =

N + 1 T+ =0, N, 2N,
{ 0 otherwise (22)
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3.3 System Timing Concepts

This section gives a description of the important timing characteristics of the system. Physical network
dimensions and delay features are also considered. Since the code allocation scheme is so intimately
involved with system timing, those aspects of timing important to code allocation are also described.
Timing and code allocation are vital to data recovery, and for this reason the recovery of data from

transmissions subjected to delays is also considered.

As previously noted, this system allows a node to be connected at any point along the interconnection
medium. Node #1 is the station transmitting the synchronisation code (ie. phase zero of the system’s
"Modified" MLS) onto the sync line, and this node is connected in the centre of both the Data and Sync
transmission lines. The overall configuration may be represented as shown in Figure 11. The
synchronisation information travels in both directions, along the Sync line, towards nodes #2 and #5,
which are assumed to be at the ends of the transmission lines. Both transmission lines are terminated in
an appropriate resistance to minimise reflections. The clock timing lines in Figure 11 show an example
of possible system delays where the Sync signal takes 1 bit period to reach nodes #2 and #5. Ata Chip
rate of 1.2288 MHz (ie. 1200 Hz data rate multiplied by the 1024 processing gain) this 1 bit delay represents
one Chip Bit clock period, Tc = 813.8 ns. This represents a distance of 244 metres from node #1 to

node #2 or node #5, or a total distance from node #2 to node #5 of 488 metres.

Since node #1 is the synchronisation transmitter it represents the system time reference zero (Tref) and
it is this time reference which is used to to generate the synchronisation code (Cref’y), which is the zero
phase of the system coding sequence. This signal takes 1 bit period to arrive at node #2. Node #2 locks
onto this as a reference to absolute system time zero. Node #2 has therefore, a time reference, Tref-1, or
1 bit delayed from the system norm. Node #5 is, similarly, 1 bit delayed, and nodes #3 and #4 are each

1/2 bit delayed.
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If node #1 transmits a message to node #2 using a code which has a separation factor, s, of 2 (ie. Cref’k-2)
it will arrive 1 bit delayed at node #2 (je. it should look like Cref'k-3), but since node #2 has a relative time
reference which is also 1 bit delayed the two delays will cancel and the transmission will appear to node
#2 to be using code Cref’x-2 . Thus, the code which appears as Cref’k-3 with respect to system time

reference, Tref Will appear as Cref’k-2 with respect to node #2's time reference of Tref-1.

If, on the other hand, node #2 transmits to node #1, the timing reference of node #2 (Tref-1) used to
select the transmission address code will mean that any address code selected (eg. one subjected to a
separation factor, s, of x, which produces code Cref'’k-x) will appear 1 bit delayed (as Cref’k-(x + 1)) with
respect to node#1’s time reference, Tref. The transmission from node #2 will also be subject to a
propagation delay of 1 bit before reaching node #1. The transmission would, therefore, appear to be
using code Cref’k-(x + 2) With respect to node #1’s time reference of Tref, ie. the transmission code appears
to have a separation factor of x + 2 as far as node #1 is concerned. In this case the time reference delay
is added to the data propagation delay to produce this effective delay of 2 bits. Table 1 lists examples
from Figure 11 to explain the situation. In this table column A is the transmitting node, column B is the
receiving node and column C is the total delay as seen by the receiver. This delay is made up of timing
reference delay plus data propagation delay. The calculation of the effective delay for the first two rows
in this table, ie. node #1 to node #2 and node #2 to node #1, is shown above. These delays are with

reference to the receiver’s own timing reference.
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Table 1 System Timing and Delays

From To Delay (Bits) as seen by receiver
A B C
1 2 Zero
2 1 2
2 5 2
3 2 Zero
2 3 1
1 4 Zero
3 1 1
3 4 1
2 4 2

It can be seen that the relative delay is dependent on the respective positions of the nodes in the system.
One way of overcoming the difficulties posed by these position dependent delays would be to allocate
fixed positions to each node and measure all time delays etc. and then provide a look-up table to each
node so that suitable compensation could be made. This solution detracts from the flexibility of the
system, but could be used to match the transmitting node’s ID with the delay characteristics in the look-up
table in order to provide a means of verifying the transmitter’s identity. This would be an attractive
proposition if security was a major requirement of the system. Another solution is to adopt a code
allocation scheme such that codes allocated to each node are selected using a separation factor, s, which

is greater than the maximum accumulation of delays in the system.

ie $ > maximum system delay
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Since the maximum system delay is dependent on the length of the transmission lines used, ie. between
node #2 and node #5 in the example shown in Figure 11, the maximum delay can be calculated when
the code allocations are being made. In this way no valid code, no matter what delays it is subjected to,

could possibly mimic any other valid code.

3.4 Sliding Correlator

The fact that transmissions are subject to different propagation delays implies that the receiver must be
ableto detect its own messages at any point in a time window, with delays up to the maximum propagation
delay in the system. With the two bit delay used in the example above, it means that a receiver expecting
to demodulate a transmission using code Cx’k must be able to demodulate in the range Cx’k to Cx’k-2.
To this end each receiver incorporates a "Sliding Correlator' with which it can scan across this 2 bit
window looking for its own data. If no such transmission is present the correlation should be zero across
the whole 2 bit window and the search process can begin again. If a valid transmission is present the
receiver should be able to determine the delay at which the correlation peaks and use this delay factor

throughout the transmission, as the delay will remain constant.

Up to this point all aspects of code allocation and modulation/demodulation had been considered in the
light of whole bit delays between codes. This is, obviously, impractical in a real system as the delay is
node placement dependent, and the nodes may be positioned at any point along the transmission line.
The sliding correlator designed for the system is capable, therefore, of delaying the local correlating code
in increments, v, of 1/16th of a bit upto a maximum of 2 bits. The local correlating code thus takes the

form:-

Cx,k-v (23)
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If the received and local codes are separated by more than 1 fuli bit the correaition will be 0. As the delay
between the correlating codes reduces the correlation will increase uniformly towards a peak of 1024, as

shown in Figure 10.

3.5 Collision Mechanisms and Characteristics

Having seen that the output of the integrator is dependent on the relative partial chip bit overlap of the
transmitter and the receiver, it is important to consider the possible situation surrounding collisions. A
collision would occur when two transmitters simultaneously use the same destination address code. For
positively colliding transmissions the effect would be to simulate a received signal where the energy of
the data bit being encoded varies between ~/(Eb/T) and +/(2Eb/T), depending on the relative overlap of
the two signals with the local correlating code. The result will be to produce a decision variable with a
value between U and 2U, refer to equation (11). For negatively colliding signals, ie. subtractive interference,
the value of the decision variable will be in the range 0 to U. For collisions involving more than two
transmissions, the value of the decision variable may be extrapolated from the relative polarities and

overlaps of the colliding signals.

The node should, therefore, be capable of making a decision based on the magnitude of the actual final
value of the decision variable, and not just on the fact that a prescribed threshold has been reached. The
shape of the correlator output (je. the value of the decision variable) will not follow the characteristic
inverted cone, illustrated in Figure 10, across the 2 bit sliding correlator window when colliding signals
are present. The node should, therefore, be capable of using this information when deciding whether a

collision has occurred.

Chapter 3 Page 42



4 HARDWARE

4.1 Summary

This chapter describes the hardware which has been developed for the project. The description of the
hardware will commence with a functional description of the major building blocks (and their interactions)
which make up the complete circuit. This will be followed by a description of the individual circuits in block
diagram format, before each circuit is described in detail. The report is designed in this manner in order
that an overall understanding of the operation of the hardware may be obtained, unobscured by the detail

necessary to describe some of the more unique aspects of the circuits designed.

4.2 Overview of Development Requirements

It was decided to produce 3 system nodes. This number allows the simultaneous communication and
interference rejection concepts to be adequately demonstrated, thus satisfying the design aims of the
project.The system is housed in a modular 19 inch rack. A printed circuit backplane, designed for 64 way
indirect edge connectors, is connected to the lower connector slot of the two available. Double or single
Eurocard boards may be used in this system. The indirect edge connectors used are "a" and "c" contact
2 x 32 way units. During the development stages individual circuits were wire wrapped onto single or
double Eurocards. Double Eurocard sized printed circuits were designed for sub sections which had
been developed and tested. Each node of the mature system is made up of two printed circuit boards of

double Eurocard size. For development purposes up to four complete nodes can be housed in the rack.

Power requirements for the whole development system are as follows :-

+ +5volts at 4 amps, +12 volts at 200 ma., and -5 volts at 100 ma.
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The need to design modules to be able to be used with different node addresses, and to be controlled via
the same backplane has resulted in the need for some degree of flexibility in backplane pin allocation.
Individually wire wrapping the upper connectors allowed this flexibility. This is necessary in the
development environment, where several nodes must be accomodated together in the single 19 inch

chassis, but is not a feature of a "production” node.

4.3 Brief Overview of Hardware

Figure 12a shows a block diagram layout of the circuits necessary to perform all of the functions required
in this Spread Spectrum LAN. The individual sections are dispersed between two boards, designated the
"Microprocessor' and "Peripheral' boards, M and P for short, although the microprocessor board
contains peripheral as well as microprocessor components. Each individual circuit is identified as being
on board M or board P. Figures 12b and 12c¢ are photographs of the completed Microprocessor and
Peripheral boards respectively. Figure 12a also identifies which board houses each circuit module. Signals
common to all nodes are transmitted via a commercial printed circuit backplane on the lower of the two
edge connectors, and intra node control takes place via individual wire wrapped connections on the upper
edge connector. Complete circuit diagrams of the two circuit boards are included at Appendix A for

reference.

4.3.1 Microprocessor Control Circuit - Board M

This is the central control and decision making component in each node unit. This section is responsible
for storage of information in transit to and from the network and is also responsible for controlling the

implementation of the LAN protocols.
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4.3.2 Host Interface - Board M

The host may be an active bi-directional device such as a computer system, or a relatively passive, mainly
receiver device such as a printer unit. The task of this unit is, however, the same; information received
from the transmission medium must be transferred to the host device in a manner suitable for that device,
and information must be accepted from the host for subsequent transfer, via the spread spectrum network,

to some desired receiver.

4.3.3 Synchronisation Circuit - Board P

This circuit maintains node synchronisation from a sync signal (Address Code 0 is used for this purpose)
transmitted on the sync line. This synchronisation is essential since reference to time frame 0 is necessary
in order to be able to generate different address codes for the transmitter and to detect information

encoded with the node’s own address code.

4.3.4 Clock Recovery - Board M

The clock recovery circuit uses the signal on the sync line to extract timing information in order to correct

any drift in the local clock circuits.

4.3.5 Transmitter Line Driver - Board P

This circuit is the high impedence line driver used to transmit modulated data onto the transmission
medium by adding it to the signals aiready present. A high impedence driver is necessary to ensure

isolation for concurrently transmitting nodes.
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4.3.6 Code Select - Board P

This circuit selects the address code to be used to modulate the transmitter’s data, ie. the circuit selects

the destination for each transmission.

4.3.7 A/D Converter - Board M

This section incorporates an A/D converter and an analogue multiplexer, to allow the A/D converter to be
used for two separate inputs. The A/D circuit is used to analyse data obtained from scanning across the
possible 2 bit delay window by the receiver whilst looking for transmissions intended for this particular
node. It is also used by the transmitter to search for transmissions modulated with the intended
destination’s code, i.e. a channel occupancy check. The control circuit can select which signal is used
as input to the A/D. This selection allows the transmitter to monitor its own transmissions and to ensure

no collisions occur during transmission.

4.3.8 Receiver Sliding Correlator and Demodulator - Board M

This section allows the node to search, across the allowable 2 bit delay window, for transmissions
modulated with the receiver address code, Up to 32 measurements can be made in 1/16th bit increments
across the window. Each measurement is the correlation over 1024 chip bits, i.e. the periodic correlation.
The correlation value is then sampled and held whilst waiting to be used by the A/D converter. The
microprocessor control circuit may then make a decision as to the presence or absence of a valid

transmission, with or without collisions, as proposed in section 3.5.
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4.3.9 Transmitter Sliding Correlator and Demodulator - Board P

This section enables the transmitter to search, across the allowable 2 bit delay window, for existing
transmissions modulated with the intended recipient’s address code. In this manner a Carrier Sense
Multiple Access with Collision Detection (CSMA/CD) type of protocol may be adopted to resolve intra
channel contentions. The circuit may also be used to monitor traffic during transmissions in order to

detect any possible collisions, thus performing the "CD" part of the above protocol.

4.3.10 Data Generator/Receiver - Board P

This circuit performs the necessary second level protocol generation such as frame creation, flag insertion,

frame check sequence, etc. It is also used to check the received data for these same protocol features.

4.4 Detailed Hardware Description

Inthis part of the report the individual circuits are described in greater detail. Initially, the functional blocks
of each circuit will be explained and then the unique and/or less commonplace parts of the circuit will be
examined in more detail. The report is designed in this manner to avoid unnecessary description of

standard circuits or techniques.

4.4.1 Microprocessor Control Circuit

The functional block diagram for this circuit is shown in Figure 13. The circuit is based on a Motorola MC
6809 microprocessor operating at a clock frequency of 1MHz. The two asynchronous serial interface
devices are included (SY 6551), primarily to support the development exercise as only one will be needed

in the mature system. Two parallel input/output devices (SY 6522) are included, giving 32 programmable
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input/output lines. The circuit is designed with 8K x 8 of EPROM (2764) and 8K x 8 static RAM (6164),
which is expendable to 16K x 8. The memory map of the system is included as Figure 14. Figures 13 and
14 also show the Serial Data Generator/Receiver, which uses an Advanced Data Link Contoller (ADLC -
MC 6854), to be part of the controller circuit, but its use will be considered separately in the Data
Generator/Receiver section. The description of the actual use of the components in this circuit will be
better illustrated when either the controller software or the individual circuit being controlled are described.
The connections between the controller and the circuits being controlled are through the parallel input
output devices (VIAs). Figure 15 is a list of the control signals and an identification of the circuits to which

they relate.

4.4.2 Host Interface

The host interface is, essentially, a part of the microprocessor control circuit but is identified separately
since it interfaces to the host machine rather than the "personality” circuits which comprise the Spread
Spectrum LAN node. The interface uses an Asynchronous Communications Interface Adapter (ACIA)
operating to the V24 format. The device may be programmed to suit the number of data and stop bits,
parity etc. required by the host computer. Messages may then be buffered in the node’s RAM whilst

awaiting transmission into the network

4.4.3 Synchronisation Circuits

Figure 16 shows the synchronisation, and closely associated code selection circuitry. For simplicity of
generation, the modified MLSs, which form the address codes, are stored in a Read Only Memory. The
reference (or synchronisation) code is stored in data bit 0 of 1024 consecutive memory locations with bits
1 to 7 being used for 7 other node address codes. For the demonstration system this number is more

than adequate.
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Chip Pin
ID Number Address

U 15

oo, P WN

U 15 10
11
12
13
14
15
16

U 14

O oo~y N

U 14 10
11
12
13
14
15
16
17

U 14 39
40

Port

8001

8000

A001

A000

A00C
AOOD

Pin

Function

PA
PA
PA
PA
PA
PA
PA
PA

PB
PB
PB
PB
PB
PB
PB
PB

PA
PA
PA
PA
PA
PA
PA
PA

PB
PB
PB
PB
PB
PB
PB
PB

CA

~Nonuwu B wiN O ~Nouvm P wNpRE O

~Noum s WD = O

NNV PWwWNDRER O

[N

Description

ADC 800 Bit

~NoONULM PN PRE O

Rx Sliding Correlator

Tx or Rx to ADC

Tx Data Enable

Data Bit 01

Data Check Bit 02
Data Bit 01

Tx Data Check Bit 02
Rx Data Clock 1200 Hz

REE

Tx Sliding Correlator

Tx Code Select S0
S1
S2

Start ADC Conversion
End Of Conversion

Figure 15 V.I.A. Control Signal Pin Connections

SO
S1
S2
S3
S4

SO
S1
S2
S3
S4

Destination
or Input From

U 34 (13)
(14)
(16)
(17)
(L)
(2)
(3)
(4)

U 21 (11)
(10)
(9)
(7)

U 27 (1)

U 32 (11)

TC al7

U 42 (8)
U 42 (5)
TC a2
TC a3
TC a9

U 23 (11)
(10)
(9)
(7)

TC a4

TC al3

TC al4

TC al5

U 34 (6)
U 34 (9)
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Thelocally generated synchronisation code is compared with the signal on the sync line inthe comparator
section. It is possible that all 1024 phases of the local sync code must be tried before it matches with the
sync line signal. During the search operation each phase is tested for 32 bits. If 20 consecutive bits are
matched then code synchronisation is assumed and the circuit reverts to the "In Sync"' mode and the
"In/Out Sync" indicator set accordingly. If, after 32 bits, the matching criterion is not met then the ROM
Address Modify circuit is activated. This circuit removes one clock pulse from the clock driving the ROM
Address Generator circuit, thus effectively stepping the locally generated code one phase backwards with

respect to the sync line reference signal. 32 bits of this phase are then tested, as described above.

The criteria for recognising loss of sync, when the circuit was already in the In Sync mode, differ from the
criteria used when the circuit was previously "Out of Sync". When already In Sync it is assumed that
errors on the synchronistion line are possible and are in fact more probable than a total loss of sync. This
being the case the comparator circuit remains on the formerly "in sync phase" for 128 bits looking for 20
consecutive matches. Whenever 20 consecutive matches are found the counter circuit is reset and the
sync indicator set to In Sync. If, after 128 bits of testing, 20 consecutive matching bits not are found the
sync indicator is changed to Out of Sync and the "Sync Search" mode is entered. Figure 17 is a timing
diagram of some of the more important waveforms in this circuit, and Figure 18 is a circuit schematic for

the sync circuit.

The waveforms in Figure 17 are related to test points on the circuit schematic. In Figure 17 waveform A
is the clock and waveform B is the ouput of the 20 bit comparator (showing no valid 20 bit comparison),
and waveform C is the output of the search counter circuit. When a count of 32 is reached waveform C
goes to a logic 1 causing the address modify waveforms D and E to be generated. These waveforms
are NANDed together to form the address modify clock enable signal, F, which is used to gate the clock
signal, G, used to generate ROM addresses. The loss of a clock edge in this manner causes the output
of the ROM to be altered by 1 bit in phase relationship with the reference signal on the sync line. 32 bits

of the new phase are than compared with this reference signal.
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The second part of Figure 17 shows the acquisition of a valid 20 bit comparison. After a number of bits
have been compared (23 is only used as an example) a sequence of 20 consecutive bits in agreement
are found and the comparator output goes to alogic 1. This causes the counter to be reset to 0 and remain
in this reset condition whilst the comparator output remains at a logic 1. If for some reason, phase
synchronisation is lost (as shown in the third part of Figure 17) the comparator output returns to a logic
0 and the counter is re-enabled. After 32 bits the address modify clock enable circuitry is not activated,
however, as the circuit was previously in an In Sync condition. If a valid comparison is not found within
128 bits, however, the clock enable circuitry is enabled and one bit removed from the clock to the ROM

address generator circuit, and the whole circuit reverts to the Sync Search mode.

It can be seen that, if the comparator circuit requires 20 valid bits from 32, one error in 32 may cause a
valid phase not to be recognised as phase 0, as the error may make 20 bit comparison impossible before
the next phase is tested. Thus a 3% error rate could, apparantly, cause a complete failure to find sync.
The situation is not quite as bad as this in practice since any 20 consecutive valid bits out of 32 would be
sufficient to find sync, and in burst error conditions this could correspond to an effective error rate of 11
in 32 or 34.4%. When the circuit is already in sync, however, finding 20 error free bits out of 128 is a
much simpler task and, if they are uniformly spread, the circuit could withstand 6 errrors within the 128
bits and still find a valid 20 bit comparison. Thus an error rate of 1 in 20 or 5% is unlikely to cause loss
of sync problems. If the errors occur in bursts, then any burst sequence which permitted 20 error free
bits in 128 would, again, not interfere with the circuit remaining in synchronisation. The circuit could,
therefore, in theory withstand 107 errors within any 128 bit window and still not lose sync. This

corresponds to an error rate of 83.6%.

Having estimated that the circuit should be able to find synchronisation in an error environment of between
3 and 34%, and that the circuit should be able to retain this synchronisation in an error environment of
between § and 83%, it was thought necessary to investigate the circuit’s error rejection characteristics

more thoroughly.
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The worst case time to find sync, from recognition of loss of sync, should be the time to test 32 bits for
1023 non-valid sync phases and then 20 bits of the valid reference phase 0. The worst case time is

therefore:-

1023 x 32 x Tc + (20 x Tc) = 32756 x Tc

where Tc = 1/(1.2288x 10°) = 814 ns.

In order to test the performance of the synchronisation system in the presence of errors it was necessary
touse an error generator which could be programmed to produce the error rate required, and which could
be synchronised with the clock rate of the synchronisation sequence. No such device was available and
so one had to be designed, built and tested. As this error generator is not, exactly, part of the mainstream
research of this project the details of its contruction and testing are included at Appendix B rather than in
the main text; but since it was designed specifically for this project, the description is comprehensive. A

brief summary of the device is as follows:-

The error rate is programmable between 1 x 10%and 9x 107, The output is either an error signal
or, if data is injected at the input, a data signal which includes generated errors. The input and
output are TTL compatible. In order to synchronise to a particular data rate, the generator
requires a data clock input, which is also TTL compatible. The data clock rate may vary between
1 Hz and 1.5 MHz. Error insertion can be turned off and on with one switch, therefore constant
connection and reconnection of the data signal is not necessary. The error rate quoted is the

average, long term, error rate and includes multiple bit errors ie. when 3 consecutive bits are in
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error this counts as 3 errors rather than a single error. The output of the error generator
approximates to a Gaussian distribution based on the preset rate selected. as can be seen from

Appendix B,

4.4.3.1 Performance Tests on the Sync Circuit

Using the error generator described briefly above, errors were injected into the signal on the
synchronisation line. The error rate was increased from 1% and the In/Out Sync indicator
monitored to determine whether the circuit had lost sync and failed to re-find sync within the
allowed 128 bits. As the error rate was increased, from 1%, no sync dropouts were encountered
until 10% error rate had been reached. From this point 10 readings were taken at error rates
between 10% and 90%. The number of sync dropouts vs the error rate is plotted in Figure 19. It
can be seen from this graph that the maintenance of synchronisation was not a problem, even
with error rates as high as 30%. From this point dropouts increased until they became a serious
problem above 50% errors and from 60% errors the circuit could not reliably stay in sync. These
figures match closely with the predicted figures and indicate that the circuit will, indeed, maintain

synchronisation in an extremely error prone environment.

Having proven the circuit’s ability to retain synchronisation it was then necessary to determine
the circuit’s ability to achieve synchronisation in an error prone environment. For these tests the
error generator was used as described above and an additional test circuit to force sync loss was
also used. This circuit removed a clock pulse from the ROM Address generator input, causing
an incorrect phase to be tested thus ensuring sync dropout. This method of generating sync
dropout causes the next phase to be injected into the comparator circuit thus ensuring sync
dropout and also requiring all 1023 alternate phases to be tested before the reference phase 0
was again tested. In this manner the the time taken to regain sync may be used as an indicator
to determine the circuit’s resynchronisation characteristics. A counter/timer was used to measure
the time the circuit then took to regain synchronisation. The counter/timer was started by the
In/Out Sync indicator falling from logic 1 to logic 0 and stopped by the sync achieved signal ie.

a 0 to 1 transition on the In/Out Sync indicator.

Chapter 4 Page 61



9+ /
/
/

8...

voo7-

kY

L

+

o 61

0

N

"

] 4—

0

0

s
21 i
‘l_ —H

D//

O4——F—F—F—F—7 17 17 T T 7T
12 3 4 5 10 20 30 40 50 60 70 80 90

Figure 19 Sync Dropout vs Error Rate

Percentage Errors

Chapter 4

Page 62



Tests began with an error rate of 1% which was increased in 1% steps. 10 measurements were
taken at each error rate. Inthe absence of errors the circuit should regain synchronisation within
26.7ms, as shown previously. If the circuit failed to find sync on the first pass, thus requiring all
1024 phases to be re-tested , the time taken to achieve sync would be two cycles ie. approximately
54 ms. All test figures are, therefore, normalised to the 26.7 ms cycle and given as the number
of cycles required before sync is achieved. Figure 20 shows a graph of “the average number of
cycles required to regain synchronisation" vs "error rate'. It can be seen that below 7% the
circuit found synchronisation on the first pass every time and that after this point the number of
passes required increased rather rapidly. Having found sync, however, it is very unlikely that the
circuit would lose sync again, as sync loss below 30% error rate was extremely rare. The
performance criterion for the successful operation of this circuit must, therefore, be its ability to
find synchronisation reliably at the first attempt in an environment with an error rate as high as
7%. Since this is a very high error rate, the circuit was considered suitable for use to synchronise

the Spread Spectrum LAN.

4.44 Clock Recovery

The basic circuit functions in the clock recovery circuit are shown in Figure 21. Figure 22 shows timing
diagrams for this circuit with the waveforms corresponding to the test points indicated in Figure 21. In
keeping with the overall design aims of the project, i.e. keep the design simple and to use standard
components wherever possible , the circuit does not employ sophisticated phase locked loops as may

be expected.

In order to provide the ability to step the sliding correlator in 1/16th bit intervals it is necessary to locally
generate a frequency of 16 times that used to produce the synchronisation data sequence. Alocal crystal
controlled oscillator operating at 19.6608 MHz (i.e. 16 x 1.2288 MHz) is used for this purpose. The output
of this local oscillator, A, is used to clock a divide by 16 circuit, the output of which acts as a locally
generated 1.2288 MHz chip rate clock, B. The signal, C, on the sync line is input to a pulse generator

such that every transition, whether it be positive or negative edge, causes a narrow pulse, D, to be
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generated. These pulses are used to reset the divide by 16 counter such that the output, i.e. the locally
generated 1.2288 MHz clock, is synchronised with the synchronisation signal on the sync line. The output
of the divide by 16 circuit is, therefore, subject to jitter of up to 1/16th of a bit caused by any frequency
differences between the local oscillator and that of the sync transmitter. Within the limits of this 1/16th bit

jitter the local and reference clocks are thereby locked in phase and frequency.

To produce the clock necessary to create the 1/16th bit steps required for the sliding correlator the locally
generated 1.2288 MHz clock is input as a data signal to a 16 bit serial-in parallel-out shift register clocked
by the high speed local oscillator. The data outputs, E , F, G, of this shift register thus represent the
1.2288 MHz clock delayed in 1/16th bit increments. The 16 outputs of the shift register are then input to
a 16 to 1 data selector/multiplexer and the delayed version of the 1.2288 MHz required, H, may then be
obtained at the output by selecting which input is to be connected to the output. Two seperate data
selectors are used to provide independently selectable signals suitable for the transmitter and receiver

sliding correlators.

4.4.5 Transmitter Line Driver

Each node must be able to add its signal to those already be present on the data transmission line. To
this end it is obvious that the transmitter line driver must not load the output of every other transmitter.
The multiple access concept used in this network was described in section 1.9. The block diagram for the
functional layout is shown in Figure 5. In order not to load other node’s transmissions, and so as to
approach (as far as possible) the idealised multiple transmission characteristics shown in Figure 6, each

transmitter incorporates a high impedance current driver output stage.

Before the driver stage could be designed it was necessary to consider the propetties of the transmission
line chosen for this development model. For simplicity of connection and disconnection Balanced Twin

Feeder with the following characteristics was used :-
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+ Clear polythene insulation

+ Cores are 7 x 0.25 mm plain copper stranded

+ Dim9.7 mmx1.8mm

+ Characteristic impedance 300

+ Capacitance 13.2 pF/m

+ Attenuation per 10 metres 0.12 dB at 10 MHz & 1.68 dB at 1000 MHz

For development purposes, a 100 metre drum of this cable was used, as an interconnection medium. This

isterminated at both endsin the characteristic impedance in order to minimise mismatches and reflections.

The block diagram of the circuit designed to interface to this transmission line is shown in Figure 23. It
was decided that the circuit should act as a constant current source (as near ideal as possible). In order
to transform the 1 and 0 level binary into a two level, + 1, signal the driver should be able to source and
sink current. If, for example, the circuit were to source current to represent a logic 1 and remain passive
for the logic 0 signal, it would be impossible for a logic 0 signal to have the desired effect, or indeed to
be detected in the presence of anylogic 1 signal, ie. the system would be performing a logical OR function
rather than ADDING signals. For this reason, it was decided to represent a logic 1 by adding 1 "unit"
voltage to the existing voltage on the transmission line and to represent a logic 0 by subtracting 1 "unit"
voltage from the existing voltage. This is brought about by sourcing or sinking current at an appropriate

rate.
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Since this circuit would always be either sourcing or sinking current it was necessary to include an enable
input so that both source and sink circuits could be disabled. And, as the driver present a high impedance
interface to the transmission line, this means that the node may be electrically disconnected from the

network.

A schematic diagram of the driver circuit is shown in Figure 24. The circuit makes considerable use of
"CURRENT MIRRORS" to create the effect of an ideal current source. The current mirror M2is the current
reference shown in Figure 23. Current flowing in the left hand transistor is determined by the 10k} variable
resistor, P8, this current is reflected in the right hand transistor which is connected to the enable section.
This 10kQ2 variable resistor is used to set the reference current and hence the value of the "unit" voltage.
The value selected for the unit voltage must be considered when selecting the scale factor for the multiplier
(section 4.4.8.2) and the input amplitude adjustment for the integrate and dump (section 4.4.8.3). The
enable section is made up of two identical NPN transistors. The right hand transistor is biased at 2.1 volts,
determined by the three diode drops. The enable, TCA 17 in Figure 23, is an input to comparator C1. If
the enable input is greater than 2.1 volts then TR5 will be on and current will flow in M1. If, however, the
enable input is less than 2.1 volts then TR8 will be on and current to M2 will all be supplied by TR8 and
no current will flow in M1. M1 is also a current mirror, if the enable input is greater than 2.1 volts then, as

stated, all of the current for M2 will flow through TR5 and thus this current will be reflected down to M3.

M3 and comparator C2 make up the data section. TR14 is biased like TR8 at 2.1 volts so that if the data
input is greater than 2.1 volts then TR11 will be onand TR14 off, hence all of M3’s current will flow through
TR11. Adata input greater than 2.1 volts represents a binary one and current must be sourced on to the
line. This is done by M4, the current flowing in TR11 is reflected by M4 and is sourced onto the line,

causing the line voltage to increase by 1 unit voltage.

If the data input is less than 2.1 volts (i.e. binary zero) then TR11 will be off and all of M3’s current will flow
through TR14. This current will be reflected by M5 and then by M6 which will draw the same current oft

the line, (i.e. sink the reference current) causing the line voltage to decrease by 1 unit voltage.
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Diodes D13 and D14 are used to ensure current does not flow the wrong way when the particular section
isnot in use. If the enable is off, ie. 2.1 volts, then no current will be reflected into M3 and hence M4, M5,

and M6. Transistors TR13and TR18 will both be off and the circuit will present a high impedance interface

to the network.

4.4.6 Code Select

Because of the nature of the code synchronisation and generation, the code selection circuit is greatly
dependent on the sync circuit and is shown included in Figure 16 with the sync circuit. The ROM is
pre-programmed with the synchronisation plus seven other address codes. The synchronisation code is
programmed into the bit Do position of the ROM and the other bits D1 to D7 give the, already synchronised,
address codes used for demonstration system testing. The outputs from the ROM are all latched, to
remove ROM address-generation-caused glitches. Three select lines from the microprocessor control
circuit are used to select any one of the remaining seven codes to act as a destination address. The local

address code is extracted after latching, but prior to the selection circuit.

4.4.7 Analogue to Digital Converter (ADC)

The analogue to digital converter circuit contains much more than the name implies. Figure 25 shows a
block diagram of this circuit. The analogue to digital converter is, actually, multiplexed between the
transmitter and receiver circuits, the selection being made by the microprocessor control circuit using a
single select line. In order to maintain the value of the signal, to be converted until the converter is available
the signal must firstly be sampled and the value of the sample held until it has been used. Seperate sample
and hold circuits are incorporated into the transmitter and receiver circuits. Commercial LF398 sample
and hold ICs are used in conjunction with a 14053 analogue multiplexer. The analogue to digital converter
is an eight bit ADC 800 device. With reference voltages of =+ 5 volts the full scale value of $00 represents
+5 volts, $80 represents 0 volts and $FF represents -5 volts (where $ signifies hexadecimal notation).

When rationalised these values equate to 0 to =5 volts being represented by 0 to + 128 (decimal)

Chapter 4 Page 72



woubvoiq »o01g

X201D zH (02T

1INDU)
10JU0T

Jossadoudoudiy

oL

<

EH €S ZH

s

A9 U3AUDY
103161
03
anBojouy

+d9 2 319

XL 0 = XY
122135

;

4 uandipnp

anbBoyouy

— oy

4

33 U8AUO0] (I 03 ¥ G2 aunbi4

10H | @)duwos

T 19 v3oq

DEYNEREN

H/S

H/S “3833}lWsSuvsUd] WOod 4

Page 73

Chapter 4



respectively. The input to this circuit is from the output stage of the integrate and dump filter in the
transmitter or receiver circuit (see Figure 26). The sample and hold circuit uses the inverted 1200 Hz data
clock as its tracking and holding clock, as indicated in Figure 25. This gives 416 ps for the sample and
hold IC to track the output of the integrate and dump filter (of either the receiver or the transmitter). This
substantial amount of time ensures that expensive fast tracking sample and hold devices are not
necessary. The remaining 416 ws in the hold period is then available for the microprocessor to select
and process the ADC value. The clock which the ADC uses for its conversions is the 1.2288 MHz divided

by 2. This gives a clock rate of 614.4 kHz. The maximum conversion time (quoted as 40 clock cycles) is,

therefore, 65.1 pus.

4.4.8 Receiver

Figure 26 is a block diagram of the receiver circuit. The receiver may be considered as 3 sections for

description purposes:-

i) The Sliding Correlator
ii) The Analogue Multiplier
iii) The Integrate and Dump Filter

4.4.8.1 The Sliding Correlator

Figure 27 is a block diagram of the sliding correlator. This circuit uses the output of the clock
selection circuitry in the clock recovery section (see Figure 21) to re-time the address code

selected to be used for demodulation and data recovery purposes. This address code may be
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the node’s own code (if this is the receiver sliding correlator) or the code being used for
transmission (if this is the transmitter sliding correlator). One of 16 seperate 1.2288 MHz clock
phases may be used to clock the first "D" type flip flop, and thus re-time the address code in 1/16th
bit increments over a whole bit position. For delays in excess of a single bit the address code is
passed through a second D type giving a 2 bit total delay available. Four select bits are used to
select the clock delay phase and a fifth is used to select < 1 bit or > 1 bit delay. In this way the
whole 2 bit window required for the sliding correlator function may be generated giving 32 x 1/16th

bit correlator sample positions.

4.4.8.2 The Analogue Multiplier

The major component of this section is the RS 1495 Analogue Muitiplier IC. Figure 28 shows a
basic block diagram of the functional components of this circuit. The full calculation of parameters
for the use of this device is shown in Appendix C. The inputs into the RS 1495 for the two signals
to be multiplied are designated Vy and Vx. The received signal, r(t), is connected to Vy and the
local code, Cx'(t) is connected to Vx, as shown in Figure 28. The two signals are multiplied

together in order to facilitate data recovery as shown in equation (18) in section 1.9.

Since the modulating address code, Cx'(t), is a = 1 signal, then remultiplying by the same code
will give Cx’? which will always be + 1. This + 1 value will be integrated over the full 1024 bits
which represent a data bit, thus reproducing the original data bit. The multiplication Cx’(t) Cy’(t)
(where Cy’(t) represents any other address code) will, on average, produce as many + 1 values
as it would -1 values over the 1024 bits, thus cancelling each other out and producing no
accumulated value at the output of the integrate and dump filter. Separate X and Y offset
adjustments are available on the RS1495, to remove any DC components, and a scale factor
adjustment is also available, allowing the multiplication output to be adjusted to suit power supply
limitations and line signal voltage parameters etc. A separate level shifter circuit (made up of a
LF741 operational amplifier) is included which also transforms the balanced output signal into a

single line output signal. This output signal may then be level shifted, using an output offset
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adjustment, in order to remove any residual DC offset before the signal is presented to the

integrate and dump filter.

4.4.8.3 Integrate and Dump

A block diagram of this circuit, with appropriate timing waveforms, is included in Figure 29. The
integrator consists of a LF741 operational amplifier in an integrator configuration with a serial
input resistor and a feedback capacitor. The values of the components are chosen so as to ensure
linear integration over a data bit period of 833 us. The input amplitude adjustment allows the
value of the integrated output to be chosen within the range +1to +10 volts. The standard
integration value was selected to be +2.5 volts. This is set to give half scale readings on the
Analogue to Digital converter, thus leaving the range between = (2.5 to 5 volts) available for
collision detection. The integrator output value is held, in the Sample and Hold circuit, on the
rising edge of the 1200 Hz data clock. One bit of the address code clock later (1.2288 MHz) a
pulse one clock bit wide is generated which causes the integrator output to be reset to zero by
discharging the integrator capacitor using FET switches. This dumping of the previous value

ensures no residual or carry over effect from one data bit to the next.

Besides routing the integrator output to the ADC circuit, so that any collisions may be detected
on an individual bit basis, the signal is also input to a comparator and voltage translation circuit
to reproduce a digital signal representing the logic 1 or the logic 0 value of the, now decoded,
data bit. This digital signal is then clocked into the data generator/receiver section for byte and

protocol evaluation etc.

4.4.9 Transmitter

Figure 30 shows a block diagram of the transmitter circuit. The circuit is, in fact, a collection of circuits
previously described. The address code to be used for transmission, i.e. the destination’s code, is selected

and a replicated receiver used to pre-check for existing transmissions which are using this code, i.e. a
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channel occupancy check. If no existing transmissions are detected over the full 2 bit window, which is
available using the sliding correlator, then the output from the data generator is multiplied with the selected
address code before being routed to the transmitter line driver for injection into the transmission medium.
The transmission medium is also constantly monitored by demodulating using the destination’s address
code to ensure correct, collision free, transmission of the required data. The transmitter may, thereby,

validate its own transmissions and take remedial action in the event of a collision being detected.

4.4.10 Data Generator/Receiver

The Data Generator/Receiver is shown as part of the microprocessor control circuit in Figure 13, although
itappears on board P with the transmitter circuitry. A Motorola Advanced Data Link Controller, MC 6854
[26], device is used to provide the level 2 protocol for the International Standards Organisation (1ISO),
Open System interconnection (OS1), seven layer model for a Local Area Network. The initial data
preamble, required for synchronisation, is controlled by the microprocessor which sets the ADLC to
transmit a Mark on the idle condition. The destination address code is then selected and the the transmitter
line driver enabled. These conditions are maintained for 32 data bit periods. After this phase the ADLC will
be configured to generate and detect the appropriate protocol to ensure data transmission and reception.
The protocol includes flag detection and synchronisation, zero insertion and deletion, frame check
sequence generation and validation, etc. The transmitter and receiver sections are clocked at the 1200

Hz data clock rate.

Chapter 4 Page 81



wouBvoi »301g 3INDUI] 4333lWsuvd] gE a4nbi4

0310
WNIPaK P23 CINPONW SEYNN
D <
UOISSIWSUOU | (11S auin 190U
o 03 0(
(35,13
v
(35,3 328188
YN0 4 3p00  |e— 123185
40 oonday SSaUpPY

Page 82

Chapter 4



5 HARDWARE FUNCTIONAL TESTING

5.1 Summary

This chapter describes the system tests carried out on the hardware, as opposed to the tests of the
individual circuit elements described in chapter 4. The circuit configurations used for test purposes are
also outlined. Test results are also related back to the theoretical results predicted in sections 3.4 and

35.

3.2 Bit Error Rate (BER) Test

The first test to be carried out to determine some of the characteristics of the hardware was the
determination of the hardware address code demodulation in the presence of other signals and external
interference. Thistest was, therefore, designed to prove the concept illustrated mathematically in equation
(18) in section 1.9. Three transmitting nodes and two receivers were used for this test. This equipment

was configured in a similar manner to that shown in Figure 31.

The purpose of the test was to determine the Bit Error Rate (BER) produced under different levels of Signal
to Noise (S/N). The word noise is used here to represent total interfering signals and includes both
co-channel interference (from the two other transmitters) and external interference which took the form
of Added White Gaussian Noise (AWGN). The analogue White Gaussian noise signal was produced from
the Error Generator which is described in Appendix B by taking the 2%1_1 bit MLS at 36 MHz and passing
thisthrough a simple low pass filter with a 3 MHz cut-off. The output of this MLS would produce a spectrum
of a (sinc x)? function illustrated in Figure 32 with its first null at the clock frequencey of 36 MHz. By band
limiting this to 3 MHz, only the central part of the spectrum is used, i.e. the section with a relatively constant

output level. The band limited output spectrum is shown in Figure 33a. True white noise contains all
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Figure 33a Photograph of Bandlimited Spectrum

Figure 33b Photograph of Single Transmitter Spectrum
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frequencies with equal energy but this signal actually contains discrete frequencies with a frequency

spacing of:-

f = foock/(2"-1) = (3x10% / (2**-1) = 0.0167Hz

With discrete spectral line spacing of 0.0167 Hz over the whole 3 MHz band this generator could be
considered to approximate to White Gaussian noise. The white noise was band limited to 3 MHz, as the

3dB bandwidth of the RS 1495 Analogue Multiplier (i.e. the receiver) is given as typically 3 MHz.

Thethree transmitter signals, s1(t) to sa(t), were summed with the AWGN signal, J(t), before being injected
into the transmission medium, to arrive at the receivers as signal r(t). The HP 1645A Data Error Analyser
acted as a data source for transmitter #1 and the output of receiver #1 was routed to the same device
for analysis. Transrnitter #2 and receiver #2 were used merely to demonstrate simultaneous data
communication, no measurements were made on channel #2. Transmitter #3 is included as an additional
source of co-channel interference. The transmission rate of the three transmitters is 1.2288 MHz and Figure
33b shows the spectrum of the received signal at r(t) with only one transmitter being input to the summing
amplifier and no additional noise signal, (ie. J(t) = 0). Figure 33c shows the spectrum at r(t) with three

transmitters and added noise at a signal to noise ratio of -11 dB.

The upper trace in Figure 33d shows the time domain of this same received signal. The lower trace shows

the data recovered, d1(t), from this signal.

The output of the summing amplifier was tuned to increase the noise content in the output and the HP
3400A RMS voltmeter was used to measure the signal to noise values. The HP 1645A has a limited error
count before overflow occurs, therefore at higher error rates the number of bits selected to be included

in each test was much lower than for the low values of error rate where 10’ data bits were transmitted.
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Figure 33c Photograph of Noise + Multi-Transmitters Spectrum

Figure 33d Photograph of Received Signal / Recovered Data
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10 BER samples were taken at each selected S/N value and the average of these 10 tests plotted against
the S/N ratio to produce the graph shown in Figure 34.* It can be seen from this graph that with
approximately -13 dB signal to noise ratio the Bit Error Rate is as high as 2 x 102 but at -10 dB S/N the

BER drops so low that no errors were recorded in a 24 hour test period.

These results show that this type of Spread Spectrum system may be used to transmit data in the presence

of noise, even when the total interference is significantly greater than the signal.

3.3 Sliding Correlator Test

The sliding correlator was included in the receiver circuitry in order to be able to detect signals subject to
delay of up to 2 bits, caused by propagation delays and timing differences (see chapter 3). A peak of
correlation is found where the two signals are in phase, and the correlation value drops uniformly until,
with the signals more than +1 bit separated, zero correlation is apparant beween them. It is obvious,
therefore, that for maximum demodulation efficiency the receiver should ensure that the demodulation

process is carried out at the peak of the correlation function.

In order to carry out these tests a transmitter was modified slightly so that the code selected, to modulate
the transmitted data, could be delayed in 1/16th chip bit increments up to 2 complete bits. The coded
transmission was then injected at one end of the 100 metres of cable used for the development system

transmission line, and the receiver positioned at the opposite end of the line in order that both intentional

*  NOTE The noise component in the S/N values is meant to include all interference, ie. both

co-channel and AWGN.
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and the propagation delay effects caused by the line would be included in the results. Intentional delays
of 1,9, 21 and 25 (x 1/16th) bits were introduced. Correlation values were taken in 1/16th bit intervals

across the 2 bit window for each of the 4 delayed signals noted above.

The analogue multiplier and integrate and dump filter circuits were adjusted to give a peak correlation of
+=2.5 volts, and the Analogue to Digital converter set to reference voltages of +5 volts. This meant that
the peak periodic correlation value for a single received signal, over the full 1024 bits, should be +64

(decimal). For the purpose of comparison in this test, only magnitudes are considered.

It can be seen from Figure 35 that the correlation output does, indeed, follow the trend indicated in section
3.4, with a peak value of about 64 occurring approximately 1/2 bit past the deliberately introduced delay.
This 1/2 bit is accounted for by propagation, clock recovery and processing delays etc. From this peak
the correlation falls to almost zero when the signals are separated by more than 1 full bit. By using the
sliding correlator, therefore, the receiver could determine the delay time which corresponds to the peak
correlation value and lock on to this peak for data demodulation purposes. It is also apparent that the

presence or absence of a valid signal anywhere in the 2 bit window is easily detected.

5.4 Collision Detection Tests

5.4.1 Test1 Additive interference ( overlap <1 bit)

Having proved the ability of the hardware to detect signals anywhere in the 2 bit delay window specified
in the system design, thereby verifying the concepts outlined in chapter 3, the next step was to determine

the ability of the hardware to detect signal collisions.

For these tests the reference transmitter is co-located with the sync generator and is transmitting with

zero delay using channel address #1, C1'(t). The colliding signal is provided by the modified transmitter,
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which generates the same address code with selectable simulated propagation delays, Figure 36 shows
the output of the correlator when the colliding transmission is subject to intentional delays of 1, 5, 9 and
13 (x 1/16th) bits. The correlation value from the reference transmitter, ie. with no interference is included
for comparison purposes. It can be seenthat the shape of the correlator output follows the trend described
above , see also Figure 35, with a peak correlation of between 60 and 64. The colliding signals shown in
Figure 36 all introduced additive interference, in that the same logical data value was modulated by both
reference and colliding transmitters. It can be seen that the correlation with the superimposed signals
reaches a peak well above that of the reference signal alone; the value of this peak being dependent on
the degree of overlap of the two signals. These curves follow, very closely, the shape of the curve predicted
for colliding signals in section 3.5. The detection of collisions is, therefore, relatively simple in this case as
both the peak correlation value and the width of the correlation curve can be seen to vary considerably

from that obtained for a signal with no interference.

5.4.2 Test 2 Additive interference ( 1 bit < overlap < 2 bits )

Figure 37 shows the correlation results obtained from superimposed signals, again causing additive
interference, when the colliding signal is more than 1 but less than 2 full bits separated from the reference
signal. Delays of 17, 21, 25 and 29 (x 1/16th) bits were used for the colliding signal and the results are
displayed, with the no interference signal included for comparison purposes. It can be seen that the peak
correlation values are only marginally above that of the reference but the shape of the correlation curve
is completely different. Again the detection of colliding signals under these conditions is a relatively straight
forward process relying on the fact that the curve is very much wider than the reference curve across the

delay window.

5.4.3 Test 3 Destructive interference ( overlap <1 bit )

The nexttest wasto repeat test #1, but this time the colliding and reference signals are modulating different

logical data bit values. The magnitude of the correlator's output is used in the graphs in order that
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Figure 36 Correlation of Additive Signals - Less Than 1 Bit Delay
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comparisons with the resulits of the previous tests may be made. Figure 38 shows the correlation results
obtained when colliding signals of delays of 1, 5, 9 and 13 (x 1/16th) bits are used. It can be seen that
the peak correlation value is dependent on the degree of overlap with the reference signal and that the
width of the correlation curve is much narrower than that of the reference, and it has also a second peak
aswas expected. As the correlation withthe reference signal declines it is compensated for by the increase
in the correlation with the delayed signal. The comparison is not obvious since these are destructively
interfering signals. Figure 39 shows these results again, but this time the sign of the correlation is taken
into consideration, and the decline in the reference correlation value followed by the increase in the
delayed signal correlation value can more readily be seen. Again the detection of collisions is relatively
simple as the shape of the correlation curve and the peak magnitude of the correlation function both differ

quite considerably from those of the reference signal.

5.4.4 Test 4 Destructive interference ( 1 bit <overlap <2 bits )

Test #4is a repeat of test #2 but using destructively interfering signals rather than additively interfering
signals. Figure 40 is a graph of the correlation values using colliding signals of 17, 21, 25 and 29 (x 1/16th)
bits. The correlation values are shown as magnitudes in this figure. It can be seen that the correlation
peaks are only marginally greater than that for the reference signal and also that the width of each of the
first correlation peaks is not substantially different either. The difference between the superimposed
correlations and the reference occurs in the second peak caused by the increase in the correlation with
the delayed signal. Figure 41 shows the same results but this time the sign as well as the magnitude of
the correlation results is included. It is quite apparent, therefore, that including the sign makes the task of
collision detection simple as + ve and -ve correlation peaks can only come from destructively interfering

signals.

These tests have demonstrated the ability to use the hardware to detect collisions with some reference
signal no matter what the delay and relative data bit sign of the colliding signals. The hardware circuits

perform exactly as predicted (see chapter 3).
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6 THROUGHPUT MODEL

6.1 Summary

Chapter 6 describes the development of a theoretical throughput model for a Local Area Network with
the specifications described previously. A protocol suitable for the transmission of information in a network
of this type is also explained. Theoretical throughput figures are calculated and these are compared with
figures obtained from a simulation designed to model traffic throughput in this system. The differences
between the theoretical and simulated figures are discussed. The theoretical and simulation models form

a framework which may be used to evaluate the system under test conditions.

6.2 Theoretical Throughput

Since user address codes have been chosen for their orthogonality, it is assumed that each (CDMA)
channel’s traffic may be regarded as independent in order to model individual channel throughput

characteristics.

The techniques used in the derivation of this throughput model are based upon those used by Kleinrock
and Tobagi [27]. In the development of this model the various assumptions are made. The assumptions
made by Kleinrock and Tobagi are included for convenience, to avoid constant reference back to their

paper, these are denoted by " >" and new or modified assumptions are denoted by "+"

> Traffic sources, on a system and per channel basis, are regarded as Poisson sources with
a mean packet generation rate of \ packets per second, i.e. independent and exponentially

distributed.
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Packets are of constant length of T seconds duration, such that the average number of
packets generated in this T second period is S = AT. Thus the input rate is normalised to the

transmissiontime T. S may then be called the Channel Throughput or Channel Utilisation.

The Offered Channel Traffic is denoted by G (where G = S). G is equal to the new traffic

plus the traffic requiring retransmission owing to some earlier collision.

X is the Mean Retransmission, or Back-off, time and is assumed large compared to T.

In this model non-persistent CSMA is used where, upon busy sensing and recognition the
transmitter will immediately back off an arbitrary time period X, and not continue to sense,

waiting for the channel to become free.

No positive acknowledgement scheme is incorporated, collisions being detected (in a finite
time 7) by each station involved in the transmission of the colliding packets. After collision
detection, packet transmission will be continued for a further period + to jam the channel in
order to ensure that the other station(s) involved in the collision will actually detect it. The
time taken to detect the actual collision plus the jammingtime is collectively called the collision
detection time. The ratio of the collision detection time r to the transmission time T is given

by a where a = +/T.

Busy Sensing is achieved in a period equal to the Collision Detection time a, where a is

normalised to T as shown above.

Propagation delays are negligible compared to T and are set to zero.
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Let t be the arrival time, at a node, of a packet to be transmitted. The station will sense the channel for a
seconds and, sensing the channel free, will transmit immediately ie. at time (t + a), as shown in Figure 42.
* Another station obtaining a packet between t and (t+ a) will sense the channel free and also transmit,
thus causing a collision. This period of a seconds is classified as the "Vulnerable Period", and if no other
station receives a packet for transmission in the period betweent and (t + a) , then the first’s packet will

be successfully transmitted.

If (t + Y)isthetime of arrival of the last packet (where 0 <Y < a), and (t+Y +a) is the time oftransmission
of this packet, then at time (1+Y +2a) stations transmitting should have recognised the collision. Each
station will continue to transmit for a period of a seconds after collision detection, thus at time (t+Y + 3a)
all stations will have stopped transmitting. Since no transmissions are occurring during the first a seconds
of this period, while the first station is sensing the channel, the average duration of an unsuccessful
transmission is (V+ 2a), and the duration of a successful transmission is equal to 1. The time when
transmissions are occurring is defined as that time when traffic is actually flowing and excludes the initial
sensing period. This transmission time, whether for a successful or an unsuccessful transmission, is called
the Transmission Period (TP) or Busy Period. Any period between two successive TPs is called an Idle
Period. A Busy Period followed by an Idle Period is called a Cycle. If Bisthe expected duration of a Busy
Period, and 1 the expected duration of an Idle period then the duration of a cycle would be B+l Using

renewal theory, the average Channel Utilisation, S, may then be defined as

S = U (24)

*  NOTE Upon commencement of transmission the busy sensing circuit is reset and

re-activated as a collision detection circuit.
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U is the average time during a cycle that a channel is being used without conflict. Uis given by the

probability that no other transmission occurs between t and (t +a) and therefore

-a@

cl
[
[¢0]

(25)

The average duration of an Idle Period, 1, is simply 1/G , and the average duration of the Busy Period B

is given by

B = (Average unsuccessful time) * (Probability of an unsuccessful
transmission) + (Average successful time) * (Probability of a success-

ful transmission)

The probability that the transmission will be successful (Ps) is equal to the probability that no other

transmissions occur between t and (t +a).

Ps = 3G

@]
il

(1-Ps)(Y + 2a) + (Ps)(1) (26)

The average value of Y, from Kleinrock and Tobagi [27], is given by
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Y = a-(1-¢39 (27)

Substituting into equation (26) gives

Using the values for I, U and B and substituting into equation (26) gives

s =_U_ - Ge2C@ (29)
B+l 3aG + (e2C(2 + G-3aG - e29)))

Equation (29) above represents the throughput, S, in terms of the Offered Traffic, G, and the busy
sensing period, a. Figure 43 is a graph of S vs G, and the curves represent different values of a. These
curves show the expected characteristic shape with the throughput increasing as the offered traffic
increases until a breakpoint is reached. Above this point the probability of collisions occurring is such that
increasing the offered traffic actually causes a reduction in throughput as the channel capacity is
progressively taken up with more re-transmissions and less new traffic. It can be seen from Figure 43 that
the busy sensing time is a highly important parameter in the throughput model and that reducing the
sensing time causes the breakpoint in throughput to occur at higher levels of offered traffic. This point is
highlighted by the list of maximum throughput figures for each of these curves, which is included as Table
2. It shows that an increase in peak throughput corresponds to a decrease in the value of the vulnerable

period a. The table also includes the offered traffic at which the peak occurs.
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Vulnerable Period Maximum Throughput Offered Traffic
a S max G
0.500 0.297 0.900
0.200 0.514 2.400
0.100 0.697 4.700
0.050 0.809 9.500
0.010 0.955 47.400
0.001 0.989 100.000

The throughput characteristics of this model are compared with those of some of the more familiar
multi-access protocols [27] in Figure 44. These curves are plotted using a value of a = 0.01, except for
the two Aloha protocols which are independent of a. In the Non-persistent and 1-persistent CSMA
models the value of a represents the propagation delay in the system, rather than a busy sensing period
as in this model, but in all three models a gives a representation of the vuinerable period for transmission
modelling purposes. These curves show the comparison between this system’s model, which has been
developed for a LAN application, and other protocols (most noticably Aloha and Slotted Aloha) which
were not. Table 3 shows the peak throughput for each model represented in Figure 44. It shows that the
potential maximum throughput for this system is higher than that for the other systems which were
included for comparison purposes. The indication is that application specific protocols can offer

throughput advantage.
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Vulnerable Period a = 0.010

System Model Maximum Throughput Offered Traffic
S max G
Pure Aloha 0.184 0.500
Slotted Aloha 0.368 1.000
1-Persistent CSMA 0.529 1.000
Non-Persistent CSMA 0.815 9.400
This System Model 0.955 47.400

6.3 Simulation of Throughput

A simple simulation of the CSMA protocol was developed in order to determine whether the theoretical
throughput characteristics illustrated in Figures 43 & 44 were realistic. The simulation model was based
on the work carried out by Rounds [28] for the National Aeronautics and Space Administration. The
simulation procedures Rounds adopted were designed to model the Non-Persistent CSMA protocol
described by Kleinrock and Tobagi [27]. The basic concepts are that the model generates traffic which
assumes a Poisson distribution in its arrival characteristics. The model then calculates the average

values:- U (channel Usage), B (channel Busy Time) and 1 (channel Idle Time). These values are then

used in the calculation of the simulated throughput using the formula shown in equation (24).

The mean packet generation rate » results in a mean inter packet arrival time of 1/ x . The actual arrival
time is calculated to simulate Poisson distribution using a Pascal procedure written to emulate these

statistics. The implementation of this procedure is described in detail in Appendix F.
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Ifthe arrival time is less than the vulnerable period a then the packet is marked as a collision, and the Busy
Period set to the unsuccessful transmission period values (see Figure 42). If the arrival time is greater
than the Busy Period then the packet is successful and the Busy Period and Usage values set to the
successful transmission values (see Figure 42). The Idle period is then the difference between the busy
period and the arrival time of the latest packet. If a packet arrives after the vulnerable period but before
the Busy period has expired, then its busy sensing circuitry is assumed to detect that the channel is in
use and that packet is rejected, i.e. it causes neither a collision nor a successful transmission. This

simulates re-scheduling of the packet with a mean re-transmission delay, X , tending towards infinity. The

U, B and I values are then averaged before being used to calculate the Simulated Throughput, ST.

The specifications of Rounds’ model had to be modified in order to simulate the protocol described above
rather than the Non-Persistent protocol. Parameters relating to éhannel usage were modified and the
conceptsrelating to Propagation Delay altered to suit the Busy Sensing period implemented in the protocol
for this system. Rounds’ program was completely redesigned to accomodate these changes and then

re-written in Pascal. This simple simulation program is included in Appendix D.

Table 4 shows the output of a typical simulation run. The figures produced represent the calculated values
of Theoretical Thoughput, TS, (calculated using the formula shown in Equation (18)), the Simulated
Throughput, ST, the Offered Traffic, G, in terms of traffic offered per packet transmission period (T), and
also the number of collisions detected, the number of packets arriving during channel busy periods and,
finally, the number of packets being successfully transmitted. The packets arriving during a channel busy
period are called "CLASHES", and are subject to the large re-scheduling delays discussed previously.
The busy period is setto a value of (1 + a) to represent the channel occupancy plus sensing time, thereby
ensuring the inter-packet gap necessary for this protocol. The program cycles through 50 iterations for

every offered traffic rate, sothat the number of collisions represents collisions per 50 traffic packets offered.
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Table 4 Simulated & Theoretical Throughput Figures

Theoretical Simulated Offered Collisions Clashes  Successes

0.091 0.091 0.1 0 0 50
0.166 0.166 0.2 0 0 50
0.284 0.284 0.4 0 1 49
0.441 0.441 0.8 0 11 39
0.495 0.496 1 0 18 32
0.658 0.659 2 0 31 29
0.818 0.791 5 0 41 9
0.888 0.865 10 0 45 5
0.910 0.892 15 0 46 4
0.919 0.883 20 0 47 3
0.902 0.818 50 16 24 10
0.886 0.731 60 33 7 10
0.865 0.610 70 36 8 6
0.841 0.414 80 47 0 3
0.841 0.324 80 46 2 2
0.781 0.000 100 50 0 0

The Theoretical and Simulated throughput values are plotted against the Offered Traffic in Figure 45. It
can be seen that at low levels of offered traffic the Simulated and Theoretical values are very similar. The
simulated throughput tends to show signs of reaching a peak at much lower levels of offered traffic,
however, as the effects of collisions and packet rejection begin to accumulate. The reason for this
discrepency is that the theoretical model values are calculated using steady state conditions and mean
packet inter-arrival times whereas the simulated values attempt to take into consideration the potential for

"bursty" traffic, which is more realistic in practical local area networks.
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The number of collisions, C, is plotted against offered traffic, G, in Figure 46. 1t can be seen that there is
a direct linear relationship between traffic load and collisions. As the vulnerable period is relatively small
compared with the packet transmission period, collisions only become a problem at high offered traffic

rates. This Figure also includes a plot of the number of clashes, L, and the number of successfully delivered

packets, P.

The results of these theoretical calculations and simulations matched very well and provided some
extremely useful indicators about the level of performance which can be expected from this Local Area
Network. These models also gave a guide as to the type of tests to perform and the parameters to measure

when considering the throughput of this system, in order to gain confidence that the system hardware is

performing up to expectations.
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7 SOFTWARE AND SYSTEM TESTING

7.1 Summary

Since the operation of each node is determined by the program loaded into the control microprocessor,
and since it was necessary to modify and adapt the standard operational program to insert special test
functions, it was considered appropriate to describe the software and system testing in one integrated
chapter. This chapter, therfore, describesthe node software, test layouts and procedures and the additions

made to the standard operational software to allow these tests to be carried out.

Appendix E is a listing of the control program, including throughput, performance, and testing
enhancements. The detail of the actual implementation may be seen in this commented listing. The
descriptions given in this chapter are intended to concentrate upon the logic behind the software and how

the software controls the hardware modules described in chapter 4.

7.2 Overview of Control Software

The primary functions of the control software are to:

« control the node spread spectrum interface i.e. ISO level 1 (physical layer).

o utilise the MC 6854 to fulfil the Data Link protocol ISO level 2.
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7.3 Control of the Spread Spectrum Interface

The basic concept for the software is that everything is related to the time frame of a single 1200 Hz clock
pulse. During one such time period all functions relating to SS interface input/output, HDLC input/output
and Host or Test interface input/output must be serviced. With this as the prime directive no input can
be missed neither can any opportunity to transmit be missed. The whole system is, thus, designed on a

polling basis with every input or output being tested once and once only during each 1200 Hz clock pulse.

7.3.1 Inputs

Tranmissions intended for a particular node are modulated with the code for that particular receiver.
Because of propagation delays etc. the transmission may appear at the receiver anywhere within a 2 bit
window. The receiver must continuously scan across this window looking for such transmissions. The
first function of the software is to control the scanning of the receiver whilst it is looking for a valid signal.
Thisisdone by issuing a 5 bit output signal, PB0 to PB4 on VIA #1, to control the receiver sliding correlator.
The received signal is then modulated with the delayed locally generated signal and integrated over a
1024 chip bit period (ie. one 1200 Hz bit period). This value is sampled and held before being input to the
ADC 800. One ADC 800 is used and the input of Receiver Sample and Hold or Transmitter Sample and

Hold is selected using a single bit PB5 of VIA #1.

Since the Sample and Hold circuits track whilst the 1200 Hz clock is low and hold while it is logic 1 the
software waits until PA4 on VIA #2, ie. the 1200 Hz clock is a logic 1 (see also Figure 25, section 4.4.7).
The receiver signal is selected and a Start Conversion (SC)pulse sent to the ADC 800 using the CA2 output
of VIA #2. The End Of Conversion (EOC) signal from the ADC should occur in a maximum of 65.1 ms
(see section 4.4.7.). The software waits for this EOC response on the CA1 input of VIA #2 before reading

the converted value using PAQ to PA7 of VIA #1.
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It has been noted in the past that some 8 bit A/D convertors occasionally fail to respond to a SC pulse.
For this reason an anti lock-out mechanism has been designed into the ADC read routine. When the SC
pulse is generated, timer 1 in VIA #2 is loaded with a value of 80 and instructed to decrement ata 1 MHz
rate. If the EOC pulse fails to arrive before the counter reaches 0 (i.e. 80 ms) a second SC pulse is

generated and the whole cycle repeated.

The input fromthe ADC is then checked to see if it is in the range allowed for valid signals. With magnitude
values ranging from 0 to 127 (the MSB being a sign bit) the range 0 to 15 is designated invalid as it could
be due to interference. The range 80 to 127 is designated as invalid as it can only have been generated
by colliding signals (see section 6.4). The range 16 to 79 is designated to represent valid signals. This
validation is achieved by means of alook-up table, so the various ranges can be modified to suit conditions

if necessary.

If the signal for this particular delay position is invalid no further action is taken and the delay counter
incremented for the next sample. If the bit is valid then the magnitude of the correlation peak is saved so
that the correlation characteristics can be examined. This is done so that the receiver may be automatically

tuned to lock onto the peak correlation delay position for reception of this transmission.

Once the correlation peak is found and the receiver locks-on, the scanning stops and each received data
bit is checked for validity as described above. Every single bit in a received message is validated in this

manner.

7.3.2 Outputs

When the transmitter section has a packet to transmit, the signal will be modulated with the code for the
intended recipient. This addess code is selected using a 3 bit address which selects one of 8 destination

addresses using PB5 - PB7 of VIA #2.
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Having selected the destination address, the first task is to scan the allowable 2 bit window for existing
signals with the same destination’s address code. This is achieved in a similar manner to that described
for the receiver section but the transmitter sliding correlator delay is controlled using bits PB0 - PB4 of
VIA #2. The ADC is then reset to look at the receiver sliding correlator. If no other transmissions are
detected after scanning across the 2 bit window, then the transmitter line driver is enabled using bit PB7
of VIA #1 and the transmitter sends a 64 data bit preamble prior to enabling the ADLC transmitter. This
ensures that any reciever will be guaranteed to be able to lock-on to the correlation peak of this

transmission before the ADLC sends its opening flag (see section 7.4.2.).

When the transmitter has detected a vacant channel and commenced its own transmission, the transmitter
sliding correlator is locked-on to the peak of the transmitters own signal and the transmitters output is
monitored to ensure that no other transmitter has commenced transrnissions and has caused a signal
collision. Data validation is carried out as described in section 7.3.1. When a collision is detected the
transmitter sends a jamming signal so that every node can detect the collision. The actual protocols used,
in the event of a channel being identified as busy or a collision being detected, may require one of two

actions to be taken:

« Back off a random time which is long compared with the packet transmission period.

« Back off a random time which is short compared with the packet transmission period.

Both have their relative merits and are discussed in the testing part of this chapter in sections 7.6 and 7.7.

In the absence of busy or collisions, at the end of the preamble transmission the ADLC transmitter is

re-programmed as a data transmitter and the ADLC transmitter control software activated.
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7.4 ADLC Control

The "Data Link" protocol is essentially the High Level Data Link Control (HDLC). The message (or packet)

is defined in the following manner:-

i) Opening Flag (8 bits)

ii) Address Field (8 bits)

i) Control Field (8 bits)

iv) Data Field (up to 200 bytes of 8 bits/byte)

v) Cyclic Redundancy Check (CRC) (16 bits)

vi) Closing Flag (8 bits)

7.4.1 Receiver Control

Having established physical, logic level communications, with the receiver locked-on to the signal, the
ADLC (MC 6854) receiver section is reset and the recovered data signal routed to the ADLC for the next

level of protocol checking.
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The receiver section of the ADLC checks the received data signal bit by bit looking for an opening flag.
The detection of an opening flag indicates the acquisition of data synchronisation. The 8 bits following
the flag is the address field. In conventional systems this is normally used to contain the destination
station’s address, but since, in this system, the destination address is defined by the modulation code
used, this field is used to convey the identity of the originating node. The control field is normally used
to convey data link control information but, again, this is not necessary and is left vacant in this system.
The next field is the, variable length, data field which is set to a maximum of 200 bytes, for convenience,
inthis system. Transfer of data into the "Last Data Address" of the ADLC causes a CRC of 16 bits to be

sent immediately after the last data byte. This CRC is then followed by a closing flag.

Detection of the closing flag at the receiver causes the previous 16 bits to be checked for CRC information
against the data accumulated for this packet. Verification of the CRC causes the ADLC to set its Frame
Valid status bit, otherwise the Error bit is set. All receiver status bits are tested and the results made

available for appropriate responses to be made by the next higher level of protocol.

Upon completion of a frame the software is in a position to cross check the Frame Valid status output
from the ADLC against the individual bit validation obtained from the bit level interface to the SS system.
This double level of checking may be used to convey added confidence in the integrity of the received

data.

Should the signal connection become broken, for some reason, or the transmitter detects a collision and
prematurely ceases transmissions then an abort signal will be received. This event is detected by the

system and the fact made available to the next level software for appropriate action to be taken.

Since this system is capable of simultaneous reception and transmission, communication between the
transmitter and receiver sections is essential. When the receiver has collected a new ADC value it looks

to see if there is a transmission in progress, and, if so, switches the ADC to accept a signal from the
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Transmitter sliding correlator by setting bit A5 of VIA #1, in order to prepare the system to read from the

transmitter section.

7.4.2 Transmitter Control

On completion of the synchronisation preamble the ADLC transmitter is reset and the first byte of the
packet, ie. the originator’s address, is loaded into the Frame Continue FIFO of the ADLC. This causes an
opening flag, followed by the address field information, to be sent. The status register is checked to
determine if the transmitter data register is empty. Each data bit transmitted is monitored, as previously
described, to ensure that colliding signals do not interfere with the transmission. Detection of a collision
results in the transmission of a jamming signal (which is the Abort signal), and resetting of the transmitter

section of the ADLC, followed by the re-start of transmitter scan procedures.

In the absence of collisions the final byte of the packet being sent is loaded into the Frame Terminate
address of the ADLC. Putting a data byte into this address, rather than the Frame Continue address,
causesthe ADLC toautomatically send a 16 bit CRC after the data, this is then followed by the transmission

of a closing flag.

When the whole packet has been successfully transmitted the ADLC transmiitter is disabled and, if there

isanother packet to be sent, the whole scan process re-started using the new destination’s address code.

7.5 Connection Testing

The incorporation of the ADLC allows inter node communication testing to be conducted with relative
ease. With three stations (address codes $20, $40 and $60) node numbers #1, #2 and #3, the following

test was conducted. The node control software was modified slightly such that when a packet was
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received, the originator's address was removed and replaced with the receiving node’s address, the
packet was then transmitted to the third node such that a complete loop was formed. The instigator of
the loop counted the responses and stopped after 100 packets had passed round the loop. Passing the

same packet round the loop meant that the integrity of the data could be validated at each node.

The transmission time of a packet is made up of the following components:-

i) A 32 bit channel occupancy scan

ii) A 64 bit sync preamble

iii) An 8 bit opening flag

iv) 16 bits of address and control information

V) 200 bytes of 8 bits of data = 1600 bits

vi) 16 bits of CRC

vii) An 8 bit closing flag

The total number of bit periods required to send a packet is, therefore, 1744 bits, which at a data rate of

1200 Hz corresponds to a packet transmission time of 1.45 seconds. Since each packet needs three
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transmissions to complete the loop and there are 100 packets, the total time for this test was 7 minutes

15 seconds. Repeating the test 10 times resulted in no errors being recorded at any of the three nodes.

7.6 Throughput Performance Testing

Whilst the results of the previous tests were excelient, these tests were not considered comprehensive
enough to qualify as system performance tests. It was decided to develop tests to attempt to measure
the individual channel throughput and compare the measured results with the theoretical and simulated

results described chapter 6.

7.6.1 Test Configuration and General Procedures

Three separate tests were carried out to verify the predicted performance characteristics. Figure 47 shows
the equipment configuration adopted during these tests. node #1 was designated the receiver, node #2

was the interference generator and node #3 was the traffic generator.

The value used for the packet transmission time was modified from that described in Section 7.5. The
reason for this is that the ADLC uses a bit oriented protocol to establish data transparency and this involves
the addition of logic zeros to ensure no data transmission replicates flag or abort signals etc. This "bit
stuffing” means that more bits will be sent than is absolutely warranted to represent the data. This is
obviously data dependent and so value of 1800 was used for the total number of bits per packet. This
represents only a 3.2% overhead on the absolute minimum value of 1744 quoted earlier, and was

considered quite reasonable. This value of 1800 then represents a packet time of 1.5 seconds.

The packet arrival times at the nodes is assumed to conform to Poisson distribution (see chapter 6). It

was, therefore, necessary to produce a random number generator which produces values with this
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particular distribution. The Poisson characteristic arrival times were then used for the traffic generator
(node #3). The interference generator, used only in tests #2 and #3, was included to represent the
accumulated potential traffic from other nodes which could be transmitting in the chosen channel. Since
an accumulation of Poisson events approximates to a Gaussian distribution of events, a Gaussian
distribution random number generator was also required to provide packet arrival data for the interference
generator (node #2). A computer program which generates the required statistics was written, this

program is described and listed in Appendix F.

When a program such as this is run on a system like an IBM PC/AT there is a need to synchronise the
IBM to real world events. In the test configuration shown in Figure 47 this synchronisation is required to

achieve Poisson and/or Gaussian arrival characteristics and is obtained in the following manner :-

If each packet is regarded as 1800 bits long, then a packet arrival rate of G = 1 may be obtained by

counting 1800 at a rate of 1200 Hz.

Packet arrival times may then be normalised to a the packet transmision time by counting "n" clock pulses

at a rate of 1200 Hz ie. G = n/1800.

The value "n" is loaded into the T2 counter on VIA #1, this counter is then decremented by the 1200 Hz

data clock. When the count reaches zero, a stimulus is sent to the PC which then calculates

a) A Poisson distribution value

b) A Gaussian distribution value
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both with a mean value of n/2.

These values are converted to Hexadecimal numbers and the Poisson number sent to node #3 and the

Gaussian number sent to node #2.

These numbers are loaded into the T2 counter of VIA #1 in the respective nodes, the counters being

decremented by the 1200 Hz data clock.

When the counter is decremented to zero it represents the "arrival” of a packet for transmission. These
"arrivals" are then subject to Poisson or Gaussian distribution characteristics at the rate of "n" packets

per packet period, ie. these "arrivals" represent G, the "Offered Traffic".

In order to be able to determine the channel utilisation, it was then necessary to repeat the experiment
with different values of offered traffic and count the number of successful arrivals. To give repeatability
to the test procedure, a counter was used to interrupt node #1 after 256 seconds (this represents 170

packets). The number of successful arrivals, divided by 170, would then give the channel occupancy.

7.6.2 Test Results

Three separate tests were carried out in order to develop a realistic idea of the system channel throughput.

7.6.2.1 Test #1 Peak Channel Occupancy - no collisions

This test was designed to produce a figure which could be used as a target for peak channel
occupancy. No interference node was used in this test. Only the receiver, node #1, and the
traffic generator, node #3, were used. The transmitter was designed to operate using the

protocols described in section 6.2.
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The pre-transmission channel scan period is 32 bits (ie. "a" = 32/1800 = 0.018)

Table 5 shows the results for this test. For each value of offered traffic the test was run 3 times
and the resultant number of arrivals is the average of these 3 runs. The channel occupancy is
calculated from the number of arrivals divided by the channel capacity (ie. 170 packets per test

run).

Theoretical Delivered Log1oG Throughput "S"
Traffic "G" Packets = Delivered/170
0.1 17 0.000 0.100
0.2 34 0.301 0.200
0.4 59 0.602 0.347
0.8 75 0.903 0.441
1.0 89 1.000 0.524
2.0 113 1.301 0.665
5.0 141 1.699 0.829
10.0 146 2.000 0.859
15.0 150 2.176 0.882
20.0 152 2.301 0.894

Figure 48 is a graph of the results of these tests. It can be seen, by comparing this graph with
Figure 45, that the peak channel occupancy is around 89%. This figure is actually dependent on
the mean inter-arrival period, since packets arriving while the channel is still occupied with exisiting

traffic are re-scheduled with a very long back off time, X (ie. tending to infinity for the purpose of

Chapter 7 Page 128



Test! No Interference

0.9

0.8 -

0.7 4

0.6 -

IISII

0.9

0.4

Throughput

0.3

0.2 -

]

0.1 a

0.000

r L I I ] H
0.602 1.000 1.699

Offered Traffic "G" (Log scale base 10)

Figure 48 System Throughput - No Interference

2.176

Chapter 7

Page 129



these tests). Only packets which arrive when the channel is not actually occupied are accepted
for transmission, thus, if the mean inter-arrival time is large the channel could wait, unoccupied,
for a packet to transmit. With an offered traffic rate of 20, therefore, the channel could be
unoccupied for up to 5% of a packet period, waiting for a new packet to transmit. Under these
circumstances a peak channel occupancy in the order of 90% is not unreasonable. This figure
will then represent a guide to the channel occupancy in the presence of interfering traffic and will

also serve as a measure of the contention handling characteristics of the system.

7.6.2.2 Test #2 Throughput - with collisions

The parameters and protocols for this test are very similar to those used in test #1. This test
uses, however, both the Traffic and Interference generators shown in Figure 47. The presence
of the two packet generators means that collisions will occur, the packet arrival rate, representing

the offered traffic. The number of successful arrivals was counted at various offered traffic rates.

Table 6 shows the results of these measurements, and Figure 49 shows a graph of the results. It
can be seen that, the channel throughput increases uniformly with offered traffic until the effects
of collisions and re-scheduling begin to take effect. The peak channel throughput of approximately
78% occurs at an offered traffic rate of 5 packets per packet slot. Below this rate the inter-arrival
period is largely responsible for the non-utilised time between successive packets, and thus the
lower throughput. Above this rate the probability of the arrivals being in the vulnerable period,
thus causing collisions, begins to rise, and more of the channel time is occupied with
pre-transmission scanning and channel jamming caused by transmissions. At offered traffic rates

above 5 packets per slot, therefore, the throughput falls noticeably.
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Theoretical Delivered Log10G Throughput "S"
Traffic "G" Packets = Delivered/170
0.1 17 0.000 0.100
0.2 33 0.301 0.184
04 49 0.602 0.288
0.8 80 0.903 0.471
1.0 90 1.000 0.529
2.0 125 1.301 0.735
5.0 131 1.699 0.771
10.0 123 2.000 0.724
15.0 100 2.176 0.588
20.0 69 2.301 0.406

These characteristics follow the trends predicted in the Theoretical Model (see Figure 43) and in
the Simulation Model (see Figure 45), although the break point in both the simulation and
theoretical models occurs at higher rates of offered traffic. These results demonstrate the validity

of the models described in chapter 6.

7.6.2.3 Test #3 Short (Pseudo random) Re-scheduling Times

Because of the limitations highlighted by the preceding tests it was decided to investigate an
alternative protocol, with a view to increasing the peak throughput and maintaining this peak level.
The test procedures were the same as those described for test #2, above. The alternative takes
the form of drastically reducing the re-scheduling time to a random value in the range 1 to 255
bits. For this reason a pseudo random number generator, taking the form of an 8 bit MLS, was
included in the control software. Each transmitter loads the MLS generator with a different seed

value, to ensure variation between transmitters. The MLS is "clocked" once every polling cycle.
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When a new packet arrives, if the channel is vacant the T2 counter is loaded with the Poisson ot
Gaussian value, as previously described, and this packet is transmitted when the counter is
decremented to zero. Ifa collision then occurs, each station jams the channel and loads a backoff
counter from its MLS generator and waits this time before attempting to re-transmit the packet.
If a new arrival occurs while there is already a packet(s) either in the process of being transmitted
or awaiting transmission, then it is merely stacked in order that it can be transmitted as soon as

possible after the last packet has completed transmission.

If a node is in the process of transmitting a packet and already has another stacked then the node
will start the pre-transmission scan (ie. commence the transmission procedure) one bit after the
last packet has ended. If, however, node #2 is already transmitting and node #3 has a packet
awaiting transmission, then node #3 will be already subject to the small random backoff
procedures described above and will continue this process whilst attempting to send its packet.
This does not preclude collisions, as the backoff time may expire during node #2's vulnerable
period of its attempt to transmit the second packet. If a collision then results, both nodes will

revert to the small random backoff protocol.

This system is therefore a mixture of a "1-persistent' and an "n-persistent” protocol [27]. No
packets are lost, nor are any subjected to long re-schedule backoff counts and finally packets

are transmitted in order of their arrival.

Table 7 shows the results of the tests carried out to determine the efficiency of this protocol.
Figure 50 shows a graph of the values obtained from these tests. In this graph a linear scale is
used for the "Offered Traffic", G, axis rather than the more usual Log10G axis used by Kleinrock
and Tobagi [27] and followed in the earlier part of this thesis. This allows a linear relationship
between S and G to be identified more readily. It can be seen, from Figure 50, that the throughput,

S, increases uniformly up to an offered traffic rate, G, of approximately 0.8 packets per packet
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Table 7_Alternative Protocol Throughput - short re-scheduling delay

Theoretical Delivered Throughput "S"

Traffic "G" Packets = Delivered/170
0.1 17 0.100
0.2 34 0.200
0.4 68 0.400
0.8 136 0.800
0.818 139 0.818
0.837 142 0.835
0.857 145 0.853
0.878 146 0.859
0.9 145 0.853
0.923 147 0.865
0.947 144 0.847
0.973 145 0.853
1.028 145 0.853
1.059 145 0.853
1.091 144 0.847

slot. Storing packets whilst awaiting channel availability, rather than subjecting them to large
re-scheduling delays, means that up to this rate every packet offered was actually transmitted

during the test period.

A peak value of approximately 0.86 was obtained at an offered traffic rate of the same order. This

throughput rate was then maintained, with further increases in offered traffic rate, rather than
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suffering the decrease of the previous protocol, as illustrated in Figure 49 above. The cost of the
maintenance of the throughput rate was an increase in the number of packets being held at the
node awaiting transmission into the network. This means that the node requires significant storage

for these "delayed" packets.

7.7 Analysis of System Performance

Section 7.5 described the basic system connection testing. Node #1 transmitted to node #2 which
transmitted to node #3 which completed the loop by transmitting to node #1. 100 packets were
transmitted, each of which required 3 transmissions to complete the loop. Each packet was checked for
errors whenever it was received, and none were found. This procedure was carried out 10 times, resulting
in a total of 3000 separate transmissions taking place without error. This showed that the address code
selection, modulation, demodulation and data recovery circuits were performing as expected; and that

the HDLC synchronisation and clock recovery was being achieved satisfactorily.

After confirming the correct operation of the hardware the next step was to investigate the system’s
performance characteristics. The three measures of system throughput or traffic handling performance
follow very closely the characteristics predicted in the theoretical and simulation studies carried out, and
described in chapter 6. This verifies the validity of the models developed. The excellent traffic handling
characteristics exhibited by the hardware (and software) confirm the suitability of the system to meet the
initial design aims. ie. to provide simultaneous multiple access facilities. The flexibility of the system is also
demonstrated in the fact that with the relatively simple modifications to the system software, outlined in

section 7.6.2.3., an alternative protocol could be investigated.

Overall these tests have verified and quantified the system’s performance characteristics. The system has
performed as predicted by both the theoretical and simulation studies carried out for this purpose. These

tests verify that the system, as built, actually meets all of the original design criteria.
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8§ CONCLUSIONS

8.1 Discussion of the Project

In the preceding chapters it has been shown that it is a practical proposition to implement a Local Area
Network using Spread Spectrum techniques. The network produced has been designed with commonly
available components and proven, by exhaustive testing, to be both reliable and resistant to electrical
interference. This makes the network particularly useful in areas which, hitherto, have been considered
unsuitable for the installation of a LAN either because it wasn’t cost effective or the environment in which

the LAN would be expected to work was considered too hostile.

The channel address codes, used ina Code Division Multiple Access system such as this, are of paramount
importance, and 5 code allocation schemes were considered before a selection was made. The first 3 of
the schemes considered were suitable for asynchronous systems, and the latter 2 for synchronised

systems.

The suitability of the codes in the address allocation scheme selected was demonstrated practically. The
expectations about the shape and magnitude of the correlation values across the 2 bit window were also
confirmed by actual hardware measurements (Figures 35 to 41). This allowed significant modularity in
hardware design and testing, thus ensuring that validated modules could be assembled to form the final
system. The use of a Read Only Memory to store the synchronisation and address codes, meant that the
act of synchronising automatically created other codes inthe correct phases to be used directly as address
codes. The creation of a discrete stepped sliding correlator meant that it was possible to use the
microprocessor control circuit to exercise direct control over the delay in this correlator, so that the

optimum decoding delay could be used.
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The theoretical studies showed how the throughput could be expected to change with different values of
vulnerable period, a (Figure 43). The theoretical throughput model developed in Chapter 6 shows
significant throughput advantages over Aloha, Slotted Aloha and also the 1-persistent and non-persistent
CSMA models. Figure 44 shows how, at a vulnerable period of a = 0.01, the throughput of this system
compares with that of the multiple access protocols noted above. The simulation results supported those
predicted by the theoretical work, and Figure 45 shows how the theoretical and simulated throughputs
compare at a vulnerable period value of a = 0.0178. The theoretical and simulation studies were extremely
valuable in that they provided a guideline against which the hardware could be compared; and these three

sets of results were, in fact, used to predict the expected performance of the hardware.

The vulnerable period in the system is determined by the time taken to perform the pre-transmission scan,
divided by the time taken to transmit a packet (ie. a = 32/1800). As explained in section 7.6.2.1, the peak
channel occupancy, 90%, is a function of the throughput test calculation methods. This peak value,
illustrated in Figure 48, is, therefore, the maximum against which the throughput with interference should
be measured. Having measured the performance under ideal conditions, the throughput characteristics
under "normal" conditions (ie. with more than one transmitter) were measured and compared with those
predicted. The measured and predicted results were again very close, as can be seen from Figure 49,
which shows how the throughput varies with an increase in the offered traffic rate, when the interference
increases in the same proportion. A very high level of confidence may be placed in the accuracy of the
measured throughput, as it compares very well with that predicted from both the theoretical and

simulation studies. This can be seen by comparing Figure 49 with Figure 45.

Having demonstrated the performance of the system, its flexibility was investigated, and Figure 50 shows
the throughput when the system was re-programmed to perform a slightly different protocol; one where
packets are stored for re-transmission rather than being subjected to a "very long" re-scheduling delay.
This protocol attempts to make more efficient use of the channel capacity by re-initiating the transmission
process, if there is a stored packet available, as soon as the previous transmission has been completed.
The peak throughput obtained with this protocol is 86%. This value compares well with the peak values

of 88%, predicted by the simulation studies, and 91%, predicted by the theoretical studies (Figure 45).
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The number of packets retained at each node for transmission, however, grew with each increase in

offered traffic rate.

The points in favour of this protocol are:-

+ ahigh channel occupancy value is achieveable

+ the rate is maintainable

+ packets are transmitted in the order of arrival

The major disadvantage is that large amounts of primary memory (or secondary memory such as disk)

would be required to support the protocol with very high levels of offered traffic.

This implementation of an alternative protocol demonstrates the flexibility of the system. This is an
additional point in favour of this SS LAN, in that it may quite easily be tailored to meet the specific
conditions under which it may be expected to operate. The protocol developed and simulated in chapter
6, and tested in section 7.6.2.2, is probably more appropriate to systems where the anticipated traffic rate
is significantly below the breakpoint of 5 packets per traffic slot. Very little extra storage is required at each
node to implement this protocol. If, however, the system may be expected to be subjected to periods
where the offered traffic rate exceeds the breakpoint value of 5, then the alternative protocol, section
7.6.2.3, provides marginally higher throughput, because of the fewer collisions and re-schedulings. This

is achieved, however, at the cost of the extra storage which is required at each node.
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During the course of this research project a Local Area Network using Spread Spectrum techniques has
been designed, built and tested. Individual module, and total system, performance characteristics have
been theoretically estimated, simulated and then actually measured. Additional investigations which
demonstrate the system’s flexibility have also been undertaken. This research project has, therefore, been

a complete success, and each of the design goals, identified in section 2.2, has been met.

8.2 Comparisons With Other Networks

The relative advantages or disadvantages of this system compared with other, more conventional,
CSMA/CD type LANs depends very much on the user’s requirements and the conditions under which the
system will be used. The following discussion attempts to identify certain important operating conditions

and compare the two systems under these conditions, each assumes a user population of 100 :-

« If one node is dominant and the other 99 nodes all communicate with this one, eg. a file server, then
the conventional system is far superior. The SS LAN is designed for equi-probable multi-user

communications, ie. 50 pairs of nodes communicating concurrently.

« ACSMA/CD bus shows its best performance for loads less than 0.2, the transfer delay increases rather
rapidly for loads greater than 0.4 and has a vertical asymptote at about 0.6 [29]. If the load is spread
evenly over 50 channels, then one would expect the overall SS load capacity to be 50 times that of a

conventional LAN before delay becomes an important factor.

« The SS LAN can find and maintain synchronisation in an environment with 7% errors at the chip bit
rate (section 4.4.3.1). A 7% deviation from the correlation value of 64 expected fromthe A/D converter,
would result in a value between 56 and 70. These values are well within the range allowed (section
7.3.1), and would not cause incorrect data recovery and subsequent packet rejection. Errors in a

conventional LAN could cause packet rejection.

Chapter 8 Page 140



« Avery reliable method of ensuring packet integrity is the use of error detecting codes and positive
acknowledgement of each packet received correctly [30]. The acknowledgement packets would,
however, be competing for channel space and could exacerbate loading problems in a conventional
LAN. The SS LAN already incorporates error detecting coding in the ADLC, and positive
acknowledgement does not cause a loading problem in the SS LAN, since the pair of communicating

nodes each have a unique receive channel.

« Inaconventional LAN the vulnerable period is determined by the maximum propagation delay in the
system. The SS LAN has its vulnerable period, a, set to a value of 0.018 (section 7.6.2.1). Using a
propagation delay factor of 5 us / Km [29], a conventional LAN operating at 10 MHz would be able
to serve a network upto 650 metres in length. The SS LAN’s vulnerable period is determined by the
channel scan time and, with a 2 bit separation between codes, this equates to a network of 488 metres
(section 3.3). So for the same value of vulnerable period the conventional LAN can service a longer

network.

« A cost comparison between the SS LAN and commercially available components is not absolute,
since profit and a component to cover development costs and company overheads are already
included in the price of bought items. Commercial LAN cards vary considerably in cost, depending
on the facilities offered and the degree of inteligence in the card. The CMC ENP-66 costs $1380, and
is towards the top of the price range. The Ungermann Bass PC NIU AT costs $354, and is a mid-valued
item. The Micom Interlan NI5210-8 costs around $467, and is towards the economy end of the market.
A SS LAN node could be made for under $200, so with profit and development cost components etc.

should be competitive with the Micom Interlan product.

« Various manufacturers now offer LAN controller chips as microprocessor peripheral devices. Intel’s
82586 Local Area Network Co-Processor costs $134 and AMD’s AM77990 Local Area Network
Controller for Ethernet (LANCE) costs $68. The SS LAN card would cost more than these individual

chip controllers.
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8.3 Suggestions for Future Work

During the development of this Spread Spectrum LAN, some areas have been identified which may be

suitable for enhancement in future:-

» areduction in the number of Integrated Circuits (ICs) in the control circuits could be achieved by

using a single chip microprocessor

« animprovement in processing potential is available by using a more modern 8 bit microprocessor,
suchas the Motorola MC68008. An even more substantial improvement could, obviously, be achieved

with a MC68020 or MC68030 device

« throughout this development, the decision to use standard commercial components has meant that
custom ICs have not been considered. The very recent introduction of re-programmable Application
Specific Integrated Circuits (ASICs) means that these devices may be cost effective and, therefore,

suitable for the replacement of a substantial amount of the digital logic in this system

« the possible development of ASICs with analogue functions may mean that both the analogue and
digital chip count could be significantly reduced by using such devices, this would also reduce printed

circuit complexity and, hence, production costs

« A/D converters with built in multiplexers, S/H circuits, etc., are now available. The use of such devices

would allow simultaneous monitoring of many channels to be performed
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» code generation using Random Access Memories (RAM) in conjunction with the ROM already used,

would allow dynamic channel address code allocation within the system. This may give wider appeal

to a system of this nature.

« One aspect of system design which could be further investigated is the incorporation of adaptive
transmission and reception sections. The system as it is now can be manually adapted to suit the
number of users in certain ranges eg. up to 10, or 20 to 40 etc. by tuning the "unit" voltage setting and
the analogue multiplier scale factor. This is static tuning and the system still has a limitation in its
dynamic range. The inclusion of adaptive control units in each node to sense the number of concurrent
users and dynamically adjust the "unit" and scale settings could overcome this limitation. This control
unit could also adjust the scale setting to cater for possible variations in the attenuation experienced

by transmissions from different nodes.

The incorporation of the above suggestions for future work into this, already working, system could only
enhance its market potential by making it cheaper to assemble and possibly more reliable, whilst at the

same time giving it performance improvements to increase its appeal to potential users.
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A CIRCUIT DIAGRAMS

A.1 Summary

This appendix contains the full circuit diagrams (Figures A1 to A5) for the Microprocessor and Peripheral

boards which together constitute a Node of this Spread Spectrum Local Area Network.
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B ERROR GENERATOR

B.1 Summary

This appendix describes the design and extensive testing of the programmable error generator designed
especially for this project. In common with the rest of this document the description is at block diagram
or functional level rather than at detailed chip implementation level. Complete circuit diagrams are,

however, included for reference.

B.2 The Requirements

The question of proving the eventual design of the Spread Spectrum LAN was considered from the very
early stages of development. The system had to be capable of maintaining communications even in an
electrically hostile environment. It was realised, therefore, that some means must be available to create
or simulate this type of environment in order to validate the system design. It would be necessary to inject
errors at the chip rate (of 1.2288 MHz) in order to test the synchronisation acquisition and maintenance
circuits, and also to investigate the correlation and integration processes in the receiver circuits. It would
also be necessary to inject errors in the 1200 Hz data signals, to test the data validation protocols and
any Automatic Request for Re-transmission or Acknowledgement features built into the network node

receivers.

Standard "white" or "pink" noise generators were available as were some digital error generators but none
offered the facility to inject digital errors into data signals operating in the 1.5 MHz region, nor could they
be synchronised to several different data frequencies. Since no commercial equipment was available with

the required facilities, it was decided to construct one as a special piece of test equipment for the project.
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The design parameters for the error generator are as follows:-

+  Programmable between 1 x 10%and 9 x 10™".

+ Synchronised to external data sources at up to 1.5 MHz.

+  Gaussian Distribution.

+  Error distribution constant over range of data input frequencies.

+  Seperate Error and Data + Error signals.

- Transparent mode for data (ie. no errors injected).

B.3 Circuit Description

Figure B1 shows the block diagram layout of this circuit. The basis of operation of the error generator is
that two 24 bit binary numbers "A" and "B" are compared with each other and an error generated if "B"
is greater than "A". The number "A" is generated by a pseudo random sequence generator, block 1 in
Figure B1. In this case a 31 stage Maximal Length Sequence generator producing a range of possible
values between 1 and 231-1, ie. 1 and 2,147,483,647. Of the 31 output stages,24 are actually used for
comparison purposes. This gives a range of values between 1 and 16,777,215. This MLS generator is
clocked by a high speed clock (block 2), the frequency of which must be at least 24 times the data rate

required. With the chip sequence data rate of 1.2288 MHz, therefore, the high speed clock rate fH, must
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be at least 29.4912 MHz. 36 MHz was, in fact, chosen for convenience giving a maximum data rate of 1.5

MHz .

The reason why the clock must be at least 24 times the data rate is that the pseudo-random sequence
generator must be clocked 24 times to create a statistically independent value of "A" to be used in the
comparison. This ensures that error bits are generated independently. This complete change of
comparison number "A" is ensured by using a divide by 24 counter circuit (block 3) which causes a new
24 bit number to be loaded into a latch circuit (block 4) ready for comparison in the comparator circuit
(block 5). The other input to the comparator number "B", is produced from a look-up table comprising
of Read Only Memories, (block 6) which have been pre-loaded with values which correspond to equivalent
error rates of between 1in 10® and 9in 10" when compared to the 24 bit number "A". The output value
from the look-up table is produced by two select inputs, the number select and display (block 7) and the
exponent select and display (block 8). The outputs from these circuits act as address inputs to the look-

up table. The range of values available from these select circuits must, therefore, be restricted as follows:-

»+ Number Range 1-9

- Exponent Range 1-6

The functional block which makes the error generator so versatile is the data synchronisation and error
insertion circuit (block 9). This circuit ensures that only one comparison is made per data bit and also
that a new 24 bit number for "A" has been used. This circuit also synchronises error insertion and re-times

the data after errors have been injected.
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Table B1 shows the values pre-loaded into the look-up table. The table shows columns for:-

»  Error rate selected

+  Address used for look-up purposes

»  Decimal look-up value

»  Hexadecimal look-up value

Figure B2 shows the complete circuit diagram for board 1 of the error generator and Figure B3 shows
board 2, ie. the preset select and display circuits. Table B2 and B3 are the Integrated Circuit component

lists for these two boards and the IC numbers are cross referenced to Figures B2 and B3 respectively.
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Table B1 - Error Generator PROM Details

Error Hex Decimal Hex Error Hex Decimal Hex
Rate Address Value Value Rate Address Value Value
1x10°® 61 17 11 1x10°3 31 16777 4189
2 62 34 22 2 32 33554 8312
3 63 50 32 3 33 50332 C49C
4 64 67 43 4 34 67109 10625
5 65 84 54 5 35 83886 147AE
6 66 101 65 6 36 100663 18937
7 67 117 75 7 37 117441 1CAC1
8 68 134 86 8 38 134218 20C4A
9 69 151 97 9 39 150995 24DD3
1x10°° 51 168 A8 1x10°2 21 167772 28F5C
2 52 336 150 2 22 335544 51E68
3 53 503 1F7 3 23 503317 7AE15
4 54 671 29F 4 24 671089 A3D71
5 55 839 347 5 25 838861 CCCCD
6 56 1007 3EF 6 26 1006633 F5C29
7 57 1174 496 7 27 1174405 11EB85
8 58 1342 53E 8 28 1342177 147AE1
9 59 1510 5E6 9 29 1509949 170A3D
1x10™ 41 1678 68E 1x10™! 11 1677722 19999A
2 42 3355 D1B 2 12 3355443 333333
3 43 5033 13A9 3 13 5033165 4CCCCD
4 44 6711 1A37 4 14 6710886 666666
5 45 8389 20C5 5 15 8388608 800000
6 46 10066 2752 6 16 10066329 999999
7 47 11744 2DEO 7 17 11744051 B33333
8 48 13422 346E 8 18 13421772 CCCCCC
9 49 15099 3AFB 9 19 15099493 E66665
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Table B2 - Error Generator Board 1 - Chip List

Number Type Vee GND. No. Of Pins
1 04 14 7 14
2 164 14 7 14
3 164 14 7 14
4 164 14 7 14
5 164 14 7 14
6 86 14 7 14
7 92 10 5 14
8 74 14 7 14
9 2716 24 12 24
10 2716 24 12 24
11 2716 24 12 24
12 174 16 8 16
13 174 16 8 16
14’ 174 16 8 16
15 174 16 8 16
16 85 16 8 16
17 85 16 8 16
18 85 16 8 16
19 85 16 8 16
20 85 16 8 16
21 85 16 8 16
22 74 14 7 14
23 02 14 7 14
24 74 14 7 14

NOTE All TTL devices are '"LS"
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Table B3 - Error Generator Board 2 - Chip List

Number Type Vee GND. No. Of Pins
1 00 14 7 14
2 00 14 7 14
3 163 16 8 16
4 163 16 8 16
5 48 16 8 16
6 48 16 8 16
7 Disp - 4,12 14
8 Disp - 4,12 14

NOTE The displays are common cathode and use 74L.S48 drivers. If common cathode displays are not

available it will be necessary to use common anode devices and 74LS47 drivers. All TTL devices are "LS".

B.4 Circuit Testing and Discussion of Results

In order to use this error generator, in the validation of the SS LAN circuits, its performance had to be

verified. The performance was tested thoroughly with respect to the following parameters:-

+  Accuracy of Preset Error Rate

Distribution of Errors within a preset rate

Consistency of Error rate with input data rate variation
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»  Spread of single bit and multi-bit errors

Various tests were carried out to validate these parameters. Table B4 is a list of definitions used to describe
the conditions being tested. In this table zeros and ones are used to represent the presence or absence
of errors, ie. a single bit error is identified by the pattern 010, and a double bit error by the pattern 0110.
The reference letters A to J may then be used when describing the results obtained. Figures B4, B5 and

B6 show the special test circuits built to create the conditions identified by the reference letters Ato J

B.4.1 Test #1

» Data rate set to 1 MHz.

«  Error rate pre-select setto 1 in 10.

»  Test circuit A in Figure B4 used.

The timer counter was set to record events over a 10 second period. 100 results were collected and a

histogram of the spread of the results was produced, Figure B7. This figure shows the distribution of all

errors produced.
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The following error conditions were tested:

A = All errors ie. Total number of bit positions affected by errors

B = Any error ie. Total number of different error occurences

ie. Total number of rising edges indicating errors of all (or any) length.

C = Separate single bit errors ie. 010

D= " double " " " 0110
E= " triple " " " 01110
F= " four " " " 011110
G= " five * " " 0111110
H= six " "o 01111110
| = " sevenormore" " " 01111111
J = ! eight » *n"v " 11111111

Where 0 = No error in this bit position

And 1 = Error in this bit position
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The main statistics from this set of results are:-

«  The sumis 10000383

«  The mean is 100003.83

»  The variance of the samples is 78970.143

»  The standard deviation of the samples is 281.016

The mean value represents an error rate of 1.0000383 x 10'1compared to the expected value of 1 X 107

B.4.2 Test #2

These results show the raw errors or the total number of different error occurrences in the 10 second

period. The results histogram is included as Figure B8. The statistics are:-

»+ Sum 8410954

»  Mean 84109.54

«  Variance 50361.827
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Standard Deviation 224.414

B.4.3 Test #3

Similar to Test #1 but test circuit C is used (Figure B4)

These results show the distribution of single bit errors produced in a 10 second period, see Figure B9.

The statistics are:-

«  Sum 7030714

Mean 70307.14

+  Variance 44376.99

»  Standard Deviation 210.658

B.4.4 Tests #4 to #8

These tests use similar parameters to those of previous test but are designed to investigate the distribution
of multi-bit errors. Test circuits D to H in Figures B4 to B6 were used. (The number of 7 and 8 bit errors

encountered was insignificant and not considered further).

Figures B10 to B14 show the results obtained from these tests.
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Tests #1 to #8 were designed to map the distribution of all errors produced. These tests were carried

outata single frequency. It can be seen from these results that the distribution of errors does approximate

to a Gaussian spread, as anticipated.

Figure B15 shows the distribution of separate error occurrences. It can be seen that on average for every
100 total errors produced there were 84 separate error occurrences made up of 70 single bit, 10 double
bit, 1.6 triple bit etc. Figure B16 shows how these figures relate to the number of errors produced. Only

30 results were obtained for tests #7 and #8 since the numbers were very small.

B.4.5 Tests #9 and #10

These two tests are similar to test #1 except that the data rate used for these tests was 10 KHz and 100

KHz rather than 1 MHz.

As expected the number of errors occurring during a 10 second period is one hundreth and one tenth
respectively of that expected at 1 MHz. Figures B17 and B18 shows the distribution of All errors at these
data rates. When these figures are compared with Figure B7 it can be seen that the distribution envelopes

are almost identical, thus verifying the error rate consistency with varying data rates.

B.4.6 Tests #11 and #12

These two tests are similar to test #1 except that the error rates chosen were 1 in 100 and 1 in 1000 rather

than 1 in 10.

The number of errors was, as expected, reduced by factors of 10 and 100 respectively compared with the

figures obtained in Test #1. Figures B19 and B20 show the distribution of All errors at 1 MHz at the
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selected error rates. When these figures are compared with Figure B7 it can be seen that the distribution

envelopes are very similar. This confirms the distribution properties and accuracy of rate selection across

the range of presetable error rates.

B.S Appendix B Conclusions

The measurements made confirm that the error generator performs as expected, i.e. that it generates
errors with a Gaussian distribution, the program settings for error rate select are accurate, and that the
accuracy is maintained with changes in both rate and operating frequency. The confirmation that this
piece of test equipment performs exactly as expected means that it may, therefore, be used with

confidence in the testing of the circuits for the Spread Spectrum LAN, which is the main objective of this

project.
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C THE ANALOGUE MULTIPLIER

C.1 Summary

This appendix includes details of the calculations made to choose the required peripheral circuit
component values associated with the RS 1495 Analogue Multiplier. The method of component calculation

follows very closely that illustrated in the component literature.

C.2 Theory of Operation

Figure C1 shows a circuit schematic of the analogue multiplier with calculated component values and the
level shifter already included. Figure C2, which shows the internal circuit schematic is taken from the

component data sheet. These circuits are referred to frequently in the following text.

The multiplier operates on the principle of variable transconductance. The differential output current

(seen at pins 2 and 14) is given by:

|14-|2= (2 XVX XVy)/(RxX RyX |3)

where Vx and Vy are the input voltages and |3 is the scale factor current.

The scale factor is a value multiplied by the output to reduce the size. eg. For a scale factor 1/10 then Vo

= Vx x Vy/10. This scale factor simply prevents overdriving of the amplifier causing non linear opeation.
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The potential dividers on the inputs X and Y simply limit the maximum multiplier input to half the value of

the Vx and Vy input voltages. Once again, this is done simply to prevent the occurrence of non linear

operation if the inputs become too large.

The resistors Rx and Ry ensure the input transistors are always active, and 113 and I3 flow through Rx and
Ry respectively. To ensure the input transistors are always active then the voltages 113Rx and 13Ry should
be larger than the input voltages Vx and Vy, and the larger they are, with respect to Vx and Vy, the more

accurate the multiplier will be.

Pins 8 and 12 provide facilities for an X and Y offset adjustment. Even when transistor base emitter
junctions are matched within 1mV and resistors within 2%, errors in the output can still occur. Correction
must, therefore, be allowed for. The arrangement shown in Figure C1 allows for precise adjustment of
the X and Y inputs. These potentiometers combine with the output offset adjustment, connected to pin

2, give complete output control.

ie. Vo = K(Vx =+ Viox =+ onH) (Vy * Vioy =+ VyoH) + Voo

» K = scale factor (see section C.4)

<
x
i

X input voltage

» Vy = Yinput voltage

.
<
[e]
x

[

= X input offset voltage
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Vioy = Y input offset voltage

«  Vxoft = Xinput offset adjust voltage

»  Vyoff = Y input offset adjust voltage

» Voo = output offset voltage

C.3 Level Shifting

In order to convert the differential output between pins 2 and 14 on the multiplier to a single ended output
voltage, referenced to ground, a level shifter is required. The level shifter is designed separately to the
analogue multiplier. The level shifter simply takes the voltages on pins 2 and 14 and obtains the difference,

the result being used as the single ended output. ie.

Vo = (l2-114) x Ry

Provided that in both cases R1 is equal, then no errors should occur in the output. Perfect fixed resistor
matching is, however, not possible and mismatches can be compensated for by using the offset adjust

potentiometers as described above.
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C.4 Analogue Multiplier Design Procedure

In this description reference is made to Figure C2.

The resistors at the input are chosen to limit the X and Y inputs to = 5 volts.

Thisisfora V'x = V'y = nominally = 10 volt input

For a scale factor of 1/10ie. Vo = (V'x x V'y) /10

= (2Vx X 2Vy) /10

4/10 VxVy

scalefactor K = 4/10

Step one isto select Iz ie. the current in pin 3. Device limitations indicate that this current cannot exceed

10mA.

l13 = I3 and in this case they are both set to equal TmA.
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Setting I3 and |13 only needs the connection of a resistor between pin 13 and ground and between pin 3

and ground.

R13 + 500 = (V(-)-0.7) /13

and  Rs+ 500 = (V()-0.7)/l3

V(-) = -12volts & I3 = 113 = TMA

-~ R3 + 500 = 11.3/1mA

- Rz =10.8k Q) = 12k ) (Nearest Preferred Value)

If R3 is made equal to 15k} by using a 12k() resistor and a 10k{} potentiometer then adjustment of R3

and I3 would be allowed for, this also allows a convenient method of making a final trim of the scale factor.

The next step is the consideration of Rx and Ry. If reference is made to the schematic, then to ensure the

input transistors will always be active

(Vx/Rx) < |13 & (Vy/Ry) < |3
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If V)( = Vy = 5 volts

Then make Ry = Ry = 10kQ

Rx = Ry = 10kQ2 is used ,as the larger the I3Ry and l13Rx products in relation to Vy and Vx respectively

the more accurate the multiplier will be.

Next RL must be determined. Using the following known values Rx, Ry and I3, Rt may be calculated using

the relationship

K=2RL/(Rx*Ry*I3) =4/10

- BL = 20k} = 22k() (Nearest Preferred Value)

Next R1 is chosen so that the voltage at pin one is several volts higher than the maximum input voltage,
hence it must be at least 6 volts as Vx = Vy = 5 volts, ( 7 volts was actually used). This is to ensure

transistors Q1,Q2,Q3,Q4, are maintained in their active region.

The current in pin 1, 11 = 2 x I3 (see schematic)

S Ri=(V(+)-V1)/2 x1I3
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where V1 = 7 volts, V (+) = 12Vand I3 = 1mA

~R1=25kQ . Use33kQ

C.5 Level Shifter Design

It can be shown that Vo = (I2 - 114 ) RL, and from the schematic

l2-114 =2 xIx xly/I3

=2XVxXVy/(RxXRyX|3)

Vo

2XRLXVxXVy/(RxXRyXI3)

Referring to the Level Shifter diagram, C3, and using the values |2 = 14 = I3 = 1mA, Ro can easily be

found as V2 and V14 are half way between V1 and the supply ralil ie. 9 volts.

From above diagram V14 /RL + 114 = (V(+) -V14) /Ro

.. Ro=26kQ
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.. use 3.3k O for Ro

Using a potentiometer in the Rz load resistor section allows flexibility. The following values have been

selected
R =27kQ
Ri4 = 3.3k Q
RL = 22k Q

RaL = 12k Q + 10k ) potentiometer

This completes Appendix C, the description of the selection of component values for the RS 1495

Analogue Multiplier

Appendix C Page 200



APPENDIX D

Appendix D Page 201



D PROGRAM - CSMA/CD SIMULATOR

D.1 Summary

This appendix includes the code for the program written to simulate the throughput characteristics of the

CSMA/CD protocol developed theoretically in section 6.2. The use of the program and the results obtained

are described in section 6.3.

D.2 Brief Outline of the Program

The program simulates the arrival of packets into a node for transmission into the network. The average
arrival time is governed by the rate of traffic being offered, G. The actual arrival time is subject to Poisson
distribution characteristics around the average arrival time. (The POISSONRANDOM function used for
this purpose is described in Appendix F). 50 packets are offered to the node at each of 16 different offered
traffic rates. The first packet to arrive will find the network free and be assumed to be transmitted
successfully so the channel Use time is set to 1, the channel Busy time is set to 1+a (ie. 1 plus the
channel occupancy sensing time) and the Idle time is set to the average arrival time (see also section

6.2). The arrival time for the next packet is then calculated and the procedure CSMA is used to determine:-

« If the arrival time is less than the channel sensing time, ie. the vulnerable period, a, a collision is
assumed and both packets are "discarded”. The COLLISION procedure is then used to reset the

Busy time to "3 x a" (the sensing time) and the Use time to zero.

« Ifthe arrival time is greater than the vulnerable period but less than the Busy time then the channel
is already occupied by another packet and the present packet is classified as a "CLASH" and is

discarded.
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« lfthe arrival time is greater than the Busy time then the channel is assumed free again and the Use,

Busy and Idle times set for a successful packet arrival.

When 50 packets have arrived the CSMA statistics are calculated and the simulated throughput, ST, is

calculated from the average Use, average Busy and average Idle times as shown in equation (24).

For each offered traffic rate (G) the Theoretical Throughput (TS) is calculated from equation (31) and
saved on file with the Simulated Throughput (ST), the number of collisions, the number of successes

and the number of clashes, as shown in Table 5 in order that graphs may be plotted.
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program Simcsma(input,output);

const
packetbits = 1800;
quit = 50;

type

keeparr = array[l..50] of real;
intarr = array[l..50] of integer;

var
thrput : text;
cyclecount, j,clash : integer;
succtrans,col : integer;
idle,busy,use,avebusy,aveidle,aveuse : real;
mean,offered,aveariv,arivtime : real;
totariv,totalbusy,totaluse,totalidle,a : real;
theothr,simthr, garr : keeparr;
cols,clashs : intarr;

procedure Collision;

begin
col := col + 1;
use := 0;
busy := arivtime + (3 * a); {time channel occupied unsuccessfully)

end; {end of Collision)

procedure Csma;

begin
if (arivtime > a) and (totariv < busy) then
begin
clash := clash + 1;
end
else

begin {start of outer else)
if arivtime <= a then
Collision
else
begin
totariv := 0;
use = 1;

succtrans := succtrans + 1;

busy := 1 + a; {channel occupancy plus sensing time}

end;

begin
totalbusy := totalbusy + busy;
idle := aveariv;
totalidle := totalidle + idle;
totaluse := totaluse + use;

end;

end; {end of outer else)
end; {end of Csma)
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procedure Csmastats;

begin
if succtrans < 0 then
begin
avebusy := totalbusy / succtrans;
aveuse := totaluse / succtrans;
aveidle := totalidle / succtrans;
simthr[j] := aveuse / (avebusy + aveidle);
end;

end; {end of Csmastats)

procedure Dispcond;

begin
writeln('Bits Per Packet = ' packetbits);
writeln('Detection time = ' a:6:4,’ in units of packets');
writeln;

end; {end of Dispcond)

procedure Outmod;
var
i : integer;

begin
Dispcond;
writeln(’'Theoretical Simulated Offered Collisions');
writeln;
for i := 1 to j do
begin
writeln(theothr[i]:8:4,simthr[i]:12:4,
garr[i]:11:4,cols[i]:11,clashs[i]:11);
writeln(thrput, theothr[i]:8:4,simthr{i]:12:4,
garr[i]:11:4,cols[i]:11,clashs[i]:11);
end; ‘
end; {end of Outmod}

procedure Theocsma;
var
X,y,g : real;

begin
g = garr[j];
X 1= g % exp(-a¥g);

y = (3%axg + (exp(-a*g)*(2 + g - 3%a*g - exp(-a¥*g))));
theothr[j] = x / y;
end; {end of Theocsma)

procedure Calcstats;
begin
cols[j] := col;
clashs[j] := clash;
Csmastats;
garr[j] := offered;
Theocsma;
end; {(end of Calcstats)
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function PoissonRandom(mean: real): integer;
var

product: real;

n: integer;
begin { PoissonRandom )}

product := 1;
n := 0;
while product > exp(-mean) do
begin
product := product * random;
n:=n-+1
end;
PoissonRandom :=n - 1
end; { PoissonRandom )}
begin

a := (32 / packetbits);
for j := 1 to 16 do

begin

randomize;

case j of
1 : offered := 0.1;
2 offered := 0.2;
3 offered := 0.4;
4 offered := 0.8,
5 offered := 1;
6 offered := 2;
7 offered := 5;
8 offered := 10;
9 : offered := 15;
10 : offered := 20;
11 : offered := 50;
12 : offered := 60;
13 : offered := 70;
14 : offered := 80;
15 : offered := 80;

16 : offered := 100;
end; {end of case}
arivtime := O;
clash := 0;
totariv := 0;
col := 0;
use := 0;
idle := 0;
totalidle := O;
totaluse := 0;
totalbusy := 0;
cyclecount := 0;
succtrans := 0;
busy := 0;
aveariv := 1 / offered,
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for cyclecount := 1 to quit do

begin
arivtime := (aveariv * PoissonRandom(20)/20);
if arivtime <0 then writeln('’'negative arrival’);
totariv := totariv + arivtime;
Csma;
end;
Calcstats;

end; (end of for j}
assign(thrput, 'simres3.prn’);
rewrite(thrput);
Outmod;
close(thrput);

end.

Appendix D Page 207



APPENDIX E

Appendix E Page 208



E MICROPROCESSOR PROGRAM

E.l Summary

This appendix contains the commented listing for the microprocessor control program.
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F PROGRAM - TRAFFIC GENERATOR

F.1 Summary

This appendix describes the random number generator which was written to produce the traffic arrival
characteristics required for System Test purposes (see chapter 7). The standard "random"” function;
available in most high level programming languages, produces numbers with a uniform distribution. The
need to produce simulated packet arrivals subject to Poisson and/or Normal (Gaussian) distribution
characteristics, however, meant that the standard function could not be used directly, but had to be

modified to produce the required distribution.

F.2 Poisson & Normal Distribution Characteristics

F.2.1 Normal (Gaussian)

One of the most important examples of a continuous probability is the Normal, or Gaussian, distribution.

This distribution is represented, in standard form, by:-

Y _ 1 e—(1/2)(z X Z) (L1)
/2w

wherez = (x - u) /A and x is in standard units.

In such a case we can say the z is normally distributed with a mean of zero and a variance of one.
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The major characteristics of the Gaussian distribution are:-

+ Mean = u

«  Variance = @

«  Standard Deviation

Il
Q

F.2.2 Poisson

The Poisson distribution has been widely used to model arrival distributions and other seemingly random
events. The distribution is named after Poisson, who discovered it in the early part of the 19th century.

The discrete probability distribution is given by:

where e = 2.71828 and \ is a given constant.

p (x) is then called the Poisson distribution.

The major characteristics of the Poisson distribution are:-
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* Mean = W = A

»  Variance = g° = A

«» Standard Deviation = ¢ =+/A

F3 The "Random” Programs

Many texts have been written on the applications of stochastic processes in simulation and modelling.
One such text [31] describes standard procedures which will produce either Poisson or Gaussian
distribution characteristics from the uniformly distributed random numbers produced as a standard

language function.

F.3.1 Normal Distribution Numbers

The theorem for the production of numbers with a Gausssian distribution is called the "Central Limit
Theorem". It states that the sum, xn, of n identically distributed independent variables has an
approximately normal distribution with a mean =y n and a variance of ng 2 Studies have shown that

with n = 12 this technique provides good results.

Ifthe variables summed follow a standard uniform distributionthen = 0.5and o2 = 1/12. Thus summing
n standard uniform random numbers gives an approximate Gaussian distribution with a mean of 0.5 n
and a variance of n/12. By dividing the sum by 6 instead of 12 a mean value of 1 rather than 0.5 can

be obtained. A multiplying factor may then be applied to produce random numbers in a suitable range.
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A procedure called NORMALRANDOM was written to produce random numbers with the characteristics
of Gaussian distribution. This routine was tested to determine the characteristics of the distribution
produced, see listing at the end of this appendix. The largest value of RANGE selectable in the program
is 2730 , this is in order to avoid Integer Overflow. This can be extended to 10000, however, if a Maths
co-processor is used. 10,000 samples were obtained from the procedure and the number of times each
value was produced was plotted against the value. Figure F1 is a plot of the distribution obtained, with a

mean value of 50. It can be seen that this distribution does, indeed, approximate to Gaussian

characteristics.

F.3.2 Poisson Number Program

Random numbers with a Poisson distribution with a mean of x may be accomplished by mulitplying, n,
successively generated numbers until the product is less than e™ The value n - 1 is then the value of the

Poisson random variable x.

A maximum value of 88 must be placed on the value of MEAN used with this procedure, in order to avoid
Floating Point Overflow. This value can be extended to 100 if a Maths co-processor is used. Figure F2 is
a plot of the distribution produced by the procedure POISSONRANDOM, which is part of the Traffic
program included in this appendix. 10,000 samples with a mean value of 50 were used to produce this
distribution curve. It can be seen that the error distribution obtained from this procedure approximates to

Poisson characteristics.

F.4 The Traffic Program

The mean valued "TIME" is initialised at the start of the program (see section 7.6). This program accepts
an input from node #1 of the Spread Spectrum LAN, in order to synchronise to real world timing. Two

random numbers with the preset "TIME" value are then produced. One of the numbers is subjected to
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Figure F1 Probability Distribution Normal (Gaussian) Characteristics
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Gaussian distribution and the other to Poisson characteristics from the two procedures described above.
These numbers are converted to Hexadecimal ASCII characters. The Poisson number is transmitted to
node #3, the traffic generator, and the Gaussian number is transmitted to node #2, the interference
generator. These numbers are then used to represent packet arrival times. By altering the standard
inter-arrival delay produced by node #1, and adjusting the program’s mean value accordingly, offered

traffic with Poisson and Gaussian distributions can be simulated.
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program Traffic (input,output);

{$C-)

type

hexstr = array[l..4] of char;

var

time,count, temp,j,i,c,d :

b,a : real;

intval,trafval : hexstr;

hold : byte;

function Selval(temp :

begin
case temp of

0 : Selval :=
1 Selval :=
2 Selval :=
3 Selval :=
4 Selval

5 Selval :=
6 : Selval :=
7 : Selval :=
8 Selval :=
9 : Selval :=
10 : Selval :=
11 : Selval :=
12 : Selval :=
13 : Selval :=
14 : Selval :
15 : Selval :=

end; {end of case)
end; {end of Selval)

procedure Hexout(var hexval :hexstr ; num :

begin

= I4I

IOI;
Ill;
I2I;
I3I.

ISI;
I6I;
I7I
I8I;
I9I;
IAI;
IBI;
ICI;

IDI;

= IEI;

IFI;

integer;

integer) :char;

temp := hi(num) div 16 and $F;

hexval[l] := Selval(temp);
temp := hi(num) and $F;
hexval[2] := Selval(temp);

temp := lo(num) div 16 and $F;

hexval[3] := Selval(temp);
temp := lo(num) and $F;
hexval[4] := Selval(temp);

end; {end of Hexout}

integer);
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function NormalRandom(range: integer): real;
{ Generate normal distribution of random integers between 0 and range )
var

i: integer;

sum: real;

begin { NormalRandom )}
sum = 0;
for i := 1 to 12 do
sum := sum + random(range)/range;
NormalRandom := (sum / 6)
end; { NormalRandom )

function PoissonRandom(mean: integer): integer;
{ Generate a Poisson distribution of random integers )
var

product: real;

n: integer;

res : real;

begin { PoissonRandom )}
product := 1;
n := 0;
res := exp(-mean);
while product > res do
begin
product :=
n:=n-+1
end;
PoissonRandom :=n - 1
end; ( PoissonRandom }

product * random;

procedure Send;

begin

repeat
until ((port[$3fd] and $01) > 0); {wait for prompt from rx board}
hold := port[$3£f8]; {clear flag from rx board)
for j := 1 to 4 do ({send hex arrival times to both transmitters}
begin

repeat

until ((port[$3fd] and $20) > 0);

hold := ord(trafval[j]); {send to traffic gen)

port[$3£f8] := hold;

repeat

until ((port[$2fd] and $20) > 0);

port[$2£f8] := ord(intval[j]); {send to interference gen)
end;

end; (end of Send)
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begin { Traffic Generator )}

count := O;

port[$3fb] := S9A; {set up serial port 1}

port[$3£f8] := $0C; {to go to traffic generator}
port[$3£f9] := $00;

port[$3£fb] := S1A;

port[$2fb] := $9A; {set up serial port 2)

port[$2£f8] := $0C; {to go to interference generator)

port[$2£f9] := $00;
port[$2fb] := §$lA;

repeat
begin
write(’Enter mean value for this run .. ');
readln(time);
randomize;
a := (PoissonRandom(100))/100;
b := NormalRandom(10000);
¢ := trunc(a*time);
d := trunc(b*time);

Hexout(trafval,c);
Hexout(intval,d);

Send;
count := count + 1;
write(count,’ "

for j =1 to 4 do
write(trafval[j]);
write('’ "
for j =1 to 4 do
write(intval{j]);
writeln;

end;

until (keypressed or (count = 10000));

end. { Traffic Generator }
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G PUBLICATIONS

G.1 Summary

This appendix contains copies of all of the conference and journal papers which were written as a direct

result of the work carried out on this research project.
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UDC 621.394.4
Indexing Terms: Data transmission, Local area networks, Spread
spectrum

A synchronized spread-spectrum local

area network

A. L. SIMCOCK, BsSc,®
C. na RANONG, BE, PhD"*
and

P. LEUNG, BE, MEngSc®

* Department of Electrical and Electronic Engineering, Footscray
Institute of Technology, Footscray. Australia 3011

SUMMARY

As the number of nodes connected to a local area network
increases, the network throughput decreases owing to
channel contention. This is conventionally overcome by
either upgrading the network channel bandwidth, and hence
increasing the data rate, or introducing a hierarchical network
structure. This paper describes an adaptation of spread-
spectrum communication techniques, used by the military, to
a localized network. The resulting system enables multiple
simultaneous communications within a channel rather than
the conventional single communication. Such a system is
capable of retaining communications facilities in a heavily
loaded multi-user environment.

1 Introduction

The expanding need for data communication channels has
increased the pressure on the available transmission
bandwidth. This has led to developments in two broad
areas: the extension of the usable spectrum through the use
of even higher frequency carriers and the development of
complex frequency allocation algorithms. An extension to
the latter has led to the adaptation of spread-spectrum
techniques which were originally developed in the mid
1950s' for military use as a means of providing a jam
resistant communication link.

Spread-spectrum communication involves a trans-
mission system which uses an overall frequency
bandwidth far in excess of the minimum required. The
receiver restores the signal to its normal bandwidth and, in
so doing, it enhances the desired signal while suppressing
the effects of all other prevailing signals and noise. Overall,
the communication channel bandwidth is not ‘wasted’
because, with a suitable selection of transmission scheme,
several nodes may simultaneously transmit messages over
the same channel with almost zero interference between
transmissions,

A local area network (LAN) such as Ethernet, where
multiple nodes use a single communication channel-—one
pair at a time, is a prime candidate for the application of
spread-spectrum techniques. Being inherently jam-proof,
spread-spectrum techniques have the potential of reducing
the contention and allowing multi-pair communications,
thus increasing the network’s throughput under these
conditions.

This paper deals with an implementation of a
synchronized spread-spectrum LAN by the Department of
Electrical and Electronic Engineering, Footscray Institute
of Technology. A code division multiple access (CDMA)
scheme sense is used.? Within the CDMA channel a carrier
sense muitiple access scheme with collision detection

probfeiﬁs.

. (CSMA/CD) is used to reconcile the remaining contention

R e . o e e e T
‘:)oumal of the Institution of Electronic and Radio Engi

neers, Vol. 57, No. 1 pp: 17-21, Janvary/Februsry 7987 "~

2 Spread Spectrum Techniques
The three primary methods of spreading
transmission are:>”>

the data

(1) Direct sequence—in which the data is directly
modulated with a fast pseudo-random code
sequence.

(2) Frequency hopping—in which the carrier which is
modulating the data is caused to change (requency
in a pseudo-random manner.

(3) Time hopping—which can be likened to the pseudo-
random allocation of channels in a time division
multiplexed system.

The proposed network uses the direct sequence method.
as shown in Fig. 1. The data signal d(¢) is multiplied by a
fast pseudo-random binary sequence (the direct or
chipping sequence) p(t) to produce a received waveform
r(t) which, in the presence of an interfering waveform J(1),
would be

r(t) = d(t)p(t) +J(1) (1

Integrate

Data
L dump

Source

randon randon
SeqUeNce g — — sequence
generator generator
Transnitter Receiver

Fig. 1. Single channel direct sequence system.
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At the receiver this signal is multiplied by the same
pseudo-random signal in order to recover the original data
as in equation (2)

r(p(t) = d()+J()p(e) (2)

In equation (2) Lthe jamming signal J(t) may be external
interference  or it may be interference from other
ransmitting nodes. The rejection of the other nodes’
transmissions as noise depends upon the orthogonality of
the codes®~® used for spreading each node’s data.

3 Network Considerations

Current bus and ring local area network topologies
typified by Ethernet and the Cambridge Ring respectively
employ some form of (asynchronous) time division
multiplexing. This may be in the more or less fixed
compartment format of the Cambridge Ring or the packet
message type format of Ethernet. Whichever system is
used, any node wishing to access the system must wait
until a time when no other users are transmitting. The
node will then transmit at a relatively high bit rate into the
system. The overall effect is that each node emits bursts of
data at high bit rates for relatively short periods and then
remains dormant for a much longer period. Occasionally,
two or more nodes attempt to transmit at the same time
and the messages collide; back-off and retransmission
algorithms would then be used to arbitrate. Thus, network
throughput is dependent on the number of nodes in the
network and the network bandwidth. Special chip sets
capable of high speed burst transmission (e.g. Motorola

68590) have been developed for this purpose.

The application of spread-spectrum techniques to a local
area network provides it with the ability to have many
nodes transmitting simultaneously, thus increasing net-
work throughput and possibly eliminating the need for
very high speed transmissions. The system under develop-
ment utilizes a code division multiple access scheme where
each node has its own ‘address’ and associated code (or
spreading sequence). The bus structure is shown in Fig. 2.

In the point-to-point communication system adopted in
the network, if node X wishes to transmit to node Y then
node X will modulate its data with the code of node Y.
Hence, the transmitter of each node must be able to
modulate its data with any recipient’s address code. Since
only one node at any instant in time may be transmitting
to a particular address, a collision check for the intended
receiver is still necessary, i.e. a CSMA/CD scheme is
adopted within the channel. Thus, each transmitter has a
built in demodulator to pre-check for collisions and
continuously check while transmitting.

As a receiver, each node monitors the line, looking for
data modulated with its own ‘address code’. It treats data
for any other intended recipient as noise and rejects it (as
shown in equation (2)) but demodulates the data encoded
with its own address code in order to recover the original
data.

Each node has two demodulators—one for monitoring
the channel for its own message and another one for
collision avoidance and detection. The first demodulator

. works exclusively with its own address code whereas the
__Codeused in the second is switchable.

“The fask of choosing codes for their orthogonality can
be simplified if the environment in which the system is to
work, such as connection distance and hence propagation
delay; attenuation, etc., can be controlled. This degree of
control allows a synchronous network to be produced.
Synchronization may be considered from both chip and

- data: bit: viewpoints. In- a synchronous, cable-connected
network. such as this, with predictable delay- and
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Fig. 2. Bus structured node interconnections.

attenuation characteristics. the effect of the so called odd-
even cross correlation properties are also predictable and
codes with multi-level cross correlation values, e.g. Gold
or Kasami codes,®® are not necessary. The code
allocation scheme selected is based on providing each
address with a code which is a phase shifted version of the
master code; this master code is also the synchronization
codetransmitted onthesync. lineindicated in Fig. 2. Thusthe
cross correlation between codes is the auto-correlation
function of the one code. This simplifies both the code
generation and decision making circuitry. The allocation of
phase shifted versions of the one code to act as the individual
node address codes is similar to that used by B. Hirosaki et
al.'® in their performance analysis of a fibre optics system.
They showed that the variance [g'(1)]? in mutual interference
from node i is given by

[q'GNT)}? = I/N? (3)

where j represents the individual bit position, N is the
chipping sequence length and T, is the chip sequence bit
period.

Equation (3) above shows that the per-channel
interference is inversely proportional to the square of the
chip sequence length, or processing gain; and since one of
the design aims was to produce a rehiable and resilient
system, a fairly large ‘processing gain’ of 1024 (approx.
30 dB) was selected. This choice of value for the processing
gain produces a system capable of working in an
electrically hostile environment and also allows a large
number of simultaneous code transmissions.

G, = processing gain = Bss (4)
By
where
Bgs = bandwidth of the spread-spectrum signal, and
By = bandwidth of the data signal.

The concept of processing gain noted above is simply a
power improvement factor which a receiver, possessing a
replica of the spreading sequence, can achieve by a
correlation process. For an ideal system the theoretical
maximum number of users that a system could support
would be equal to the processing gain G,. This is not
realistic under practical conditions and a figure of G,/10
(Ref. 5) is usually accepted as being the maximum number
of users which a system can accommodate.

Using maximal length sequences (MLS) of 2'°—1 bits
(i.e. 1023) to encode each data bit results in a residual
offset effect at the output of the analogue multiplier which
is dependent on the number of simultaneous transmitting
stations. This results from the two level (1023, —1)
autocorrelation functior of an MES. In order-to climinate:
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Fig. 3. Address code generation.

this residual effect the MLS sequences were modified to
produce codes with (1024, 0) autocorrelation properties by
the addition of an extra binary zero. The code for each
station, therefore, becomes an MLS, cyclically bit shifted
within its 1023 bit length, plus an additional binary zero
which is transmitted as bit number 1024, as illustrated in
Fig. 3. Each data bit is then encoded by the 1024 bit
modified MLS.

The proposed network is based on twisted or parallel
pair cable; this is to maintain simplicity and allow new
nodes to be connected to, or disconnected from, the
network without unduly affecting other users. Figure 4
Shows a simple system layout with a number of
transmitting nodes and a single receiving node. The output
from each node is added onto the line to produce a
received waveform r(t) (Fig. 5), which is a summation of
the outputs from each transmitter;

() = 5,0+ 520+ 550+ 5,00 s
0 = 3. 5.0 (©

At the receiver the multi-level line signal r(t) 1is
multiplied by the receiver’s own +1 level chip sequence
p,(t) and [rom equation (2)

x=1
MOpt) = d()+ ). sa(OpL(D)+
n=1
+ 2 s(Op )+ J(Op() (T)
n=x+1
where 1 < x < n. The first term d,(¢) is the recovered one-

dimensional data signal and the last three terms are the
multi-dimensional interference or jamming signals. The
output from the analogue multiplier is subjected to low-
pass filtering in the integrate and dump circuit in order to
remove the unwanted high frequency components before
being passed on to the decision circuit to determine
whether this particular data bit represents a logic one or a
logic zero.

In a completely asynchronous system, acquisition has
- twosstages, with both the code and the code phase being
- vilalPté data recovery. In the completely synchronous
System adopted in our network the code phase search stage
is eliminated since channel address codes are in a fixed
‘phase relationship with the synchronization channel. The

phase search stage is replaced, however, by a requirement

to scan the locally generated address code over a time
~window. in_order to identify possible delayed versions of
the same code; this process is called. track’mg using the
- ‘sliding cosrelator> method.® The maximum propagation

delay in the system, therefore, determines the size of the
window for tracking purposes and also the code allocation
spacing since no two stations should be allocated codes
which could be mistaken for delaved versions of each other
within this tracking window.

Consider an example system with a tracking window of
2 bits. Tt would be necessary to allocate station addresses
separated by more than 3 bits. Incremental tracking steps
could vary from 1/4 to say 1/64 of a chip bit. The first
would give rapid aquisition but only coarse tuning and a
smaller ‘noise margin’; the second would give much finer
tuning but at the expense of aquisition time and the need
to include a longer data packet synchronization preamble.
A compromise figure of 1/16 bit would seem appropriate.
representing the need for a preamble of 32 bits to each
data packet. The practice of including a data packet
preamble is common in most LAN systems. This figure of
32 tracking steps compares favourably with that which
would be necessary if different codes were used [or each
address and all code phases had to be tested. The system in
this example would work in a network up to 450 metres
long at the present chip rate of [-2288 MHz. The
practicality of increasing the chip rate beyond this figure is
being investigated.

In order to test phase synchronization aspects, a novel
error generator which produces random errors at rates
between 1 x 107° and 9x 10" is used. This generator is
capable of maintaining the error rates irrespective of the
input data rate, which may vary [rom | Hz to -5 MHz.
Tests with the prototype system have shown that the
system reliably achieves phase synchronization within
40 ms. even with an error rate as high as 1 x 1072, and that
synchronization drop-out does not become a problem until
the error rate reaches 2 x 1072

4 Code Investigations

Computer programs have been written to investigate the
system coding aspects. These programs are designed to
emulate (in non-real time) the ideal line drive
characteristics of a 60 user system and have been written to
investigate two areas of coding and code allocation:

(1) To ensure that transmission number x (where
| € x <60, see Fig.4) will be successlully decoded
when a number of simultaneous transmissions are
taking place. A program cmulating 60 nodes has
been developed and the correlation properties
investigated. This has verified the (1024, 0)
correlation properties of the codes selected.

(2) To investigate the orthogonality properties of the
codes used. This part takes the form of emulating a
number of simultaneous transmissions (numbers |
to n excluding x) and attempting to extract data
using code p,(t) (i.e. the code omitted). Up to 59

t
rtn integrate | s

and dump | ¢_ (1)

Jt) px(t)

Nolse

Fig. 4. Simple system layout:
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Fig. 5. Typical transmitter waveforms.

simultaneous transmissions have been demonstrated
to create no mimicry problems, i.e. no combination
of code transmissions from up to 59 stations looks
like the code of the non-transmitting station x.
These tests have been carried out with channel
allocations based on code separations of 1, 5 and 10
bits, with the same results.

5 Prototype System Tests

The system was configured as shown in Fig. 4 for the
purpose of the preliminary bit error rate (BER) measure-
ments. Three transmitters and two receivers were used.
The first transmitter/receiver pair was used for the BER
measurements and the second pair used to verify the
simultaneous transmission capability, the third transmitter
acting merely as an additional source of interference. Each
transmitter, s,(¢) to s,(t), outputs a signal which represents
the summation of +1 volt on to the transmission line, as
illustrated in Fig. 5. In the absence of other signals,
therefore, s,(t) would cause a +1 volt signal to appear at
r(t). The upper trace in Fig. 6 shows the total composite
signal r(t) (see Fig.4) when s,(1), s,(t), s3(t) and J(¢)
(added white Gaussian noise (AWGN)) are all present. J(t)
is band limited to 3 MHz. The signal-to-noise figures
are actually signal-to-total-interference figures, S/I.
and are the ratio of the signal r(t) due to s,(t) alone
compared to that due to all signals other than s,(t).

FOg‘;'Mswand recovered data. -

R

0

Signals were measured with a true r.m.s. voltmeter the
input to which was band limited to 3 MHz. The upper
trace in Fig. 6 shows the composite signal r(t) at a S/I ratio
of —10dB, and the lower trace shows the data recovered
on channel 1. Figure 7 shows the preliminary results of the
BER vs §/I Ratio measurements taken on channel I with
channels 2 and 3 both transmitting and AWGN also
present. This illustrates the system's ability to recover data
in the presence of simultaneous multiple transmissions and
external interference.

180
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Fig. 7. BER vs S// ratio.

6 Conclusions

By applying a CDMA spread-spectrum technique to the
design of a local area network. a simple and error resistant
network is being developed. Its main application will be
either as a network in an electrically noisy environment or
in a high throughput multiple access network. Computer
studies carried out indicate that the system will be capable
of supporting over 60 users transmitting simultaneously.
Tests carried out on a prototype network consisting of 5
nodes (3 transmitting nodes and 2 receiver nodes) have
verified the results predicted by the computer studies and
demonstrated the feasibility of simultaneous multi-pair
communications.

The next stages of the project will be to investigate
alternative phase synchronization schemes and to deter-
mine the protocols necessary to control this type of system.

Whilst it is too early at this stage of development to
make accurate predictions regarding the cost and
reliability of the final network, the reliability of the low
cost development modules has been encouraging.
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SUVMARY

This paper describes some of the more pertinent features of

Department of Electrical

.More and more {nformation is being stored on magnetic media,
sharing this data. Since some of this material will be valuable to the own
data, firstly against corruption during transmission and secondly against

prying or interception.

with Local Networks of computers
er it is necessary to protect the

_ a Local Area Nerwork being deve]oped, by the
and Electronic Engineering of the Footscray Institute of Technology, to address

these points. The throughput characteristics of this LAN, based on Spread Spectrum techniques, are also

described.

1 INTRCDUCT ION

The advent of the microprocessor has had a dramatic
impact on society. The significant reduction in the
cost of computing power has resulted in the
widescale use of computers for all kinds of data
manipulation and storage. Magnetic storage devices
such as floppy disks have, to some extent, replaced
paper as a means of intra and inter company data
transfer. Local Area Networks (LAN) were prlmarlly
developed to allow the sharing of expensive
resources, but thelr development has also allowed
the sharing of data between Interested parties
without the need to physically transfer the storage
med{um.

- .The ever increasing use of LANs has brought with it
one problem with two manifestations. The problem is
to protect the data. Firstly, it Is necessary to
protect the data against interference, be it
deliberate or otherwise, in order to ensure
delivery of correct information to the correct
user. If this is achieved the LAN may be used with
confidence in an electrically hostile environment.
Secondly, as more proprietory Iinformation fis
appearing on data bases, it Is becoming
Iincreasingly necessary to protect the information
against prying or interception. Society has,
indeed, become Information conscious to the extent
that information, the acquisition of it and the
protection of it has become an Industry in its own
right.

Various techniques are already being used, or are
under development, to address these problems. One
communication technique which looks to have the
potentiai to be of assistance in both areas f{s
called Spread Spectrum (SS). The Department of
Electrical and Electronic Engineering at Footscray
. Institute of Technology is developing a Local Area
=-Network based on these Spread Spectrum techniques.

2 CHARACTERISTICS OF SPREAD SPECTRIM

One deflnitlion of Spread Spectrum which adequately
reflects the major characteristlics of this
tephntque fs as follows:-

"Spread Spectrum is a means of transmission In
‘which the signal! occupies a bandwidth in
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excess of the minimum necessary to send the
information. The band spreading Iis
accompl ished by modulating the data with a
code, which is [ndependent of the data. A
synchronised version of the same code {s then
used at the receiver in order to despread the
signal and faciliitate data recovery.”

There are three primary methods of achieving this
bandwidth spreading:-

a) Direct Sequence -~ In which the data Is
directly modulated with a fast pseudo random
code segquence.

b) Frequency Hopping - {n which the carrier which

Is modulating the data is caused to hop from

one frequency to another in a pseudo random

manner.

c) Time Hopping - which may be }ikened to the

pseudo random allocation of channels in a Time

Division Multiplexed (TDM) system.

d(t) r(t

Integrate

Data
& dump

Source

pseudo
randon

pseudo
random

sequence
generator r

lsynchronlsed

sequence
generator

Transmitter Receiver

Figure ! Components of a SS Commmications System
Figure 1 lllustrates a typical single channel
direct sequence system. The data d(t) is multiplied
by the chlp sequence p(t) creating a recelved
signal, r(t) of the following form:

r(t) = d(t)p(t) )
This signal is re-multiplied by a synchronised

version of the chip sequence in order to collapse
the signal back into the data signal’s bandwidth

“w-dh-.m.~

!
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r(tp(t) = dtrp“(t) (2)
And, since p(t) = +1, pz(t) =1 therefore
r(t)p(t)y = dt) (3)

[t may seem strange to devise a transmission
system which intentionally uses more bandwidth than
necessary, but the very nature of the Spread
Spectrum signal characteristlics imparts at least
five Ilmportant performance attributes :-

i) Low Probabl!lity of Intercept (LPI). This can
be achieved with the use of a high processing gain
and unpredictable carrier signals, which result in
power being spread thinly and uniformiy over the
spectral bandwidth. This makes detection against
background noise, by a surveillance receiver, very
difficult. A Low Probability of Position Fix (LPPF)
attribute goes one step further in including both
fntercept and DPirection Finding (DFing) in its
evaluation, Low Probablility of Signal Exploitation
(LPSE) or glving all stations a Universal
Transmitter Fingerprint (UTF) offer additional
benefits In that signal ldentification and
exploitation possibilities are denied to the
interceptor.

1i) Antijam capabilities can be gained with the
use of an unpredictable carrier signal. The jammer
cannot use signal observations to improve its
performance, and must rely on jamming techniques
which are independent of tRe signal being jammed.

iti) High time resolution is attained by the
correlation detection of wide band signals.
Differences in the Time Of Arrival (TOA), of the
wide band signal, in the order of the reciprocal of
the signal bandwidth, are detectable. This property
can be used to suppress multipath and, at the same
time, render repeater jammers ineffective or
minimise the effects of reflections, caused by
impedance mismatches in cable systems.

iv) Transmitter Receiver pairs using independent
pseudo random carriers can operate concurrently in
the same bandwidth with minimal inter-channel
interference. These are called Spread Spectrum
Multiple Access (SSMA) or Code Division Multipie
Access) systems.

v) Cryptographic capabilities result when the
data modulation cannot be distinguished from the
carrier modulation, and the carrier modulation is
effectively random to an unwanted observer. In this
case the SS carrier modulation takes on the role of
a Key in a Cipher system. A system using
indistinguishable data and SS carrier modulation is
a form of privacy system.

These attributes may be seen to cover many
applications and have been extensively exploited in
the military environment, where factors such as
Antijam and a Universal Transmitter Fingerprint (!
and {i above) have particular signiflicance. These
are not, necessarily, the factors of interest when
the question of data protection in a LAN is to be
addressed, features such as Interference rejectlon,
. amulti user capability and privacy (attributes
=ttty -iv and v above) are of greater interest and
- - wil] be considered further.

3 PROTECTICN PROPERTI!ES

The protection and rejection properties inherent in
SS systems come from the codes used to spread the
data. For cryptography the ideal code should:-

Q) Be easy to generate

2) Be random in nature

3) Have a long period

4) Be difficult to reconstruct from a short

segment .

Both cryptographic and SS codes require properties
I, 2 and 3 but they have different requirements
with respect to property 4. A good cryptographic
code should be difficult (almost impossible) to

reconstruct from a short segment, in order that
data recovery by anyone other than the intended
recipient should be as difficult as possible. SS
systems, on the other hand, require that the
transmitter and receiver have synchronised codes to
faclilitate the bandwidth collapsing necessary for
data recovery. This means that the receiver should
be able to synchronise the locally generated code
to that of the transmitter, and in order to do this
in a practical amount of time it should be possible
to regenerate the code from a relatively short
segment. From this point of view, therefore, SS and
cryptographic codes have conflicting requirements.
Cryptographic and SS protection are not,
fortunately, mutually exclusive as SS codes do
provide protection against the casual eavesdropper.

The act of spreading the data causes the frequency
spectrum of the transmitted information to be
changed from that shown in Figure 2 (which is the
Spectrum of the data, d(t)) to that shown in Figure
3 (which is the spectrum of the spread data,
d(tip(t), with the chip sequence, p(t), having a
frequency of f.). This act has benefit from two
points of view, firstly the receiver must remove
the spreading effect of the chip sequence, ie.
decrypt the transmission, Iin order to obtain the
original data, and secondly the actual magnitude of
the signal is very much reduced; possibly into the
noise threshold region. This means that the
receiver must have both the code and the SS
demodulation equipment to recover the data,

flata d(t?

-fc -fd fd fc

Figure 2 Spectral Occupancy of Data Signal

Spreod dota

signol p(tidit)

-fc -fd fd

fc

Figure 3 Spectral Occupancy of Spread Data Signal
Maximal Length Sequences (MLSs) and Gold codes are
probably the most common codes for use in SS
systems. MLSs certainly have the appropriate
properties with respect to synchronisation etc. in
SS systems. The iwo level autocorrelation function
of the MLS makes synchronisatlon a relatively
straightforward matter and the code is relatively
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long ie.the code length, N, is given by 27 - [,
where n {s the number of shift registers {n the
generator function. Even if the code i{s relatively

long, however, synchronisation can be obtained
relatively qyégkly If n= &00 such that the code
length N = 1 = 109 , It would stiil be

possible to reconstruct the entire sequence from
only 198 bits by solving 198 linear equations, not
a difficult task for a computer.

For multi{-user applications, however, MLSs are not
jdeal since the cross correlation between MLSs of
the same length (but generated from different
polynomial expressions) can vary widely. Gold codes
are generated {n “families” and the cross
correlation between different codes within the same
fam{ly is predictable and subject to identifiable
bounds. Gold code generation {s illustrated in
Figure 4. Figure 4a shows how a sequence may be
formed from a Linear Feedback Shift Register (LFSR)
og degree 10 which generates a sequence of period
- 1 = 31, from the generator polynomial

F = x10 + x4 + x + 1

Since there are 210 - 1 possible non-zero initial

states, the number of states which result in
different sequences, ie. the number of codes in the
family, Is (2*Y - 1723 =2 = 33. Flgure

4b illustrates the same Gold code famlly benng

generated from two independent 5 bit LFSRs,
Fy = x% 4+ x3 4 x + 1
and Fg = X0+ x5+ 1

the cutputs of which are modulo 2 added to form the
output code. The actual code generated, out of the
family of codes, is dependent on the relative phase
of the two 5 bit LFSRs.

Nefther Gold codes nor MLSs are particularl|y good
cryptographic codes, but it is possible to design a
SS system which uses shorter codes for
synchronisation and, having achieved
synchronisation, then reverts to the use of a code
. with better cryptographic properties for actual
data spreading. Cross correlation properties in a

multi-user enviromment would, however, still have
to be considered.

—»

(a)

(b}

*=f;- - _Figure 4 Gold Code Generation
4  REJECTION PROPERTIES

The circuit shown in Figure 1 represents the ideal
case, Figure 5 illustrates a more realistic system
Bach of the ‘n’ transmitters has been allocated a
code for data spreading purposes. These codes
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should, {deally, be campletely orthogonal but, even
{f the codes themselves are orthogonal, in realtfty
amplitude and phase distortion will cause some
Interference in the demodulation process being
carried out by the receiver.

External interference, J(t), may also be present,
as Illustrated in figure 5. Equation 3 does not
Indlcate the full picture which, with several
Stations transmitting and in the presence of

eXternal Interference, 1is more realistically

represented by
%~

PP (1) = dy(t) +Z Py (s (1)

1\ Ary

+pr(t)sn(t) + I(Op (D)

YR S5

Where s, (t) = dp, (t)pp (1) and 1< x<n

The first term, dx(t), occupies the bandwidth of
the data signal, f4, see Figure 2. The remaining
three terms occupy a much greater bandwidth
appropriate to the chip sequence frequency, fo, see
Figure 3. By flltering out the high frequency
components it is possible to leave only the data

signal d,(1).

integrate }_—
and dunp | dx(t)

Figure 5 Realistic System Model

It can be seen, therefore, that using more chip
bits to represent each data bit spreads the
unwanted signals over a much wider bandwidth, with
an accompanying reduction in megnitude, thus making
the filtering more effective. The number of chip
bits per data bit is called the Processing Gain of
the system. The Processing Gain gives an Indication
of the interference rejectlon capablllties of the
system, but the true figure of merit also depends
on the SNR of the filter and on the codes used. For
a given Processing Galn it Is possible to have one
long sequence modulating the data, or .to have
several repetitions of a shorter sequence. Since,
however, the spacing of the spectral lines, &f, is
given by f./N, a long sequence will have many I ines
closely spaced, and a shorter sequence will have
fewer lines further apart. This indicates that a
long sequence should give better resuits than a
short sequence.

5 THE FIT SYSTEM

The system being developed at FIT uses the Direct
Sequence method of data spreading, and |Is
connected using a Bus Topology, as shown in Figure
6. A Code Division Multiple Access (CDMA) mechan{sm
is used to allow multi-user access. in thls type of
system each node 1s allocated a unique chip
sequence as its "address code”. Data intended for a
node must be modulated with the "address code” for
that particular node, thus {f Node #1 wishes to
communicate with Node #3 then its data must be
modulated with the code for Node #3. Codes
allocated to each node are bit shifted versions of
the one modified MLS, and the whole system |is



synchronised by means of a separate syn¢ channel.

The system being developed at FIT also offers a
security. facility by the very nature of its
construction. In this synchronised system the delay
time between one Node and another is fixed, and
could be valldated, thus any party wishing to
Inject mis-information into the system by posing as
a valid user would have to be co-sited with that
user, or emulate the inter-node delay properties
exactly.

node

Host :j
node
computer node "
etc #e n

node |
#3

node
#4

Figure 6 Bus-Connected System Topology

A prototype system similar to that illustrated in
Figure 5 has been buflt for the purpose of
preliminary Bit Error Rate (BER) against Signal to
Noise (S/N) measurements; where Noise is used to
represent total interference, le external
interference J(t) plus interference caused by other
nodes transmitting simultaneously. Three
transmitters and two receivers were used. The first
transmitter/recefver palr were used for the BER vs
S/N measurements. The second transmitter/receiver
pair was used to verify the simultaneous
transmission capability, the third transmitter
acting merely as an additional source of
interference.

Figure-7 shows preliminary results of the BER vs
S/N Ratio measurements. The preliminary results
obtained from the prototype system have verified
the concept of a synchronous LAN using bit shifted
modified Maximal Length Sequences as the address
codes. Data recovery has been demonstrated, with
the error rates indicated in Figure 7, thus
f1lustrating the potential of such a system for use
in an electrical ly noisy enviromment.

BIT ERROR RATE va S/N RATIO

E-tOr Rete

da -2 -1l -10

SA Halio (db)

Figure 7. BER vs S/N Ratio
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6 THROUGHPUT CHARACTERISTICS

The modified MLS codes were chosen to generate as
little co-channel interference as possible, it is
assumed that each (CDMA) channel’s trafflc may be
regarded as independent in order to model
individual channel throughput characteristics.
Whilst each channel’s traffic may be regarded as
Independent it is possible to have contention
within an {ndividual channel. This contention is
handled by a mechanism similar to Carrier Sense
Multiple Access with Collision Detection (CSMA/CD).
The specific channel address code {s the “carrier”
being sensed in this case.

The techniques used in the derivation of this
throughput model are based upon those used by
Kleinrock and Tobagi. The full development of the
model is outside the scope of this paper but the
final traffic throughput, S, in terms of the
offered traffic, G, and the busy sensing period, a,
is given by

GP—BG
(3aG + (e 8G(2 + G - 3aG - 780)))

S (5)

Figure 8 is a graph of S vs G, and several curves
are included in order to represent different values
of a. These curves show the expected characteristic
shape with the throughput increasing as the offered
traffic increases until a breakpoint is reached.
Above this point the probability of collisions
occurring is such that increasing the offered
traffic actually causes a reduction in throughput
as the channel capacity is progressively taken up :
with more retransmissions and less new traffic. It
can be seen from Figure 9 that the busy sensing
time is a highly important parameter in the
throughput model and that reducing this sensing
time causes the breakpoint in throughput to occur
at higher levels of offered trafflec.

The throughput characteristics of this model are
compared with those of some of the more familiar
mul ti-access protocols in Figure 9. These curves
are plotted using a value of a 0.01, except for
the two Aloha protocols which are independent of a.
In the Non-persistent and l-persistent CSMA models
the value of a represents the propagation delay in
the system, rather than a busy sensing period as in
this model, but in all three models a gives a
representation of the ‘vulnerable period” for
transmissjon modelling purposes. These curves show
the comparison between the FIT system model, which
has been developed for a2 LAN application, and other
protocols (most noticably Aloha and Slotted Aloha)
which were not. The indication is that application
specific protocols can offer throughput advantages.
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7 CONCLUS IONS

The application of CDMA spread spectrum techniques
to the design of a Local Area Network can result in
a system with Inherent data privacy
characteristics, which is relatively simple and
also has signiflcant error rejection
characteristics,

A system of this nature could, therefore, be used
where noise rejection in an electrlcally noisy
environment Is of prime concern, or to provide
validation and privacy for valuable information.

Whatever the appllication the throughput model
Indfcates that this type of system provides a "high
availabil{ty” system for multi-user environments.
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A spread-spectrum manufacturing

information network

by A.L. Simcock, C. na Ranong and P. Leung

This paper concemns the development and implementation of a totally integrated, computerised manufacturing
environment. This concept has been called by a number of buzz-words or phrases: computer integrated
manutacturing (CIM), flexible manufacturing system (FMS), integrated manufacturing system (IMS). Whatever it
is called most Australian manufacturers will come across itin the next few years, and the rapidity of the
absorbtion of the CIM concept may well decide the future of Australia as a manufacturing country.

Introduction .

Footscray institute of Technology is developing a computer
interconnection system, or local area network, the archi-
tecture of which makes it particularly suitable for use in the
type of environmaent often found in a manufacturing environ-
ment. A description of the background and development of
the concepts of CIM would, however, be useful in order to
put into proper perspactive the system being developed.

History of MAP

Several years ago Genaral Motors realised the need for a
multivendor local area network (LAN) for factory auto-
mation. The scale and complexity of machinery and com-
puters needed on the factory floor was so vast that no
single manufacturer could provide all the required equip-
ment. This state of affairs led to the formation of Islands
of automation, as shown in figure 1, unable to com-
municate on any type of global scale. To remedy this

situation GM set about defining a true multivendor LAN,
basing it on existing standards and protocols where
appropriate. Where gaps existed GM worked with the
standards committees and other interested parties to fill
these gaps. The outcome of this was GM's manu-
facturing automation protocol (MAP).

The public first became aware of the benefits at the Las
Vegas National Computer Conference in July 1984, where
the first demonstration of inter-vendor interoperation took
place using GM's MAP. Only seven companies took part:
Allen Bradley, Concord Data Systems, DEC, Gould, HP,
IBM and Motorola. By the time the second public demon-
stration occurrad, in November 1985 at the Autofact 85 exhi-
bition in Detroit, 21 companies were demonstrating equip-
ment operating with GM's MAP. This sparked off enormous
interest in MAP and now user groups are springing up all
over the US, Europe and Japan. Two "interest groups™ have
also been formed in Melbourne and Sydney.

The requirement

To achieve an integrated manufacturing

factory floor factory floor

system it is necessary to be able to take
these Islands of automation and
connect them together in an orderly
fashion, so that they are no longer
isolated but form part of a coherent
network, as shown in figure 2, resulting in
factory-wide automation. This is not the

end of it, however, as other sections

k.

I ——— ...
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Figure 1: Islands of automation
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being incorporated into the network. With this in mind the
Society of Manufacturing Engineers produced the computer
integrated manufacturing or CIM wheel, figure 3. This
represents a company-wide networking requirement.

Many of the interactions are obvious eg machine sche-
duling, manpowsr, production rates etc. Some of the other
interactions, though not as obvious, may be equally crucial
to company profitability. The goods inward, stores receipts
and purchasing depariment interaction may well mean that
less capital could be tied up in raw materials and cash
flow/liquidity improved by exercising better control over

stock and re-order levels elc. if this sounds familiar, it
should do, because this is precisely the type of control
needed to implement zero Inventory or Just-In-time
procedures.

How it is achieved

Computers around thctory may be combined encompassing
both the manutacturing automation protocol (courtesy of
GM), coupled in with the technical office protocol
(TOP), which was pioneered by Boeing. The combination of
the two makes factory and administration internetworking

company

computer

MAP or other local area network

celi/zone

LRI Mo,
1 L IROURCE Al Y
At ayy

operator
interface

factory floor

factory floor

Figure 3: The Society of Manufacturing Engineers’
CIM whesl -

Figure 2: An integrated network
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possible this creating company-wide Integration. In order to
sstablish data transfer, control and communication the
computers are connected together into a network. This
can be accomplished in several ways. if there were only two
computers A and B (commonly called stations or nodes)
they could be connected in what Is called the point-to-point
configuration (or topology), as in figure 4a. This is
impractical with more than two nodes and other topologies
must be considered. Each topology has its problems, both
the ring and the star, figures 4b and 4c, are subject to
significant disruption in the event of even a single point
failure. The bus, figure 4d, is not affected in the same way
but information could be lost if two or more nodes attempt to
transmit simultaneously; there are, howsever, protocols to
minimise this problem. MAP and TOP use two different
protocols to handle the contention problem.

MAP and TOP specifications

MAP and TOP have both been recognised by the IEEE as
worthy of support in the form of standards publication and
classification. This means that any supplier can obtain a
copy of the standard and produce equipment satisfying the
requirements. Table 1 lists some of the more important
features of both MAP and TOP.

Both MAP and TOP are designed to implement the Inter-
national Standards Organisation open systems intercon-
nection seven-layer model for a communications network,

shown In figure 5. The lower 3 layers have begn fully defined
to the point where most, if not all, features have been
agreed. Layer 4 is almost at the same general acceptance
level. These lower layers are designed to provide reliable
end-to-end system communications. The upper 3 levels,
howsevar, have not been defined to anywhere near the same
degree, but are intended to provide for the encoding rules,
data formats etc necessary to ensure usable information
transfer between application processes. GM has been
concentrating on level 7, in order that user program
interfaces may be agreed, thus allowing independent
software producers a fixed point of referance when writing
packages designed for MAP implementation.

The FIT LAN system

Having illustrated a little of the background, and introduced
MAP and TOP, it is possible to put the LAN being developed
at Footscray Institute of Technology in true perspsctive.
The FIT LAN system should not be seen as a universal
replacement for MAP, rather #t should be considered more in
the light of augmenting MAP by allowing networks to be
implemented in areas which might otherwise be considered
too hostile. By hostile | refer 1o slectrical hostility such as
noise or interference. A great deal of work has gone into the
analysis of slectrical noise and many factories could be
classified as very noisy. Prime culprits are heavy rotating
machinery, arc welders etc, the effects of which could

(a) point to point

(d) bus

{b) ring

MAP TOP
contention token CSMA/CD
handling passing

fc) star topology bus bus
bandwidth broadband baseband
[ N
transmission co-axial co-axial
medium cable cable
IEEE 802.4 802.3
Standard

“Figure 4: Network topologies

Table 1: Major MAP and TOP features

Technology, as a lecturer and later, sen
professor, school of slectrical engineering,

Pavick Leung
of Technology. in 1877 he joined

University, as a ressarch feflow, Y
appointed senior lecturer In communications, His main

turer munications ineering. In the
Flbudrlogs b oo [ :’a,rdry omnvgva* In data communications over sateflite channels. On his return 0 FIT he was

Interests are dala transmission techniques, data networks and dala protocals.

Alex Simcock graduated from the Unwersiy of Kent at Canterbury with the BSc(Hors) {olectronics) in 1972. He worked or 12 yoars
with Procurement Executive of the Ministry of Delence in Britain, researching in the following areas: digital circuit design, digital data
switching, computer-controfled communication systems and microprocessor repiacerment of digital drauts. The work also imolved the
implementation of software project management lechniques. He was appointad 1o 8 lectureship with the department of electrical and

eloctronic engineering, Foolscray Institute of Technology, in 1983.

Chula na Ranong received the BE(Hons) degree in electrical engineering and PhD from the University of New South Wales in 1970
and 1973 respectively. Since 1972 he has been with the department of electrical and elecironic engneering, Foolscray Institute of
ior lecturer in digital electronics and systems. During 1977-78, he spent a year as a visiling
Cornell Universily, Ithaca, New York, US. Then, for the first six months of 1982, he worked
as a specialist engineer with Compagnie Europeene de Telotransmission (Thomson-CSF), Chatou, Fram.:e. developing a mass
storage system for a real-time digital data network supervisory control system. More recently, asa result of hv‘s In,ergsl in automation
technalogy, Chula undertook a two-month study visit to Japanese goverrynent, indus rial and educabonal research insbntions in 1984,

rmNDdMBE(EIxoandMEngSchobcﬁoalmgﬁmnhgmmuwwyolmm 1972 and 1974
lecturer in the department of stectrical and elecironic engineering, Footscray inshitute

respectively. Between 1975 and 1977 he was a WC ¢ . o
A Tetecom Ausiralia as an engineer in the Datel desipn and provisioning section. In 1979 he rejoined

first hall of 1985 he visited the department of slectrical engineering, Ontawa
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Figure 5: Open systems intsrconnection {OS!) seven-
layer model

create havoc with computer communications. A whole sub-
culture has grown up around the design of equipment and
transmission systems which are resistant to electromag-
netic interference (EMI), and/or producing equipment which
transmits a minimum of interfering signals, in other words
designing equipment for electromagnetic compatibility
{EMC).

Most of the detailad EMC research has been carried out in
the military field and it is this same environment which
spawned the techniques upon which our system is based.
These techniques, called spread spectrum have been
defined as "a communication system which transmits data
using a much greater bandwidth than the minimum neces-
sary”. This might seem a little strange at first but it works
like this. Each data bit, see figure 6a, (at a frequency fd) is
spread across a much wider spectral bandwidth by multi-
plying it with a fast pseudo-random {commonly cailed the
chipping sequence) running at a frequency of fc, figure 6b.
At tha receiver the resultant signal is re-multiplied by the
same chipping sequence thus recovering the original data
by collapsing the signal back into the bandwidth of f, ie that
of the data signal. This act of multiplication at the receiver
has the effect of spreading any interference signal over the
chip sequence bandwidth, thus allowing the data to be
recovered by a filtering process.

Figure 7 iflustrates the concept of noise rejection in a
spread-spectrum system. f the data was transmitted in its
original form then a noise spike could completely swamp the
~ data signal, as shown in figure 7a, thus causing an error. If
" this'same noise spike were to interfere with the spread-data

o signal, howsver, then only a small portion of the information

content would be lost, as shown in figure 7b, and it would be
possible to recover the original data signal without error. In
this manner the act of spreading the data for transmission
impants inherent interfarence rejection capabilities to the

i, Aoty i - -1, t,

< <

Figure 7: Noise rejection illustration

transmission. This type of system is, therefors, particularly
suitable when error-free communication in a hostile
environment is the primary objective.

Multi-user system

The FIT system is connected using a bus topology, as
illustrated in figure 8. Each node in the network is allocated
a unique code for its chipping sequence, which acts as an
address for that node. Thus if node 2 wishes 1o transmit 1o
node 5 then it should encode its data for transmission with
the chipping sequence for node 5. By carefully selacting the
codes which are used for the chipping sequences it is
possible to have many messages being transmitted
simultaneously, with each transmission causing little or no
interference to the others. This system is called code
division multiple access (CDMA),

The more traditional methods of multi-access ie time
division multiple access (TDMA) and frequency division
multiple access (FDMA) are, R is true, more efficient in their
use of bandwidth, These mechanisms operate with fixed
time or frequency slots, however, and do not offer the same
random access addressing capabliitles that are
offered by CDMA, neither do they have CDMA's inherent
interference rejection capabilities.

Prototype system tests

A simple prototype system has aiready been built, with
three transmitters and two receivers. With this prototype
system we have been able to demonstrate the viability of
simultaneous multiple transmissions. Tests have also been
carried out to prove the error rejection capabilities, and
preliminary results indicate that it is possible to recover
data from the transmission medium even when the signal
transmitted is subjected to interference by sources of 20
times the power. These preliminary results clearly demon-
strate the potential which the FIT system has to carry
computerised manufacturing information in a hostile
environment.

Conclusions

The MAP concept is not fully mature, and the present
position may well define only a subset of future systems.
This is precisely where MAP illustrates one of its major

Jeatures: even if MAP is expanded, present systems will not

be obsolete as they will be fuily compatibie subsets of
the expanded system. Thus users need not have a daunting
initial capital outlay in order to use a MAP system. They can
buy for their present needs and rest assured that they will
be able to update as their needs develop, and that they will
be able to select MAP components from many
manufacturers, thereby excluding obsolescence and allow-
ing the selection of the most suitable item for the job..All of
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these points guarantee that MAP will stay and develop in
importance. More and more will be written about computer
integrated manufacturing and MAP in the near fulure, in fact
t could be said that this Is the future for Australian
industry. This includes both components of industry, the
system users such as car manufacturers etc, since it won't
bae too long before almost all manufacturing equipment
purchased will have a MAP interface, and also the machine
too! manufacturers, since it will be impossible to sell such
tools unless they are supplied with a MAP interface. In fact
Boeing has already issued a policy statement indicating
that preference will be given to- suppliers who have TOP
systems. The future is not all that far away as a target
window of 1987 has been identified. Before this date
producing MAP-compatible equipment may prove too
costly, but leaving it too long after this date could mean that

Australian manufacturers may well miss the boat.

We believe the system which we are designing could
complement the MAP system, thus ensuring hostile
environment operation, and in doing so may prove a
valuable tool in generating a manufacturing-led recovery to
extract Australia from the current depression.
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Spread Spectrum Techniques For LAR Interconnectlions

A. L. Simcock, C. na Ranong & P. Leung

1. Introduction

This 1s an age of austerity, at least as far as the allocation of
transmission bandwidth is concerned. Ever increasing demands on an already
overcrowded electromagnetic spectrum have 1led to developments in two
areas:

a) Extending the usable spectrum through the use of even higher frequency
carrilers. '

b) The design of complex frequency allocatlion algorithms.

Spread spectrum (SS) techniques were originally developed in the mid 1950s
for military applications , but It Is only relatively recently that the
techniques have begun to be exploited Iin a commercial environment. Areas of
commercial interest include mobile radio, radio telephony, amateur radio
and satellite communications.

S5 systems may be defined as those which transmit using a frequency
allocatlion in excess of the minlmum required, and as such do not rely on
developments In elither of the above flelds, rather on the use and re-use of
the same bandwidth. One of the properties of a SS system is that several
nodes may simultaneously transmit messages, occupyling the same bandwidth,
with minimal interference between transmissions.

The Department of Electrical and Electronic Engineering at Footscray

Institute of Technology 1s currently investigating SS techniques and their
applicatlion in Local Area Networks.

2. Basic Spread Spectrum Fundamentals

The three primary methods of Spreading the data transmission are

a) Direct sequence - in which the data is directly modulated with a fast
pseudo random code sequence.

b) Frequency hopping - in which the carrier which {s modulating the data
1s caused to hop from one frequency to another in a pseudo random
manner .

c) Time hopping - which can be likened to the pseudo random allocatlion of
channels in a time division multiplexed system.

" The Direct Sequence method appears to be the most applicahle in the LAN
environment, and has been the one selected for further investigation. The

direct spreading sequence is sometimes also called the "CHIP SEQUENCE" .

Figure .1l {llustrates a simple single channel direct sequence system.
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4. System Under Investigation
node
#1
Host o |
computer node ::fi\» node
etc, he ‘<§ AN #n
\ N\
node
83
Inode [ SN Sync
w4 | line
node Ditn
'S ne

Figure 2 Bus Structured Node Interconnections

(NOTE The seperate Sync line is included to allow synchronisation and clock
recovery.)

Figure 2 1llustrates the bus structured LAN topology currently belng
investigated. Belng a bus structured system each node can transmit and
recelve independently of the others. This is achleved by using a Code
Division Multiple Access (CDMA) system where each node has its own
‘address’ and assoclated code (or chip sequence). Thus, with the polnt to
point communications adopted in our system, 1f node #4 wishes to transmit
to node #2 then node #4 will modulate its data with the code of node #2.
The code allocated to each node is a delayed version of the synchronosation
code. The delay between allocated codes being such that no code plus
propagation delay (upto the maximum propagation delay in the system) can
immitate any other allocated code.

It 18 obvious, however, that only one node at any instant in time may be
transmitting to a particular address. This necegsitates a collision
check, as in Ethernet, but only for transmissions to the same recelver.
Each node has two demodulators - one to monitor the system for its own data
and one to pre-check for collisions and contlnuously check whilst
transmitting. The first demodulator works exclusively with its own address

- code whereas the code used in the second is switchable. Each node is also
'j:;ggpippéd with one transmitter, which must be able to modulate the data with

- "any reciplent's address code.

The pre-transmission monitoring requires each node to check over a time
window, equal to the maximum propagation delay, to ensure that no
transmission 1s curcently in progress to the desired recliplent. Figure 3
‘11lustrates this scanning, across a delay window equal to two chip bit
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periods, to find a transmission. Continuous monitoring for collisions 1is
also carried out throughout the transmission, and Figure 4 illustrates the
effects of simultaneous transmissions by two nodes to the same recipient
with various propagation delays between the interfereing signals.
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Figure 3 Pre-Transmission Scan
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Filgure 4 Correlation Output With Colliding Signals

5. Conclusions

The SS LAN being investigated at FIT has been developed to the point where
the code type, code allocation, synchronisation and colligion detection
aspects have all been considered. The future workplan .involves the
investigation protocols suitable for the control of a system of this

_ nature.

6. Acknowledgements

This research projest is being supported by a grant from the Australian
Telecommunications and Electronics Research Board.



-38-

References

10.

ROBERT A. SCHOLTZ, "The Origins of Spread Spectrum Communications”
I.E.E.E. Transactlons on Communications, Vol. Com-30, May 1982,
pp 822-850.

C. S. SMYTHE and C.T- SPRACKLEN, "A High Speed lLocal Area Network Using
Spread-spectrum Code-division-multiple-access Techniques”, The Radio
and Electronic Engineer, Vol. 54, May 1984, pp.225-226

R. C. DIXON, "Spread Spectrum Systems”, Wiley (New York), 1976.

J. K. HOLMES, "Coherent Spread Spectrum Systems”, Wiley (New York)
1982.

R. L. PICKHOLTZ, D. L. SCHILLING, L. B. MILSTEIN, "Theory of Spread
Spectrum Communications - A Tutorial”, I.E.E.E. Transactlions on
Communications, Vol. COM-30, May 1982, pp 855-884.

D.V.SARWATE and M. B. PURSLEY, "Cross Correlation Properties of Pseudo-
Random and Related Sequences”, Proc. I.E.E.E. Vol. 69, May 1980,
pp-593-619.

R. GOLD, "Optimal Binary Sequences For Spread Spectrum Multiplexing”,

.I.E.E.,Transactlons on Informatlion Theory,Vol.IT-13, 1967, pp-619-621.

A. BRUCE CARLSON, "Communication Systems -An Introduction to Signals
and Nolse in Electrical Communication”, McGraw-Hill, (Tokyo), 1981

M. B. PURSLEY and D. P. SARAWATE, "Performance Evaluation for Phase
Coded Spread Spectrum Multiple Access Communicatlons - Part II",
I.E.E.E. Transactlons on Communications Vol. COM-25, August 1977,
pp-800-803.

B. HIROSAKI, S. HASEGAWA, A. SAWAI, "Spread Spectrum Multiple Access
Data Loop”, NEC Res DEV n71, October 1983, pp.48-58.



on Manufacturing Engineering 1986
Newcastlie 4-6 August. 1986

A Spread Spectrum Manufacturing Information
Network

C. NA RANONG
Centre for Automation Technology, Department of Electrical and Electronic Engineering, Footscray Institute of
Technology

AL SIMCOCK
Lecturer, Department of Electrical & Electronic Engineering, Footscray institute of Technology

P. LEUNG

Senior Lecturer, Department of Electrical & Electronic Engineering, Footscray Institute of Technology

SUMMARY An error free and reliable data network is vital for real time
control of an automated manufacturing process. Special shielding or optical fibre can be used to protect
the network against a plant’s hostile electrical environment.

This paper proposes the adaptation of Spread Spectrum techniques, which were originally developed for
military use as a means of providing a jamresistant communication tink, to a manufacturing process
network, to provide an error resistant, low cost network. An increased network throughput is also
achieveable, through the maintenance of network availability in a muiltiple access high noise environment.

Lo [N i immunity characteristics and the ability to sustain

. , multiple or simul taneous access within its Iink.
In @ Flgxnble Manuf_acturmg 'System. FMS’ parts These properties have only relatively recently
production and material handling are achieved by be to be exploited in a c rcial environment
automated workcells, The cel.ds receive their work sugch as mobile radio, radio telephony, amateur

orders ejther from a supervisory console or from a

radio and sateilite commnications.
central computer. Parts programs may also be

received from remote Computer Aided Design, CAD, The Centre of Automation Technology, Department of
systems. The results of each work order ar;e Electrical and Electronic Engineering of the
returned to the requester when the work 1is Footscray Institute of Technology Is in the process
completed. of developing a Local Area Network based on spread
. . spectrum techniques to implement point to point
Ultimately the goal of factory automa.tlon fs to communications. The primary objective of the
tie a number of different systems, or islands of research is to develop & system which is simple to
automation, into a single manufacturing process. To implement, reliable, resilient and flexible.

manufacture a random parts mixture in a cell, the
parts programs that are to be used by each device
control ler must be downloaded to each of them fgr 9. MANUFACTURING PROCESS OCMMUNICATICN LINK
the particular part or parts to be made. This
implies conmunication between the control system

and the device controllers. Such communication The definition of what comprises a manufacturing
interfaces must deal with a variety of machine cell varies widely across the industry. Here, a
tools, robots, vision and measuring systems cell is assumed to be a collection of 2 to 20
etc. controlled by a variety of CNCs, PLCs and machine tools, a transportation system and possibly
robot controllers. This leads to the need to inspectlion systems (including vision). The
specify standards that device controllers can operation of the cell is controlled by the ceil
use to communicate with each other and with the management software and the machine dependent
supervisory computers. The leading proponent beling device controller. Cell management software
the General Motors Corporation’s Manufacturing performs the task such as part program management,
Automation Protocol, MAP. production control, resource management, equipment
monitoring etc., while the device control ler
Compliance with GM's MAP specifications, means that includes the hardware and software required to
machine tools, robots, programmable controllers and control and monitor the individual device in the
computers must be able to communicate through an cell.
IEEE-802.4 token passing protocol linked with an
Ethernet broadband Local Area Network (LAN). Data The architecture of the communication 1ink dictates
transmission occurs at 10 M bits per second which the flexibility that the manufacturing systems may
Is adequate both for real time control at the achieve (Watt, 1985; Weber, 1985). There are three
machine tool level and for detalled data collection major approaches: a centralised system, a network
at the supervisory level. and a totaliy distributed system; with the
intel1igence being progressively driven down to the
_This paper proposes the adaptation of Spread lowest level. In the case of a centralised‘system,
- Spectrum techniques as a means of implementing a the hardware commmication connections required may
“low cost, nolse resistant communication network for be complex and diverse. In the factory, there is
a factory automation communication 1ink such as often electrical noise which makes the use of .long
MAP. RS232C or digital lInput/output (1/0) lines
_ ' undesirable and special cabling or optical fibre

Spread spectrum (SS) techniques were originally are used. With suitable sof tware, there is a high
developed In the mid 1950s for military degree of flexibility ip the centralised system;
applications as a means of providing a jam however changes or additions of hardware
resistant commmication 1ink. The major attributes contlgur'atlon may involve costly retrofit of
of- spread spectrumsignalling are its high nolse commaricatior ports. The last two approaches, which
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provide higher overall system flexibility, utilise
the development of LANs which provide high speed,
error free transmission and microprocessors to
distribute the control system. The protoco!l sectjon
of the machine dependent software is contained in
Network Interface Modules, which connect to the
network. The point of connection is known as a Node
and a network interface moduie is required for each

node. Owing to the bewildering array of
communication interfaces from the different
vendors there is a growing pressure for

standardisation in this area as the present factory
automat{on system requires customised software and
hardware to cope with the problem of non standard
interfaces.

General Motors Corporation is promoting its
Manufacturing Automation Protocol as a standard.
(A prototype systemwas exhibited in Detroit last
November.) In the proposed MAP local area network
system, machine tools, robots and programmable
controllers will be able to communicate with each
other and with the supervisory computers through an
IEEE 802.4 token passing protocol Ilinked with a 10
M bits per second Ethernet broadband local area
network. The protocol |s based on the International
Organisation for Standardisation (I1SO) seven layer
Open Systems Interconnection (OS]) model shown in
Figure 1.

Application
Presentation
Session
Transport

Ne twork

Data Link
Physical

Level (Highest)

(Lowest)

Figure 1 ISO OS1 Reference Model.

In brief,
communication network via the Physical and Data
Link layers. (The network communication medium is
also part of the Physical layer.) The Network layer
is required for interconnections between more than
one LAN. The next two levels, Transport and Session
layers, maintain and identify all the nodes (or
processes) connected to the network and facilitate
the data communication necessary for the control
and monitoring function of a manufacturing system.
The upper two levels, Presentation and Application
(or User), represent the methods by which the
control and monitoring functions are achieved.
These include message formats and their contents,
graphic displays, encryption etc.

The proposed spread spectrum implementation deals
with the two lowest level : the Physicai and Data
Link layers.

3. SPREAD SPECTRUM COQVMUNICATIONS

Spread spectrum (SS) techniques were originally
developed in the mid 1950s for military
applications (Scholtz, 1982), but it is only
relatively recently that the techniques have begun
to be exploited in a commercial environment. Spread
Spectrum systems may be defined as those which
transmit using a frequency allocation In excess of
the minimum required and as such, have the
capabi{li{ties of using and re-using the same
bandwidth. The three primary methods of Spreading
the data transmission are :

a device controller interfaces to the ~
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1. Direct sequence - in which the data is directly
modulated with a fast pseudo random code
sequence.

2. Frequency hopping - in which the carrier which
is modulating the data is caused to shift
frequency in a pseudo random manner.

3. Time hopping - which can be likened to the
pseudo random allocation of channels in a time

division multiplexed system.

The proposed system uses the Direct Sequence method
(Holmes, 1982; Pickholtz et al, 1982) and therefore
discussion will be restricted to this technique.
Conceptual ly, each data bit is transmitted as a
series of (narrower) data bits and as a
consequence, the required transmission bandwidth
increases. An appropriate selection of the data bit
coding sequences gives rise to the interference
proof properties of spread spectrum systems. The
direct spreading sequence is sometimes also calted

the CHIP SEQUENCE

Figures 2 and 3 il lustrate a simple single channel
direct sequence system and typical waveforms.

Data
Source

Integrate
& dump

Fandom Fandon
sequence U sequence
generator generator
Transmitter Recelver

Figure 2 Single channel direct sequence system.
JE/T 4
a(td
time
1 4 § §
=
-«

Figure 3 : Data and chip waveforms

Each data bit d(t), of energy Eb and duration T may
be represented by

+

d(t) Ep

T

This one dimensional signal is muitiplied by a
binary +1 chipping sequence p(t) running al a
frequency of f, chips/sec, ie. a total of f,T chip
bits per data bit. The resultant sequence d(t)p(t)
Is then an = {,T dimenslonal signal. 1f this



s?gnal is transmitted in the presence of a jamming
signal J(1), the received signal would be

ret) = dtpt)y + Jcty 0 g T Sp
At the receiver this signal ismultiplied by the
same chipping sequence p(t) that was used to encode
the transmitted data. The output of the multiplier
is integrated over a period T to produce a decision
variable U, where

-

r(tip(t) dt (2)

(o]

from which the decision can be made as to whether
+/§b/F or —/Fb/T was sent depending on whether Ufs
greater than or less than zero.

The integrand in equation (2) can be expanded as
follows

2

r(Opt) = d(psct) + J(t) p(t) (3)

Since the chipping sequence p(t) is a binary #+1

signal the square of this signal p“(t) = } and
therefore equation (3) may then be rewritten
r(tp(t) = d(t) + J(t) p(t) (4)

It can be seen from this that the receiver recovers
the one dimensional data signal and that this
recovery process actually spreads the jamming
signal energy over a much wider bandwidth, thus
reducing the energy per Hz of the jamming signal.

The signal J(t) in equation (4) may be del iberate
jamming or it may be interference from other
transmitting nodes or electrical noise,. The
rejection of the other nodes’ transmissions as
noise depends upon the orthogonality of the codes
used for spreading each node’s data. That is, an
. appropriate selection of a set of chipping sequence
" enables several nodes to simultaneously transmit
messages in a spread spectrum system, with almost
zero interference between transmissions.

The primary aims of the project were to produce a
system which is simple, reliable and resilient.
The task of choosing codes for their orthogonality
was simplified after realising that it was possible
to control the environment in which the system is
to work, with respect to connection distance and
hence propagation delay, attenuation etc., that it
should be possible to produce a synchronoué
network. The choice of a synchronous network would
then mean that the so called odd-even cross
correlation properties could be avoided, and that
it should not be necessary to resort io codes with
multi-level cross correlation properties, e.g. Gold
or Kasamj codes (Gold, 1967).

This being the case it was decided to aijlocate
codes to each node such that each address code
would be a phase shifted version of the same code,
phase synchronisation and clock recovery being
facilitated by the provision of a separate
synchronisation line (Hirosaki et al, 1983), thus
‘the J¢ross. correlation between codes is in fact the
-autocorrelation function of the one code.

3.1 Channel Re-use Capability

Figure 4 itlustrates a possible bus structured
topology employed to interconnect system nodes.
Being a bus structured system each node can
- transmit and receive independently of the others.
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Host
computer
etc.
node node node
%1 ne #n
[
Sync line
—
Data Une
node node node
#3 ¥4 #35
Figure 4 : Bus Structured Node Interconnections

The proposed communication 1ink uses a Code
Division Multiple Access system where each node has
Its own ‘address’ and associated code (or spreading
sequence), Thus with the point to point
communications adopted in our system if node #4
wishes transmit to to node #2 then node #4 will
modulate its data with the code of node #2. Each
node monitors the line looking for data modulated
with its own ‘address code’, and should recognise
data for any other intended recipient as noise and
reject {t, as shown in Equation (4), but should be
able to demodulate the data encoded with its own
address code in order to recover the orlginal data.

It is obvious, however, that only one node at any
instant in time may be transmitting to a particular
address. This necessitates a collisfon check, as
in Ethernet, but only for transmissions to the same
receiver. Each node has two demodulators - one to
monitor the system for its own data and one to pre-
check for collisions and continuously check whllst
transmitting. The first demodulator works exc]u-
sively with its own address code whereas the code
used in the second is switchable. Each node is
also equipped with one transmitter, which must be
able to modulate the data with any recipient’s
address code.

Selection of the number of ‘chip’ bits to represent
a data waveform determines the Processing Gain of
the system, and hence its performance in presence
of noise; and this in turns determines the max{mum
number of simultaneous communications which the
system can sustain before its performance (eg.
error rate) deteriorates rapidly. However, because
of the channel re-use capability of the spread
spectrum system, the actual number of channeis
available to the overall system is greater than the
nunber of simultaneous channels that the system can
sustain. For example, in the presence of severe
jamming or electrical noise, a 32 channel spread
spectrum system may be able to carry 10 channels’
simul taneous transmissions. Having more signalling
channels than could be simultaneously carrled by
the spread spectrum system has negligible effect on
the system throughput performance since each data
transmission tends to be short and very rarely
would all the 32 channels be used at the same time.

3.2 Noise Resistance

Figure 5 illustrates a simple system layout, wjth a
nunber of transmitting nodes and a single receiving
node shown. The output from each node is added
onto the 1ine to produce a received waveform r(t)
which is a summation of the outputs from esch
transmitter, as shown in Fligure 8. .
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Figure 6. Typical transmitter waveforms

Figure 5 shows a number (n) of transmitting nodes
and a single recefver (node #xJ, where 1l & x«n
The output of each transmitter s,(1) is given by

Sp(t) = py(t) dy(t) (5)
And, in the absence of external interference ie.
J(t) = 0, the received signal is given by

(6)

r(t)

.....

Sl(t) + Sz(t) + Sa(t) +
).

sn(t)
nrt

The demodulation is carried out and from equation

(4)

7

r(t) Px(t) = dy(t) + Sp(tIpy(t) +s,(t)py(t) (8)

where 1< x< n

In the presence of an external noise input J(t) the
rece{ved signal becomes

Xl

r(t) = sn(t) + J(t) (9)
which is demodulated to
) [ ] n
P(UIpye(t) = dy(t) +an(t)px(t) +an(t)px(t)
. An Argat
+ J(t)pg(t) (10)

-

The upper trace in Figure 7 shows of a portion of
received waveform with three transmitters and Added
White Gaussian Noise, the |ower trace shows the
data recovered from this signal. A plot of Bit
Error Rate against Signal to Noise ratio is given
in Figure 8.

Errors x 10E—4

v T
=11

S/N Ratlo (db)

: BER vs.

T
-12

Figure 8 S/N Ratio

4. APPLICATICN IN A MANUFACTURING NETWORK

The Manufacturing Automation Protocol revision 2.l
which is an emerging factory networking scheme
promoted by General Molors Corporation, proposes a
broadband factory wide communication neiwork which
allows modulated signals to be send using numerous
channels or carrier frequencies i.e. the total
frequency spectrum of the network is subdivided
into channel by frequency al location scheme.

By using direct sequence code allocation scheme
outlined above, a spread spectrum system could be
substituted for the broadband network, with the
advantages of channel re-use capability and high
resistance to electrical noise interference. The
application of spread spectrumsignalling is not
restricted to a network system such as MAP, but it
can be used in any communication link where the
available link bandwidth is larger than the data
communication bandwidth.

5. CONCLUSICNS

By applying Spread Spectrum techniques to the
design of a manufacturing informat{on network, a

simple error resistant network is being deveioped.

R
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when the interference levels are many times greater
than the signal levels. This feature together with
the ease of connection (via twisted palr cable)
makes this type of system eminently suitable for
carrying computer communications within
manufacturing plants.
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LAN,
high nolse environment.

1 INTRODUCTIOR

The expanding need for data communlicatlon channels
In Local Area Networks (LANs) has lncreased the
pregsure on the avallable transmlsslon bandwidth.
This has led to developmentsg Iln two broad areas :
the extenslion of the usable gspectrum through the
use of even hlgher frequency carriers and the
development of complex networking and multiple
access algorithms. An extension to the latter has

led to the adaptatlion of Spread Spectrum CDMA
technlques, which were originally developed In the
mid 1950s (1) for millitary use as a means of

providing a Jam res{stant communicatlon link.
Spread Spectrum communication {nvolves a
trangmission system which uses an overall frequency
bandwidth far in excess of the minimum required.
Through a correlation process the recelver restores
the signal to Lts normal bandwldth and in doing so.
T~ 1t~enhances the desired signal while substantially
reducing the effects of interference and nolse
Overall, the communication channel capaclity is not
‘wasted’ because with a sultable selection of
spreading codes (having low cross correlation
properties) several nodes may simultaneously

transmit messages over the same channel, with low,
predictable, interference between nodes.
A Local Area Network such as Ethernet, where

multiple nodes use a single communication channel -
one pair at a time, {s a prime candidate for the
application of Spread Speptrum techniques. Being
inherently jam-resistant, Spread Spectrum
techniques have the potential of reducing the
contention and allowing multi-pair communications,
thus increasing the network’'s throughput under
these conditionas. CDMA is not as efficlent as
Frequency Division Multiple Access (FDMA) or Time
Division Multiple Access (TDMA) in terms of
throughput per unit bandwidth, but {t does have the
advantage that random access may be achleved.

This paper deals with the development of A
—---Localised Spread Spectrum Network, ALSSNET, by the
"“Department of Electrical and Electronlic
Engineering, Footscray Institute of Technology.
Code Division Multiple Access (CDMA) (2] I8 used to
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A Localised Spread Spectrum Network

A.L. Simock®, C. na Ranong® and P. Leung’

SUMMARY The need for many users to be able to communicate within a locallsed environment gave rise to the
Local Area Network (LAN). This paper proposes the adaptation of Spread Spectrum technliques, whlch were
originally developed for military use as a means of providing a jam resistant
the objective belng to develop a system capable of malntalning communicatlions In a mulltiple access

communication link, to a

allow 'multl channel’ access, and Carrier Sense
Hultiple Access with Colllislon Detection (CSMA/CD)
ls used to resolve any remainling contention
problems within channels.

2 SPREAD SPECTRUM ASPECTS

The three primary methods of Spreading the data

transmisslion are (3}, (&2, (5]
a. Direct sequence - i{n which the data {s directly

modulated with a fast pseudo random code
sequence.

b. Frequency hoppling - in which the modulating
carrler ls caused to hop from one frequency to
another {n a pseudo random mannerc.

likened to the
in a time

c. Time hopplng - whlich can be
pseudo random allocation of channels
division multiplexed system.

the Direct Sequence method, as
The pseudo random binary

ALSSNET uses
{1lustrated in Flgure 1.

sequence 1s also known as the direct or chip
sequence.
Data Integrate
Source L dump —*
p(td v
"
2
o
pseudo % pseudo
randon & randon
sequence ¢-— — _’ segquence
generator generator
Transnitter Receiver
Plgure 1 Single channel direct sequence system

The relationship between the data and chip signsls
{s shown in Figure 2

Each data bit d(t), of energy E, and duration T,
may be represented by

ae) = o [eT

This one dimensional data bit is multiplied by s
binary ¢+ 1 chip sequence;, ptt), running at s

(1)

June, 19/
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s total of £ T chips system is to work, such as connectlon distance and

frequency of £ chipa/sec, le.
per data bit. The resultant sequence d(tgp(t) ls hence propagation delay, attenuatlion etc. can be
then a fc‘l‘ dimensional signal. controlled. This degree of control allows &
i synchronous network to be produced. Synchronisation
The ratio of the dimenstonality of the chlp may be considered from both chip and data blt
sequence to the data 1s called the 'Processing viewpolints. In a synchronous, cable connected,
Caln’, and ls defined as network such as this, with predlctable delay and
attenuatlon characteristicg, the effect of the so
Processing Caln = Beo (2) called odd-even cross correlation properties are
Bp minimal and codes with multi-level cross
correlation values, e.g. Gold or Kasaml codes
where B.. = Bandwidth of the Spread Spectrum Signal (6), (7), [8), [9) are not necessary. The code
and By = Bandwidth of the Data Signal 8llocatlion scheme selected ls based on providing
each address a code which 1s a bit shifted version
The numerical value of the processing gailn Lg an of the master code, this master code also being the
fndication of a-power improvement factor, which a synchronisation code tndicated in Figure 3. Thus
recelver, posessing a copy of the transmitter's the cross correlation between codes Is the auto-
chlp sequenceé, can achleve by a process of correlation functlon of the one code. Thls
correlation. This flgure glves an Indication of the simplifles both the code generation and declslon
interference rejection capabllity. making clrcultcy. The allocatlon of phase shifted
versions of the one code to act as the Individual
If the ‘chipped data’ signal, d(t)p(t), Is node address codes is similar to that used by B.
transmitted in the presence of an interfering Hirosaki et al (10] in thelr performance analysis
signal J(t), the recelved signal would be of a fibre optlfs system. They showed that the
variance (ql(t)] in mutual Interference from node
e(t) = d(t)p(t) + J(t) 0 ¢t T (3 #l is given by
At the recelver the correlation process ls carrled (q(i) (JNTc))z - 1/82 (7)
out by multiplying the received signal with the
same chip sequence used to encode the transmitted where | represents the Ilndlvidual blt position,
data, and then lntegrating the result over a perlod N the chip sequence length,
T to produce a decislon varlable U, where T, the chlp sequence blt period
T
U = lEb/T 'y c(t)p(t) dt (4) The equatlon (7) above, shows that the per-channel
° {nterference 1ls lnversely proportional to the
square of the chip sequence repetition length, or
NATTARE Processing GCalni and since one of the deslgn aluwms
was to produce a rellable and robust system , a
dety falrly large processing gatn of 1024 (approx. 30dB)
was selected. Evidence Indlcates (5] that the

maxlmum number of simultaneous users s
approximately one tenth of the processing galin.
time This cholice of a high value focr the processing galn
produces a system capable of working In an
electrically hostile environment and allows a large

l‘
' number of simultaneous code transmissions.
pt) 10
- Using Maximal Length Sequences (MLS) of 2 -1
[A J LJ [J {J[J —J [rme bits (L{e. 1023) to encode each data bit results in
- J analogue multiplier which 1ls dependent on the

a residual offset effect at the output of the
. number of statlions transmitting simultaneously.

This results from the two level (1023, -1)

Flgure 2 Typlcal Chip and Data Waveforms autocorrelation function of a MLS. In order to

. ) eliminate this residual effect the ML sequences

From equation (4) 1t can be determined whether were modlfied to produce codes with (1024, 0)
p/T or - ]E‘/T" was was sent, depending on autocorrelation properties, by the addition of an
vhether U is positive or_negative/The integrand In extra binary zero. Each station code Is then made

up from a cyclically bit shifted MLS plus an extra

may then be expanded as follows
binary zero which is transmitted as chip bit number

£(t)p(t) = d(t)pl(t) » J(t)p(t) (5) 1024. Each data bit s then encoded by the 1024 bit
) modified MLS. The station code allocation scheme is
And, since pz(t) = 1, this may be rewritten as not affected, each station belng allocated a phase

shifted version of the same modifled MLS.

r(t)p(t) « d(t) =+ J(t)p(t) (6)
_ : : , , 3 LAN ASPECTS
thus the receiver recovers the original one

dimensional data signal d(t). Current bus and ring Local Area Network topologles,

typitfied by Ethernet and Cambridge Ring
—-In_equation (6) the jamming stgnal J(t) may be an respectively, employ some form of (asynchronous) |
external {interference signal, eg. nearby high time division multiplexing. This may be in the
voltage equipment, or it may be interference from more or less fixed compartment format of Cambridge
other transmitting nodes. The rejectlion of the Ring or the Packet Message type format of Ethernet.
other nodes transmissions as nolse depends upon the Whichever system {s used, any node wishing to
orthogonality of the codes (6], (7], (8] used for access the system must wait until s time when no
spreading each node’s data. other users are transmitting. The node will then
o . transmit at a2 relatively high bit rate into the
The task of choosing codes for their orthogonality system: The overall effect is that each node emits:
gan be-simplified tf the environment in which the burats of date st high bit rates for relatively L
: X
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and then remalns dormant for a much
Occasionally, two or more nodes

short perlods,
longer period.

attempt to tranamlt at the same time and the
messages collide; back off and retransmission
slgorithms would then be used to ‘arbltrate’. Thus

network throughput is dependent on the number nodes
in the network and the network bandwidth. Spectal
chip sets capable of hlgh speed burst transmlssion
(eg. Motorola 68590) have been developed for this
purpose.

Simultaneous multiple access, offered by TDMA, FDMA
and CDMA, in a Local Area Network can increase
overall network throughput and possibly eliminate
the need for very high speed transmissions. ALSSNET
capltalises on the random access, discrete
addressing capabllitlies of CDMA and uses a scheme
where each node has 1ts own ‘address’ and
associated code (or spreading sequence). The bus
structure ls shown In Flgure 2.

In the point to polnt communication system adopted
in the network, 1f node 1 wvishes to transmit to
node 2 then node 1 will modulate its data with the
code of node 2. Hence, the transmitter of each node
must be able to modulate {ts data with any
reciplent's address code. Since only one node at
any instant in time may be transmitting to a
particular address, a colllsion check for the
intended recelver 1s still necessary, and a CSMA/CD
protocol 1s used to resolve contentlions within
channels. Each transmlitter has a8 butlt in
demodulator to pre-check for traffic in the deslred
channel and continuously check for collisions while
transmitting. Thus each node has two demodulators -
one for monitoring the channel for (ts own message
and another .one for collislion avoldance and
detection. The flrst demodulator works exclusively
with its own address code whereas the code used in
the second is switchable.

The raeceiver sectlon of each node monitors the line
looking for data modulated with fts own ‘address
code’, it demodulates the data encoded with this
coda, in order to recover the original data, but
treats data for any other intended reciplent as
noise and rejects it, as shown In equation (6). As
esch node has a unique address only signals
modulated with this address code will correlate in
Lts recelver, and be despread, all other codes will
not correlate and will be spread further across the

band.

node
Ll
Host I
conpu$:r node node
etc. 82 L]
AN
node
N3]
node Sync
we | line
) t
node | . Data
S line

Figure 3 System Bus Structure

ALSSNET is based on twisted or parallel patr cablej
this i{s to maintain simplicity and allow new nodes
td be connected to, or disconnected from, the
network- without unduly affecting other users.
‘The cable Ls terminated with an sppropriste
'resiatance at bdoth ends in order to minimise
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mismatches and reflections, and each node outputs
onto the transmi{sslion medium via a high (mpedence
current driver. Flgure & ghows a slmple system
layout, tllustrating the alltiple access concept,
with a number of transmitting nodes and a single
receiving node. The output from each node is added
onto the line to produce a recelved wvaveform r(t),
Figure 5, which Is a summation of the outputs from
each transmitter,

r(t) = s)(t) sp(t) » ..o (t) (8)

- Esn(t)
r{)

pict) Jets pxCt)

,_._c/f)_.__-_
a2 7 s

(9)

pE(t){
dl(t:‘b@ s3Ct) +
Pt l
L
[
v
__6/
dnCt) snCt)
pn(t)
Figure 4 Hultiple Access Concept

At the recelver the multi-level line signal r(t) is
multlplled by the receiver's own + 1 level chip
sequence p (t) and from equation (6)

LY R
r(o)p,{t) = d,(t) » s (e)p, (1)
n Ary

. an(t)px(t) » J(t)p, () (10)

Y3 £1}
Where 1 ¢ x ¢ n

et j
s1(t)
LU

] [*_" .

—
£

T e H
s2¢t) )
A i
o [ N,
-1 J N

3

12 7

r(%)

—
L4

T

d
-2 7
-31

Figure 5

Typlcal transmitter waveforms

The filrst term d_(t), in squation (10), ls the
recovered one dimensional data signal and the last
‘threw terms: ars the multi dimensionsal {nterfecrence

June, 1987

FOT e vy -



signals. The output from the analogue wultiplier is
subjected to low pass filtering {n the integrate
and dump circult, in order to remove the unwanted
high frequency components, before being passed on
to the declsion circult to determine whether this
particular data blt repregents a loglc one or a
loglc zaro.

In order to test code recognition and phase
synchronlsation, a novel error generator which
producaes rindom—errors at rates between | x 10°

and 9 x 107" g used. This generator {s capable of
malntalning the error rates irrespective of the

input data rate which may vary from 1 to 1.5 x 106
bits per second. Tests with the prototype system
have showed that the system reliably achleves phase
synchronisation within 40 ms , even with an error
rate as high as 1 x 107°, and that synchronlsation
dropout does not becyme a problem until the error
rate reaches 2 x 107°.

4 COMPUTER STUDY

A computer study of the system coding aspects ls
being developed . Ideal line drive charactecistics
of a 60 user system have been Ilnvestigated and the
performance evaluated from two aspects:

1) To ensure that transmisslon w#x (see Figure 4;
where 1 ¢ x ¢ n ) will be successfully decoded
when a number of simultaneous transmissions
are taking place. A stmulation containing 60
nodes has been developed and the corcrelation
properties investigated. This simulation has
verified the 1024, 0 correlation propertles of
the codes selected.

{1) To investigate the orthogonality properties of
the codes used. This part takes the form of
slmulating a number of simultaneous
transmissions (#l to #n excluding w»x) and
attempting to extract data using code px(t)
(le. the code omitted). Upto 59 simultaneous
transmissions have been demonstrated to create
no mimicry problems, le. no combination of
code transmissions from upto 59 stations looks

like the code of the non-transmitting station

»X. :

5 PROTOTYPE SYSTEM TESTS

The multiple access concept i3 illustrated in
Figure 4. Three transmitters and two recelvers were
used for the pufposn of preliminary Bit Error Rate
(BER) messurements. The first transmitter/recelver
pair were used for the BER vs S/N measurements.
The second transmitter/receiver pair was used to
verify the simultaneous transmission capability,
the third transmitter acting merely as an
additional source of interfarence. The upper trace
in Figure 6 ahows the received signal r(t) with
three transmitters, s,(t) to s3(t), and Added
White Caussian Nolse all present. In this trace the
S/N ratio is -10 db. The lower trace shows the data
recovered from this signal.

Figure 7 shows preliminary results of the BER vs
S/N Ratio measurements. The preliminary results
obtained from the prototype system have verified
the. concept of a synchronous LAN using bit shifted
modifled Maximal Length Sequences as the address
codes. Data recovery has been demonstrated, with

¢ NOTE the word Noise 1s used to represent total
{nterference, le external interference J(t) plus
tntorference caused by other nodes transmitting
simyltanecusly.

Journal of Electrical and Electronics Engineering. Australia — IE Aust. & IREE Aust., Vol 7, No. 2

‘orthogonallity,

the error rates Llndicated in Figure 7, thus
{llustrating the potential of such a system for use
in an electrically noilsy environment.

i 4
S

2 £t

Figure 6 Received Signal and Recovered Data

BIT ERROK RATE va S/N RATIO

SN Ratlo {db)

Flgure 7 BER vs S/N Ratlo

6 THROUGHPUT MODEL

Since user address codes have been chosen for thelr
a point demonstrated by the simple
computer study outlined in section 4, it is assumed
that each (CDMA) channel's traffic may be regarded
as independent 1n order to model individual channel
throughput characteristics.

The technlques used in the derilvation of this
throughput model are based upon those used by
Kleinrock and Tobagi (1ll]. In the development of
this model the following assumptions are made: -

a) Traffic sources, on a system and per channel
basis, are regarded as Polsson sources with a
mean packet generatlion rate of A packets per
second.

b) Packets are of constant length of T seconds
duration, such that the average number of
packets generated in this T second period is §
= AT. Thus the input rate is normalised to the
transmission time T. S may then be called the
Channel Throughput or Channel Utilisation.

c) The offered channel traffic is denoted by C
(where C. ) 8). C is equal to the new trafflc
plus the traffic requiring retransmission
owing to some earlier collision.

<

i .

1
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d) X is the mean retransmission, or back-off,
time and is agssumed large compared to T.

e) In this model non-persistent CSMA s used
where, upon busy gensing and recognition the
teansmittar will Immediately back off an
arbitrary time period X, and not continue to
sense, walting for the channel to become free.

f) No positive acknowledgement scheme s
incorporated, collisions belng detected (in a
finite time T) by each station involved in the
trangmigslion of the colllding packets. After
collision detectlon packet transmission will
be continued for & further perlod T to jam the
channel in order to to engsure that the other
station(s) Involved in the collision will
detect the colllslon. The ratio of the
collision detection time T to the transmission
time T ils given by a where a « 7/T.

g) Busy sensling {s achfeved in a perifod equal to’
the collision detaction time a.

h) Propagation delays are negllgable compared to
T and are set to zero.

1) The interpacket arrival times are independent
and exponentially distributed.

Ungsuccessful Successful
Transmission Transnission
Pertod Period
lde
e S N
[ f [ ]
-- . T e I I I R -
LS . H
- :
e o s .
+ + 4 v
<~ < < <
d & &
e e

f Indicetes Arrival OF A Packet At A Node

Flgure 8 Channel Transmission Characteristics

Let t be the arrival time, at a node, of a packet
to be transmitted. The station will sense the
channel for a ssconds and, sensing the channel
free, will transmit at tlme (tsa), as shown in
Figure 8. * Another atation obtaining a packet
between t and (tsa) will sense the channel free and
thus causing a collistion. This
period of a seconds 1s classified as the
‘vulnerable period’, and Lf no other statlon
recelves a packet for transmission in this period
then the first's packet will be succesafully

transmitted.

also transmit,

* NOTE Upon commencement of transmisslion the
busy sensing clrcult is reset and re-activated as a
colliasion detection circuit.

If (teYea) i3 the time of transmission of the last

'L‘pxckpt then at time (t+Ys2a) stations transmitting

" should have recognised the collision. Each atation
will continue to transmit for a period of a seconds
after collision detection, thus at time (t+Y+3a)

-all stations will have stopped transmitting. Since
no transmissions are occurring during the first a
seconds of this period, while the first station is
sensing the channel, the average duration of an

~umsuccessful tranemission 1is (Ye2s), and_ the
duration of a successful transmission is equal to

Jowrnal of Electrical and Electronics Engineering, Ausiralia — IE Aust. & IREE Aust, Vol 7, No. 2

1. The time when transmissions are occurring {s
defined as that time when trafflc Ls actually
flowing and excludes the Initiagl sensing perlod.
This transmission time, whether for a successful or
an unsuccessful transmlission, 1s called the
Transwission Period (TP) or Busy Period. Any pariod
between two successive TPs ls called an Idle
Period, and a Busy Perlod followed by an Idle
Perliod 1s called a Cycle. If B is the expected
duration of a Busy Perlod and I the expected
duration of an Idle perlod then the duration of a
cycle would be B+I. Using renewal theory the
averags Channel Utlilisation S may then be defined
ag

(11)

where U Ls the average time during a cycle that a
channel 18 being used without confllct. U is glven
by the probabllity that no other transmission
occurs between t and (te.a) and therefore

U - &°8C (12)

The average duration of an Idle Period, I, ls
simply 1/€ , and the average duratlon of the Busy

Perlod B 1s given by

B - (Average unsuccessful time)(Probabllity of
an unsuccessful transmission) « (Average
successful tiwme)(Probability of a
successful transmlssion)

The probability that the tranamission will be
successful (Ps) ls equal to the probabllity that no
other transmisgsions occur between t and (tsa).

Ps - e 8C

Thus B o= (1 - Ps)(Y » 2a) » (Ps)(l) (13)

The average value of T, from (111, is given by

Yea- (1-e9 (14)
[
Substituting into equation (13) glves
B = 3a - (1 - .-ac) -3ae"8C , o-aC
G
. 7201 - «72%) (15)
G

Using the values for I, U and B and substituting
into equation (ll) glves

S =T = Ge~2C (16)

I (3aC » (e78%(2 4 ¢ - 3aC - e 8%)))

Equation (16) above represents the throughput, 3,
{n terms of the offered traffic, €, and the busy
sensing period, a. Flgure 9 {a a graph of 8 vs G,
and several curves are included in order to
represent different values of a. These curves show
the expected characteriastic shaps with the
throughput increasing as the offered traffic
increases until a breakpoint is reached. Above this
point the probablility of collislons occurring is
such that increasing the offered trafflc actually
causes a reduction in throughput as the channel
capacity 1is progressively taken up with more
retransmissions and less nev trafflc. It can be
seen from Figure § that the busy sensing time is a
highly important parameter in the throughput nodel

and _that reducing this sensing time causes the i

breakpoint in throughput to occur at higher levels
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of offered traffic.

The throughput characteristics of this model are
compared with those of some of the more famlllar
multi-access protocols in Flgure 10. These curves
are plotted using a value of a = 0.01, except for
the two Aloha protocols which are independent of a.
In the Non-persistent and l-persistent CSMA wmodels
the value of a represents the propagatlon delay In
the system, rather than a busy sensing period as in
this model, but In all three models a glves a
representation of the ‘vulnerable perlod’ for
transmlsslon modelling purposes. These curves show
the comparlson between the ALSSNET model, which has
been developed for a LAN appllication, and other
protocols (most noticably Aloha and Slotted Aloha)
which were not. The Indicatlon Ls that appllcation
speciflic protocols can offer throughput advantages.

]
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Flgure 9 Throughput vs Offered Trafflc
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Figure 10 Comparlson of Throughput Characteristics

7 CONCLUSIONS

Bf applying a CDMA spread spectrum techniques to
the design of a Local Area Network, a siople and
error resistant network ls belng developed. Its
main application will be elther as network Ln an
slectrically nolsy environment ofr in a high
throughput multiple access network. Computer
simulations carried out indicate that the system
will be capable of supporting over 60 users
transmitting simultaneously. Tests carried out on a
'prototype network consisting of 5 nodes 3
transmitting nodes and 2 recelver nodes, have
verified the results predicted by the computer
simulation and demonstrated the feasibllity of
simultaneous multi-pair communicatlions.

The next stages of the project will be to

Investlgate alternative phase synchronisatlon
schemes and determine the whether the model of the
protocol, outlined above, ls optimal for control of
a system of thls nature. The computer studles are
also to be enhanced in order to lnvestigate the
line monitoring and collislon detection functlons
assumed in the model developed. Investigatlion of
code properties under more realistlc condi:lons !s
also proposed.

Whilst It Is too early at this stage of developament
to make accurate predictions regarding the cost and
reliablllty of the final network, the rellabllity
of the low cost development modules has been
encouraging.
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