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LIST OF PRINCIPAL SYMBOLS 

The following symbols are common to tha whole thesis. Further line symbols, used 

only in Chapter 5, are listed at the start of that chapter. 

Frequency 

f = frequency 

CO = 27rf = angular frequency 

fo = carrier frequency 

fj - sample firaquency 

fk = discrate frequencies 

Af = frequency shift 

A(j) = phase shift 

Line 

V = average spaed of propagation of signal down line 

c = speed of light 

D = line length 

Rp = fault resistance (usually single phase-ground) 

X = distance to fault from sending end 

5x = error in range estimate 

a = a(f) = average line attenuation par unit length (dB/km) 

ttj = ai(f) = line attenuation per unit length (km" ) of mode i 

Pi = Pi(f) = line phase shift par unit length (radian/km) of mode i 

Yi = ai + jPi = propagation constant for mode i 

Time 

t = time 

T = time delay between the received signal and the transmitted signal 
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tj, Tj = discrete time samples 

Np = number of sample points in digitised waveforms 

Signal 

s(t) = transmitted signal 

r(t) = received signal 

R(f) = tha Fourier Transform of r(t) 

T = pulse width of rectangular pulse 

B = RF bandwidth of line probing signal (single-sided) 

R(, = code bit (chip) rate 

L = code length 

Tp = L/R(. = period of spread spectrum signal 

u(t) = bandlimited coda 

Uk = sample points of bandlimited coda (k = 0,l,..,Np-l) 

Power and Energy 

PTX ^ power transmitted from communications room 

Epx = energy transmitted from communications room 

Vp = peak voltage from transmitter leakage entering receiver 

Vp p = peak voltage of primary reflection from fault entering receiver 

S = PRX F ^ power in primary reflection off fault entering receiver 

E = energy contained in primary reflection off fault entering receiver 

VN = noise floor entering receiver 

N = noise power entering receiver 

NQ = noise power per Hz (single-sided) 

Nj(f) = noise frequency spectra 

Signal Processing 

ym(T) = matched filter output 

y(t) = correlator output with quadrature components 
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I y(T) I = correlation coefficient 

p(t) = auto-correlation function 

3 = Discrete Fourier Transform (DFT) 

3f = Discrete Fourier Transform (DFT) at carrier frequency fg 

3~̂  = inverse DFT 

NA = number of times waveform is averaged in receiver 

Tcirc, kct, km = micro-processor computation times 
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LIST OF PRINCIPAL ACRONYMS 

EHV = extra-high voltage 

PLC = power line carrier 

SFG = separation filter group 

CVT = capacitive voltage transformer 

SECV = State Electricity Commission of Victoria 

DOC = Department of Communications 

RF = radio-frequency 

SSB = single sideband 

BPSK = biphase shift keying 

MLS = maximal length sequence 

P N = pseudo-noise 

BW = bandwidth 

BWL = bandwidth limited 

LPF = low-pass filter 

BPF = band-pass filter 

SNR = Signal-to-Noise ratio 

DFT = Discrete Fourier Transform 

FFT = Fast Fourier Transform 

DSP = Digital Signal Processing 

LSB = least significant bit 

MFLOPS = millions of floating point operations per second 
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ABSTRACT 

Electrical authorities require fast and accurate fault locators to protect tha quality of 

supply and reduce outage times. Spread spectrum techniques perform well in high 

noise environments such as power lines and their use in radar ranging is well known. 

Existing power line carrier (PLC) equipment may be used to transmit a direct 

sequence signal down a faulted EHV line. The fault position may then be calculated 

from correlation analysis of the reflected waveforms. 

This fault location process has been simulated on a digital computer taking into 

account the frequency variation of the PLC interface and line parameters over the 

spread spectrum bandwidth. The effect of waveform characteristics, fault location and 

resistance are examined for a 100 km double transposed line with a single phase to 

ground fault. Results indicate that the receiver will locate permanent faults to within 

0.5 km (0.5% of line length). 

Prototype data acquisition hardware has been constructed and on-line results are 

presented for a 225 km 330 kV line. Line reflections were identified within an 

accuracy of 1.6 km (0.71% of line length) even though the channel bandwidth was 

limited to 50 kHz by external constraints. It is shown that accuracy is dependent on 

chaimel bandwidth, signal to noise ratio and waveform energy. It is suggested that a 

further increase in accuracy is possible by referencing the received signal to known 

impedance discontinuities such as the transpositions. Fault location accuracy down to 

one span should be possible using this technique which will work on both energised 

and de-energised lines. 

Short code lengths are necessary for high speed operation and for the location of 

transient faults. Short MLS codes have poor sensitivity because of high residual 

correlation. Optimal signal processing and code selection for shorter codes with 

maximum sensitivity are reviewed. On-line results show that the sensitivity can be 

improved by at least an order of magnitude when using orthonormal codes or DC 

offset removal. The technique therefore appears to be suitable for high speed 

operation. 
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L INTRODUCTION 

1.1 FAULTS ON EHV LINES 

Electric utilities use extra-high voltage (EHV) transmission lines hundreds of 

kilometres long to carry power from centres of generation to areas of consumption. 

The power lines often travel over inhospitable terrain which makes the location and 

repair of faults difficult. Obviously any break in supply is undesirable and if it does 

occur then the customer expects it to be restored as soon as possible. There is a need 

therefore for quick and accurate fault location. This thesis describes a new method of 

fault location which has the potential to meet both these requirements. In addition the 

scheme is low cost and uses the existing power line carrier (PLC) infrastructure. 

1.1.1 Types of Faults 

A series fault is the opening of two conductors which are normally joined together for 

proper operation. There is no involvement of the earth or any interconnection 

between phases. A shunt fault is the joining together, either as a short circuit or 

through some impedance, of any combinations of the cables and earth. For example, 

phase-phase faults involve the coming together of two conductors and phase-ground 

faults occur when a conductor is shorted to the earth. In Victoria, Australia, the 

frequency of occurrence of shunt faults is as follows: 

single line to ground 

line to line 

line to line to ground 

line to line to line 

90% 

5% 

3% 

2% 

Fauhs may be of a transient nature and may be removed by de-energising the 

equipment for a short period of time, or the fauh may be of such severity that the line 

is inoperational until repairs are made. Most faults are of the transient type. 

1.1.2 Effects of Faults 

1. Reduction of line voUage interrupting the power supply to the consumer and 

causing maloperation of pressure coil relays. 
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2. Damage may be caused to the power system and other apparatus due to 

overheating and abnormal mechanical forces. 

3. Power system instability. 

In normal operation the power system protection network will rapidly (within one or 

two mains cycles) detect the fault, determine the area of malfunction and isolate the 

impaired line through the opening of relays. 

1.2 NEED FOR FAST, ACCURATE FAULT LOCATORS 

Transient faults can impair the line equipment, degrading the quality of supply, and 

faults which do not permit circuit breaker reclosure diminish the reliability of supply. 

Fast and accurate fault locators are clearly of benefit to society. 

Cable patrols to monitor in situ conditions are very expensive so that remote sensing 

of line parameters represents a more economical means of protecting this capital 

intensive infrastructure. More than 50 years of research into fault location have 

produced two approaches to remote sensing of the fault position. 

1. Measurements of waveforms existing immediately after the fault 

2. Measurements of waveforms injected down the line. 

Any remote sensing method must be compatible with the operational environment of 

the power system and not disturb existing services. The detection of noise imbedded 

signals reflecting off power grid topologies and the estimation of fault locations from 

these waveforms are the twin problems to be solved for successful EHV line 

diagnostics. 

As far as the author is aware, no single fault locator exists which accurately locates all 

the different types of faults and which meets the stringent demands of the hostile 

power line environment. Fault location is still a major area of research worldwide. 

1.3 ORGANISATION OF THESIS 

PLC communication networks have been used on EHV lines for many years. They 

are used for telephony, protection signalling and data transmission. The bandwidth 

available for PLC transmission usually falls within the range of 40 kHz to 500 kHz. 

Not all of this bandwidth is available for continuous transmission because of 
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compatibility problems with other radio services. In Australia the band between 200 

kHz and 400 kHz falls into this category. Spread spectrum modulation, traditionally 

used in military applications, is a method of sending information down a channel over 

a wide bandwidth with low power spectral density. These broadband signals cannot 

be detected by users of the same spectrum and so are ideal for non-invasive probing of 

power grids. The work on this thesis concentrates on a fault location technique which 

uses the PLC network to transmit and receive spread spectrum waveshapes. 

Chapter 2 discusses the different types of faults on EHV lines and outlines the 

requirements of a fault locator. The major part of the chapter is a review of the 

different fault location methods engineered by researchers this century. 

Chapter 3 overviews the power system telecommunication system and discusses in 

some detail the operation of the PLC network, particularly in the Australian context. 

The characteristics of EHV lines at PLC frequencies are then given and the 

requirements of a fault locator using the PLC network are listed. Finally system 

design equations for such a fault locator are detailed. 

Chapter 4 looks at waveform design and optimal signal processing techniques applied 

to traditional and pulse compression waveforms. Waveform design objectives for 

EHV line fault location are listed, and a strategy for the construction of optimal 

remote sensing waveforms is outlined. Spread spectrum waveforms and their 

advantages in the PLC environment are introduced, and their application to ranging is 

quantified. The chapter concludes with system design equations and performance 

predictions for an EHV line fault locator transmitting and receiving spread spectrum 

waveshapes using the PLC channel. 

To test these predictions and to investigate the effects of modal propagation on EHV 

lines at PLC frequencies a simulation program was written that models the frequency 

dependent PLC line interface and distortion produced as signals at PLC frequencies 

propagate along EHV lines. These simulation results are presented in Chapter 5. 

Chapter 6 presents hardware design for a data acquisition system to transmit and 

receive a spread spectrum waveform down an EHV line using the PLC channel. On­

line results are given for a 225 km 330 kV line. 

Chapter 7 looks at ways of increasing the dynamic range for high-speed operation 
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using short codes, and Chapter 8 concludes the thesis and suggests areas for further 

improvement. The work has led to a number of publications and these are referenced 

in the final chapter. 
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2. FAULT LOCATION ON EHV LINES 

2.1 INTRODUCTION 

Electricity supply authorities world wide require quicker and more accurate fault 

location methods in order to improve the quality of supply and decrease outage times. 

This chapter briefly overviews the different types of faults (section 2.2), the 

requirements of an ideal fauh locator (section 2.3) and techniques used by other 

researchers for fault location (section 2.4). Some faults, such as those due to high 

voltage breakdown, require the presence of the mains voltage in order to be 

observable, while others, called sustained faults (eg. a conductor shorted to ground), 

can usually be measured on de-energised lines [1]. 

2.2 TYPES OF FAULTS 

The following classification is taken from [1] 

2.2.1 Latent Faults 

Insulation deterioration impairs the over voltage performance of the line. There is 

arcing at high voltages caused by surges and transient overvoltage conditions, 

although operation at normal voltages is unimpaired. 

2.2.2 Momentary Faults 

Momentary arcing due to transient conditions not causing permanent damage (eg 

minor lightning flashover). Also called nonpermanent or transient faults. 

2.2.3 High-breakdown Faults 

Faults which are apparent when there is mains voltage on the line but which do not 

show up at low voltages. Reclosure of the breakers is impossible. 

2.2.4 Sustained Faults 

Faults which are apparent when there is mains voltage or low voltage on the line. 

High-breakdown and sustained faults prevent successful reclosure, and are 

consequently sometimes classified together as sustained or permanent faults. 
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2.3 REQUIREMENTS OF A FAULT LOCATOR 

A fault locator for use on EHV lines should have the following attributes: 

1) Accuracy 

a) It must have high accuracy, preferably to within one span. 

b) It should be capable of operating over the entire length of the line with high 

accuracy. 

2) Discrimination 

a) It should have high sensitivity to variations in line parameters. 

b) It should have fast response to (possibly transient) deviations in line 

conditions. 

c) Must be able to discriminate between faults and line impedance changes 

due to non-fault conditions. 

3) Robustness 

a) It must operate in the high noise environment of power lines and not be 

affected by or affect the mains supply. 

b) It should be capable of operating on both electrified and dormant lines -

hence the clearance of faults may be verified without reclosing the circuit 

breakers. 

c) It should work on a variety of lines, single and double circuit lines, lines 

with and without transpositions, lines with high shunt capacitance etc. 

d) It must not be affected by external conditions, such as faults on nearby 

lines, weather conditions and impedance variation (loading changes) at the 

line ends. 

4) Utility 

a) Results should be easily interpreted by operators or computer. 

b) Equipment must be designed for substation installation and should be 

simple, rugged, safe, cheap and require low maintenance. 

c) To improve consumer service the results should be quickly available, as 

fault location information is used to route supply around the disrupted area. 
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d) The system must work whatever the fault inception phase. 

2.4 METHODS OF FAULT LOCATION 

2.4.1 Current Techniques 

The most commonly used method of fault location on EHV lines is the reactance ratio 

measuring technique [2]. An unfaulted line of total impedance jX^ will, when faulted, 

have an impedance up to the fault position of jXp. As X^ is known, measuring the 

ratio Xp/X î from line end voltage and current measurements, will give the distance to 

the fault. Visual inspections of lines are also used as a fault locating technique. 

2.4.2 Classification of Fault Location Methods 

Figure 2.1 illustrates the most important methods for locating faults on EHV lines 

developed in over 50 years of research [3] [4]. Definitions of terms used are now 

given, which introduces the detailed literature review of these techniques. 

Passive vs Active Active sensing fault location methods rely on the generation and 

transmission of a known signal across the power network. Passive techniques are 

based upon the measurement of waveforms existing immediately after fault inception 

- no other signal is required. 

Quantity Measured - Power Frequency vs High Frequency Waveforms existing 

immediately after fault inception typically consist of a steady state power frequency 

sinusoid together with transient high frequency components and an exponentially 

decaying DC value [5]. 

Fauh location algorithms using power frequency measurements are passive techniques 

that use estimates of the power frequency sinusoids. Typically these methods are 

based on power frequency lumped parameter transmission line models and require 

filtering to extract the steady state fault signals. 

The high frequency methods use measurements at frequencies higher than the power 

frequency and its harmonics. Techniques which use the high frequency fault 

generated transients (with frequencies ranging from approximately 150 to 1000 Hz 

[6]) may be either active or passive, and techniques which depend upon the generation 
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Fault Location Methods 

Visual methods Methods using measurements made at terminals 

Power frequency measurements 
(electrical quantity). Passive methods 

High frequency measurements 
(travelling waves) 

Measurements of fault generated surges Transmitted waveform measurements 
Active methods 

Methods based on 
propagation delay 

measurements 

Other methods 
Methods based on 
propagation delay 

measurements 

Resonance 
frequency 
method 

Figure 2.1 Classification of fault location methods. 

and transmission of high frequency waveforms are, by definition, active. Distributed 

parameter line models or telegraph equations are used. 

Single-ended vs Double-ended Single-ended methods have the fault location 

equipment located at one end of the line, while double-ended methods have equipment 

located at both ends of the line. 

The different categories of Fig. 2.1 and the contribution of different researchers are 

now considered in detail. 

2.4.3 Visual Inspection 

Patrols by foot, car helicopter or aeroplane can be used to locate all kinds of faults 

with varying success. Obviously long lines present a problem and there may be 

minimal visual impairment with momentary and latent faults. Some researchers have 
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applied a signal to the line which is patrolled with a receiving device - the received 

signal changes near the point of the fault [1]. 

2.4.4 Electrical Quantity Measurements 

The basic principle of the reactance ratio measurement technique is described above in 

section 2.4.1. These are the most widespread fault location methods in use by power 

utilities. Sant and Paintankar [2] reported accuracies of 2% for single-end feed lines. 

For double-end feed lines the fault is fed by currents from both ends of the line and if 

these are out of phase the fault resistance Rp will appear complex. This produces 

errors in the estimated fault position. Compensation for the fault locator inputs for 

this case are given, and accuracies of 5% were described, provided the fault 

impedance is less than 36 Q. The fault locator operates in less than two cycles from 

when the relay delivers a trip output and so is suitable for both transient and 

permanent short circuit faults. 

Several researchers have attempted to overcome the degrading effect the apparent 

fault reactance has on fault location accuracy. Wiszniewski [7] gives corrective 

equations so that the line reactances measured from one of the line do in fact become 

proportional to the distance to the fault. The modifications are based on estimates of 

the phase shift between the current at the line end and the current flowing through the 

fault resistance. This is a non-iterative technique and no simulation or test accuracies 

are given. 

Limitations of the impedance or reactance measuring techniques are outlined in [8] as 

follows: 

• unsuitable for use on series compensated and DC lines 

• gives ambiguous results on teed circuits 

• subject to errors if 

• the fault resistance is high and the line is fed from both ends 

• the fault arc is unstable 

• there are circuits running in parallel with the faulted line over part(s) of 

its length 

The work of subsequent researchers attempts to overcome these limitations. 
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Eriksson et al [9] use a more complete power network model, where the infeed from 

the grid beyond the remote end is taken into account. Source impedances and pre-

fault load current values are also used for compensating the apparent reactance of the 

fault. In field tests on phase-phase and phase-ground faults, fault positions were 

calculated to within 3%. 

Tagaki et al [10] derive an algorithm that takes into account the load flow and the 

fault resistance. There is also compensation for cross-coupling between phases or 

from adjacent circuits. It took 50-70 msec from the fault occurrence for the fault 

location to be estimated. Field tests were conducted on a 71.2 km long line consisting 

of two transmission lines in parallel. Single phase-ground and two phase-ground 

faults were located to within 1 km. 

Westlin and Bubenko [5] apply the Newton-Raphson method to estimate the power 

frequency voltages and currents using a least squares method. The faulted 

transmission line equations which are solved are nonlinear, so the iterative technique 

is required - the equations are solved for Rp and x. Simulations were done of a 47.3 

km long line, first with a single phase to ground fault and then with a double phase to 

ground fault, both with Rp = 5 Q and x = 38.3 km. The results of the fauh location 

algorithm were Rp = 16.5 Q, x = 38.3 km and Rp = 4.6 Q, x = 39.3 km respectively. 

Tagaki er a/ [11] also use the Newton-Raphson method to solve non-linear equations 

derived using steady state superposition on a loss-less faulted line. The algorithm is 

based on the Fourier analysis of a faulted network. Simulations with x = 11 km and 

Rp = 0, Rp = 10 Q, both converged to x = 11.02 km. The effects of fauh resistance, 

line loss, load characteristic and waveform distortion on fault location accuracy were 

investigated. 

Richards and Tan [12] derive a lumped parameter model of the line using least 

squares analysis on voltage and current measurements. The fault location algorithm 

also estimates Rp and does not require filtering of the high frequency transients. For a 

single phase-ground fault at the mid-point of a 100 mile transmission line, simulation 

results gave 1% fault location accuracy for Rp < 30 Q, and 6% accuracy for Rp = 100 

Q. It was noted that for Rp = 300 Q the fault may not be recognised as a fault because 

of the small fauh current. 
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Lawrence and Waser [13] transformed the s-domain lumped parameter circuit 

representation of a transmission line into the z-domain for sampled data analysis. A 

phase network model was used which incorporates cross-coupling effects in self and 

mutual impedance terms. Field tests on a 167.5 mile long line with a fauh at x = 112 

miles estimated the fault location at x = 110.9 miles. 

Sachdev and Agarwal [14] give a non-iterative technique which uses positive 

sequence voltages and currents as calculated by digital impedance relays. Simulation 

results gave accuracies less than 5% of the line length. The accuracies were degraded 

near the middle of the line where fault currents had equal contributions from the 

terminal at each end of the line. 

Cook in [15] gives three algorithms for calculating the poshion of a fault. The first 

two methods require measurements at both ends of the line as in [14] - one algorithm 

requires two impedances for the solution of a quadratic equation and the second 

algorithm needs two impedances and two relay currents (again as in [14]) for the 

solution of a linear equation. The third method requires only voltage and current 

measurements at one end of the line. Simulation results on a 10 mile long 132 kV line 

gave fault location accuracies for all three methods of the order of 0.5% for phase-

phase and phase-ground faults. 

Johns and Jamali [16] consider various sources of error not taken into account in some 

previous fault location algorithms. These are the effect of untransposed lines, shunt 

capacitance, fault resistance, remote source impedance setting and the distorting 

effects that capacitive voltage transformers (CVTs) have on high frequency fault 

transients. The algorithm uses post-fault voltage and current measurements from both 

line ends and derives the fault position from the modal theory of signal propagation 

along multiphase transmission lines. Simulation results for single and double phase-

ground faults with Rp = 100 Q, for lines of lengths 100 km and 250 km and for 

various line geometries, gave fault location accuracies within 1%. 

Aggarwal et al in [17] extend this method to teed feeders. Measurements are made 

simultaneously at each of the three terminals. Simulation results were done for fault 

resistances up to 400 Q. and for different fault positions and circuit geometries. Fault 

locations were all estimated to within 1%. 
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Johns et al [18] present a method for locating resistive single phase-ground faults 

using voltage and current measurements at one end of the transmission line. Applying 

the modal theory of multi-phase signal propagation to a faulted 3-phase system an 

equation is derived for the admittance matrix (as a function of x) at the fault position. 

The magnitude and phase of the elements of the matrix give the faulted phase and 

fault position respectively. A feature of the algorithm is insensitivity to values of the 

remote source impedance. Simulation using the electromagnetic transients program 

(EMTP) showed the algorithm to be accurate to within 4% with known remote source 

impedance for Rp < 50 Q. 

2.4.5 Fault Generated Surge Measurements 

2.4.5.1 Propagation Delay Measurements 

Firstly we look at the fault locators that directly measure the time of travel of the fault 

generated surges. 

In an early paper Stevens and Stringfield [19] describe a Type A and a Type B fault 

locator used by the Bonneville Power Administration. The principle of the single-

ended passive Type A fault locator is illustrated in Fig. 2.2, and the principle of the 

double-ended active type B fault locator is illustrated in Fig. 2.3. 

When a fault occurs, travelling wave transients propagate away from the fault at a 

speed close to the speed of light. The Type A fault locator, placed at one end of the 

overhead line, starts a timer when the arrival of a fault generated surge is detected. 

The travelling wave reflects off the line end, travels back to the fauh, is reflected 

again, and this double reflection travels back to the line end where the Type A fauh 

locator is situated. The time duration between the arrivals of the successive waves is 

recorded and provides a measure of the fault location. 

With the type B fault locator there are surge detectors at each end of the line, and a 

radio, microwave or power line carrier transmitter at the remote end, with a receiver at 

the local end. When a fauh generated transient is detected at the remote end a signal 

is transmitted from this end to the local end of the line, at a known time delay after the 

surge detection. The difference in detection times of the surges at each end gives the 

fault location. 
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Figure 2.2 Type A fault locator. 

y r 
Time 

Interval 
Counter 

Receiver 

Bu 

^ 

^.. 

Fault 
surges 

Transiiimci 

...._ ^ 
^ F' 

s 

< 

Fault 
x 

>^ 

Line 

D - x 
Bu 

• 

s 

Figure 2.3 Type B fault locator. 

During field tests with the Type A fauh locator on a 72 mile long, 220 kV line, single 

phase-ground fauhs at x = 58 and 64 miles were located to within 1 mile. Spurious 

reflections due to transpositions and river crossings were negligible. No resuhs were 

reported for the type B fauh locator. Both types complete their measurements before 

the fault arc is extinguished. The precision of the measurements depends primarily on 

the steepness of the wave front. 

Gale et al [8] describe a Type A and a Type D fault locator. The Type D fault locator 

is similar to the Type B except that there is synchronised timing at the local and 
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remote ends (using, for example GPS receivers), eliminating the need for the 

transmitter and receiver. The arrival of fault generated transients is recorded at each 

end of the line - the difference in the time of arrival at each end allows the fault 

position to be calculated. The Type D is therefore a passive double-ended technique. 

Multiple reflections made interpretation of the Type A data difficult. In field tests 

using the Type A fault locator on a 67 km long line, the length of the line was 

measured from transit times of the surges as 67.0 km. The Type D method allows for 

easier interpretation of the results at the expense of remote synchronisation. Test 

results on a 10.4 km long line with x = 0 gave fault position estimates varying from -

0.2 to 0.1 km. Test results with x = 4.3 km gave fault position estimates of 4.3 and 

4.15 km. 

The next three papers which are reviewed are primarily concerned with distance 

protection. They are mentioned here because the algorithms produce fault location 

estimates and because they use correlation techniques which are well suited to the 

noisy power line environment. However the goal of the protection schemes is to 

determine if the fault is internal or external to certain protected areas, not to produce 

an accurate fault position estimate. 

Vitins in [6] assumes that the distributed inductance and capacitance of the line are 

independent of frequency and that line losses are concentrated at the ends. Under 

these conditions the telegraph equations reduce to the wave equation, which has as 

solution the linear superposition of two waves travelling in opposite directions along 

the line. These two waves are easily related to the voltages and currents on the line. 

Correlation integrals between weighting functions and the travelling waves are 

evaluated from line vohage and current measurements. One of the integrals has a time 

delay which is varied - when the time delay corresponds to the time of travel from the 

fault the correlation vectors coincide. The effects of high frequency transients and the 

exponentially decaying DC transient are investigated. Simulation and experimental 

results presented emphasise the success of the technique for directional discrimination 

of the fault location, rather than success at finding the absolute fault position. 

Crossley and McLaren in [20] describe a measuring relay point which is not at the end 

of the line. The fault generated surge travels out from the fault past the relay point 

and reflects off the line end. This second reflection travels back past the relay point 
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and is recorded (Wl), reflects off the fauh, and travels back past the relay point (W2). 

Correlation analysis of the waveforms Wl and W2 gives the time delay between them 

and hence the distance from the relay point to the fault. Using modal analysis [21] the 

waveshapes are decomposed into their modal components, and it is the modal 

velocities which are used to convert time delays to distances. In simulations for a 

single phase-ground fault with Rp = 75 Q located 240 km from the relay, the fauh 

position was calculated to be 195 km from the relay. A 3-phase fault, not involving 

the earth, 160 km from the relay was located accurately. The accuracy of the 

technique as a fault locator depends upon the fault location, the fault type, and the 

point on the wave at which the fault occurs. 

Christopoulos et al in [22] describe a cross-correlation technique similar in principle 

to that of [20]. Again the fault location accuracies were poor. 

Finally in this section we look at two simulation papers which are also primarily 

concerned with protection rather than fault location. They are reviewed because they 

use PLC equipment to measure high frequency fault induced transients. In [23] 

Agrawal uses the method of Johns and Aggarwal [24] to simulate a single-phase to 

ground fault on a 100 km long 400 kV 3-phase line. The PLC line coupling 

equipment consists of a coupling capacitor in series with an inductor, a resistor and a 

parallel RLC circuit going to ground. The voltage was measured across the parallel 

RLC circuit. This stack tuner circuitry constitutes a bandpass filter of bandwidth 5 

kHz with a centre frequency that can be set to 100, 200 or 300 kHz. Simulation 

results showed decaying high frequency transient oscillations of around 30 |j,sec 

duration entering both ends of the line. The peak voltages varied from 70 V to 30 kV 

and were shown to depend on the centre frequency of the bandpass filter and the fault 

inception angle. 

In [25] Agrawal extends the simulations to arcing faults, caused by transient 

overvoltage line conditions, using a piece-wise linear arc V-I characteristic 

incorporating re-ignition. Correlation analysis of the stack tuner output was used for 

protection purposes. Simulation results showed arcing fault responses repeating every 

half mains cycle for both 90° and 0° fault inception angle. Travelling wave based 

protection schemes had previously failed for 0° fault inception angle. 
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2.4.5.2 Other methods 

Here we look at the fault location algorithms which are not based on direct 

measurement of the time of travel of the fault generated surges. 

In [26] Tagaki et al generalise their steady state Fourier method of [11] to a Laplace 

Transform based method. The superposition principle is applied to the transient state 

analysis of a faulted network. In simulation results using EMTP ( Electromagnetic 

Transients Programme [27]) the fauh location algorithm estimated fault poshions to 

within 1.5%). The effects of transmission line loss, fault resistance, DC offset current 

and load impedance on fault location accuracy were studied. 

Ibe and Cory [28] start with the telegraph equations and use voltage and current 

samples 5 msec after fault inception to generate voltage and current profiles along the 

line using the method of characteristics. Three different criteria functions to give the 

fault location were calculated from these profiles. These were second derivatives of 

limited integrals along the line of, respectively, the square of the voltage, the square of 

the current, and the product of these two. Each criterion function has a maximum at 

the fault position. Simulation results on two and three terminal networks gave 

accuracies of between 0.07 and 3.2%. Faults with resistances up to 300 Q were 

located by the algorithm. The accuracy was dependent on the window length of the 

fault data and the sampling interval. A window length of four times the wave transit 

time was necessary for good results. 

Ranjbar et al in [29] criticise the use of a criterion fimction which is proportional to 

the integral of the square of the voltage over a limited interval. They point out that if 

the fauh inception angle (the phase angle of the sending end voltage at fauh inception) 

is near zero, then there is no minimum of the criterion function at the fault point. As 

an alternative to the noise enhancing differentiations done in [28], they suggest the use 

of a criterion function which is proportional to the absolute value of the voltage at 

each point along the line during a limited time interval. Also a lower sampling rate is 

required by this criterion function. Simulation results are presented, and the accuracy 

is half the distance between the calculated points of the criterion function. 
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2.4.6 Active Travelling Wave Measurements 

2.4.6.1 Propagation Delay Measurements 

These are the classic radar like techniques where a signal is sent down a faulted line 

and the return time taken for the reflection from the fault to travel back to the receiver 

provides an estimate of the fault position. Type C uses a single pulse and Type F uses 

repetitive pulses. The former requires a narrow pulse width for good resolution and 

minimum range performance, and high peak powers for good accuracy and maximum 

range performance. The latter can use lower powers and averaging to reduce noise; 

this reduces the response time. 

Leslie and Kidd in [30] describe echo-ranging equipment which was tested on EHV 

lines. At first they were cormecting to dead lines and using a 24 |isec DC pulse of 

amplitude up to 1000 V. It was found that a 100 V pulse usually sufficed. For 

connecting to live lines a coupling capacitor is mandatory and it was found that the 

transmission of the DC pulse through the capacitor produced an on-line signal 

consisting of two sharp pulses of opposite polarity separated by 24 |a,sec and each 

about 1 psec in duration. This expanded the frequency spectrum of the signal out to 1 

MHz. To avoid interference to power line carrier equipment they used a 24 psec long 

250 kHz RF burst which was passed relatively undistorted by the coupling capacitor. 

The length of the pulse limits the minimum range to around 3.6 km. It was found that 

the practical limit in sensitivity was that fault resistance that produced the same 

magnitude echo as that from the transpositions. For a phase-phase fault this was 

found to be a resistance of 10000 Q, and for a single phase-ground fault the maximum 

resistance was Rp = 10 Q. 

Spaulding and Diemond [31] describe an EHV line echo-ranger that uses a 1 p-sec DC 

pulse from a 10 kV source. When a line fault was detected a phase selecting relay 

system connected the fault locator between the faulted phase and ground. No 

quantitative performance data was given. 

Stevens et al [32] review the theoretical performance of the pulse ranging method as 

compared to the swept frequency ranging technique, concluding that the linear FM 

technique is more accurate. Design details are given for a linear FM fault locator 

which they constructed. The results of laboratory tests on a 172.8 mile long lumped 
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parameter line model are given, with both open and short circuit faults. The accuracy 

of the fault locator was around 2%o for distant faults. 

2.4.6.2 Resonance Frequency Measurements 

A sine wave transmitted down a faulted line will form a standing wave pattern 

resulting from interference between the transmitted and reflected signals. As the 

frequency is varied, the voltage recorded at the terminal station will rise and fall. The 

distance to the fault can be calculated from the frequency change Af between voltage 

maxima and minima. 
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Figure 2.4 Resonant Frequency Fault Locator. 

Figure 2.4 illustrates the transmission of a sine wave down a faulted line and the 

incoming attenuated (K < V) reflection time-delayed by 2x/v. The total voltage at the 

sending end is 

(0 
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The rms (root-mean-square) voltage may be calculated to be 
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A frequency change Af will change v̂ ms from maximum to minimum when 

2(271 Af )x 
= 71 

=>X = 

V 

V 

4Af 

This method works for sustained faults and locates faults to within an accuracy of 2% 

of the line length [1]. 

2.5 CONCLUSION 

For the purposes of this thesis it is considered that accuracy and discrimination are the 

most important of the evaluation criteria for fault locators listed in Section 2.3. 

The impedance measuring method has a lot of problems as discussed in section 2.4.4. 

While different researchers pursuing the method of fault location by measuring 

electrical quantities have fixed an individual problem with a particular method, other 

limitations have always remained. 

The accuracies of the fault generated surge methods is compromised for a number of 

reasons. The type of post-fault transient that occurs on EHV lines depends upon the 

voltage value when the fault occurs. The DC transient dominates for fault inception at 

zero voltage, while the high frequency transients dominate when the fault occurs at 

voltage peaks [6]. Hence the waveforms that the algorithm must work with depend 

upon the conditions at the time of the fault. Also the surge will have undergone much 

power line distortion by the time it is measured. In contrast the echo ranging 

techniques always use a known waveform. 

The range accuracy of pulse reflectometry can be improved only by increasing the 

bandwidth or the transmitted power, while the accuracy of a continuous chirp FM 

fault locator may also be improved by transmitting a waveform with a higher 

bandwidth x period product. These reflectometry methods work on de-energised as 

well as energised lines, so that it is possible to determine if a permanent fault has been 

cleared without reclosing the mains breakers. Active sensing methods are therefore 

chosen for further evaluation in this thesis. 
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However the use of active sensing waveforms requires a power system wide 

transmission network. Fortunately there is in place just such a communication system 

used by power utilities, the power line carrier (PLC) system which uses the power 

lines as transmission media. This PLC net and the EHV lines as a communication 

channel is considered in detail in the next chapter. 
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3. EHV POWER LINE CARRIER COMIMUNICATION 

3.1 INTRODUCTION 

After a literature survey of different fault location methods, it was concluded in the 

previous chapter that active remote sensing techniques using the PLC network were to 

be investigated further. This chapter provides a brief summary of the power line 

carrier communication system used on EHV lines. Section 3.2 puts the PLC network 

in the context of other communications methods used by power utilities and section 

3.3 details the features of the PLC communications system. The characteristics of 

EHV lines (the PLC communication media) at PLC frequencies are summarised in 

section 3.4, and section 3.5 specifies the requirements of a fault locator using the PLC 

network. Finally system design equations for successfiil transmission and reception of 

signals down EHV lines using the PLC communication network are outlined in 

section 3.6. 

3.2 POWER SYSTEM TELECOMMUNICATIONS 

Fault surges, load fluctuations, and the effects of control actions propagate around 

power networks in milliseconds. To maintain power system stability it is essential 

that high-speed communication links reliably provide control information at critical 

points in the power system. The high reliability requirements of this network, 

(dependable operation is necessary even during conditions of power system collapse), 

has meant that many power authorities throughout the world have found it necessary 

to run their own private communications networks. For redundancy enhanced 

reliability different bearers (communication systems) are used in power system 

telecommunications and some of these are [33] : 

1. Pilot cables. These are overhead and underground cables. 

2. Power line carrier (PLC). High frequency (< 1 MHz) single sideband 

modulation signals provide communication services over the high voltage 

transmission lines. 

EHV Power Line Carrier 21 Chapter 3 



3. Cable carrier. Cable carrier combines multiple voice charmels into groups and 

supergroups with a bandwidth out to over 1 MHz. 

4. VHF and UHF radio. Mobile and fixed links provide for various voice and 

paging links. 

5. Microwave radio. The wide bandwidth of microwave radio systems provides 

for multiple communication links between stations. 

6. Earthwire systems. Cables running down the core of the high voltage 

overhead earthwire provide communication links - optical fibre especially 

provides almost unlimited bandwidth. 

Typical applications for these communication systems include 

1. Rapid clearance of faults. 

2. Isolation of faults with the least possible loss of load. 

3. Communication with field and operating personnel. 

4. Remote control and supervision of the power transmission network. 

5. Shedding of load during peak periods. 

The next section looks at PLC communication networks as operated in Australia. The 

characteristics of EHV lines at PLC frequencies are then reviewed and conclusions are 

drawn for PLC system design based on SNR calculations. 

3.3 CARRIER COMMUNICATION SYSTEMS 

Electrical utilities have used power line carrier communication channels for over sixty 

years. International PLC standards are discussed in [34] while in Australia power line 

carrier is under the jurisdiction of the Department of Communications (DOC). 

3.3.1 Frequency Assignment 

The services provided by the PLC network can be divided into two categories: 

1. Continuous operation providing for telephony and signalling. 

2. Intermittent high power protection operation. 

Table 3.1 summarises the frequency bands set aside by the DOC licensing authority 

for power line carrier services [33] - other countries have different allocations but 
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Table 3.1 PLC Frequencies Available for Use in Australia 

Frequencies dedicated to continuous power line carrier: 
148 to 200 kHz, 405 to 448 kHz, 460 to 484 kHz 

Frequencies available for continuous PLC use provided no interference occurs to 
other services: 
80 to 148 kHz 

Frequencies available for intermittent PLC services: 
200 to 380 kHz 

Australia is not atypical. Below 148 kHz special broadcasting permission can 

sometimes be obtained. 

3.3.1.1 Telephony 

The useable channel bandwidth is from 300 Hz to between 3.5 kHz and 4 kHz 

depending upon the manufacturer. This baseband is split up into a voiceband from 

300 to between 2400 Hz and 2700 Hz, and a voice frequency (vf) signalling section 

for the rest of the band [33] [35] which provides the telemetering and control 

functions [36] hsted below. 

3.3.1.2 Telemetering and Control 

Telemetering A telemeter circuit is a facility by which a measured quantity is 

converted into electrical form and transmitted to a remote site where the measured 

quantity can be recovered. 

Supervisory Control These services provide for momtoring and controlling functions 

in a remote station. 

Load Frequency Control Monitoring of network loading and frequency stability are 

telemetered to a central controlling station which provides conti-oUing signals to 

appropriate plants. 

3.3.1.3 Modulation 

To maximise the use of the limited bandwidth available single sideband (SSB) 

modulation is often used on PLC channels. Figure 3.1 illustrates a typical frequency 
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2580 Hz : telephone signalling 
2700 - 3780 Hz : 10 x 120 Hz general purpose signaUing channels 

11 channels 

0.3 2.4 2.58 Frequency 3.78 
(kHz) 

Figure 3.1 Typical frequency allocation of a single sideband 4 kHz channel conveying 
telephony and signalling information. 

allocation of a single sideband 4 kHz chaimel conveying telephony and signalling 

information. 

3.3.2 Network Protection Services 

3.3.2.1 Protective Relaying 

During fault conditions high-speed relays detect the presence and location of the fault 

and then use carrier to transmit this information across the power grid. The 

appropriate circuit breakers are then opened, isolating the impaired line sections. 

Three different protective relaying methods are employed: carrier blocking schemes, 

permissive trip relaying and remote trip relaying [36]. 

Carrier Blocking Schemes These schemes use the transmission of carrier during a 

fauh to prevent the tripping of a circuit breaker in a distant station. Carrier does not 

have to propagate through the faulted line section. The two carrier blocking schemes 

used are directional-comparison pilot relaying and phase-comparison pilot relaymg. 

1(a) Directional-comparison Pilot Relaying. Relays cannot distinguish between a fauh 

near the far end of a line and a fault just beyond the far end of the line. In the latter 

case carrier is transmitted from the remote station to block the circuit breakers from 

tripping at the local station. 
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1(b) Phase-comparison Pilot Relaying. A fauh in the neighbourhood of a line 

protected at each end causes the carrier terminal at each end to send bursts of carrier in 

phase with the fault current at hs local end. Each receiving terminal compares the 

phase of the fauh current at the remote terminal with the local phase. If faults are on 

the joining line the circuit breakers are tripped while for outside fauhs the circuit 

breakers are blocked from tripping. 

2. Permissive Trip Relaying The local end of a protected line section sends a guard 

frequency during normal conditions - this changes to a trip frequency when a fault is 

detected on the line. The circuit breakers at the far end, however, will trip only if the 

relays there have also detected a fault on the protected line. As the trip signal must 

travel through a faulted line section high transmit power is used. 

3. Remote Trip Relaying This occurs when a station with a local fault sends a tripping 

signal to the remote end to clear power from the line. There is no requirement that the 

remote end relays should also have detected a fault. 

3.3.2.2 Modulation 

The high power carrier signals used in protection have either frequency shift or 

amplitude modulation and have a maximum transmission time of 10 seconds [33]. 

Frequency bands 2 or 4 kHz wide may be assigned depending upon the function to be 

performed. 

3.3.3 Terminal Equipment 

In Australia three types of PLC operation are used in power systems - types A, B and 

C [33] [35]. 

3.3.3.1 Type A : Telephony and VF Signalling 

This equipment is the most commonly used in power networks and is designed to 

operate with a 30 dB loss over the length of the interconnecting line. The DOC allows 

this equipment to put 0.25 W of continuous RF power onto the power lines. 

3.3.3.2 Type B : Telephony, VF Signalling and High Speed Protection 

For normal operation this equipment operates as for Type A. However for protection 

signalling fimctions the speech and vf signalling is removed and replaced by a carrier 

EHV Power Line Carrier 25 Chapter 3 



modulated by a higher level coded signal. The RF output power can be up to 20 W 

onto the power line for a maximum of 10 seconds. 

3.3.3.3 Type C : Protection 

Operation as for protection signalling of Type B. The frequency range of use for this 

equipment is from 200 to 380 kHz to prevent interference with other PLC services. 

Transmission times are usually limited to stop radiation from the power lines affecting 

the performance of Department of Transport radio navigation beacons. For 

permissive intertrip or remote trip functions a higher level coded signal is used, while 

in the case of a blocking signal an unmodulated carrier is transmitted. 

3.3.3.4 Separation Filter Group 

With wideband carrier systems, where two or more carrier terminals are connected to 

the same power lines, analogue filters or hybrids are used to prevent cross-coupling 

between the signals. In Victoria, the separation filters split the available PLC 

spectrum into 3 bands (Figure 3.2). This improves the reliability of the system by 

isolating the TX/RX equipment on one band from the TX/RX equipment on the other 

bands. 

TX/RX 
Type A or B 
< • 

148-200 

TX/RX 
TypeC 

< • 

200-380 To 

line 

Type A or B 
A • 

405-448 

Figure 3.2 Typical PLC channel combining prior to transmission onto an EHV line. 

3.3.4 Coupling Circuits 

The DOC regulations for PLC systems require that the carrier signals be coupled 

between two phases of the one transmission line or between one phase of one line and 
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one phase of another line on the same easement [33]. While coupling between a 

single phase and ground is significantly cheaper than phase to phase coupling, there is 

a much higher level of radiation from single phase coupling. For this reason this form 

of coupling is not permitted in Ausfralia. 

Radio frequency carrier systems are coupled to the power lines through high voltage 

capacitors of which there are two types [35]: 

1. A capacitive voltage transformer is a series connection of two capacitors 

connected to a power line which acts as a voltage divider to provide a safe 

voltage for monitoring on-line mains voltages. These can also double as 

carrier coupling capacitors. 

2. Alternatively a dedicated separate single coupling capacitor can be used. 

To terminal equipment 

1 : Coupling capacitor 
3 : Drain coil 
5 : Isolation transformer 
7 : Matching transformer 

2 : Arrester 
4 : Grounding switch 
6 : Tuning Capacitor 

Figure 3.3 Typical coupling equipment schematic for phase-phase coupling. 

For wideband coupling capacitors and CVTs the capacitance is usually 4000 pF or 

more. Figure 3.3 illustrates a typical phase to phase PLC coupling configuration. The 

drain coils, typically 1 to 3 mH, are short circuit at power frequencies but high 

impedance at carrier frequencies. The matching transformer converts from the 
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unbalanced 75 Q of the communications room to the balanced 600 Q of the power 

lines. The tuning capacitor is used to match the transmitter impedance with the line 

impedance at the carrier frequency. 

3.3.5 Line Traps 

The carrier coupling circuitry must be placed on the line side of any protective relays 

so that the PLC communications is not effected if the relays open. To minimise 

carrier energy being dissipated in the unknown impedance of the substation, high 

impedance chokes or line traps are inserted between the substation relay and the 

carrier coupling point [34]. Figure 3.4 illustrates the circuit for a typical broadband 

line trap. 

AAA/ 
R 

Figure 3.4 Circuit schematic for a broadband line trap. 

At power frequencies the traps have low impedance due to Lj. The traps are tuned to 

a frequency 

f = ' ' 
27T.̂ L,C, 2n.yJh2C2 

At this frequency the line trap is purely resistive with resistance R. With R = ©Q L1L2 

the imaginary impedance of the line trap also has maximum impedance R. Figure 3.5 

shows how the impedance of a broadband line trap varies with frequency. Narrow 

band line fraps are also used, attenuating the specific frequencies that are in service on 

a particular line. 
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Figure 3.5 Impedance characteristics of a typical line trap used on EHV lines. X^ = 
real impedance, Xj = imaginary impedance. R = 800 Q, Li^ 0.2 mH, L2 = 2.0 mH, 
Cj^ 3.12 nFC2 = 0.312 nF 

3.3.5.1 Frequency Planning 

Line traps provide across station attenuation of about 20 dB [33]. This prevents re­

using the same frequency on line sections terminating at the same station. Usual 

practice is to re-use frequencies only when they are separated by two complete line 

sections. However the high number of services and the limited bandwidth has forced 

frequencies to be repeated when the stations are separated by only one full line 

section. 

3.4 CHARACTERISTICS OF EHV LINES AT PLC 

FREQUENCIES 

The aim in this section is to give enough detail for PLC communications system 

design which is summarised in section 3.6. 
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3.4.1 Line Configurations 

In Australia power line carrier sources operate on 22 kV, 33 kV, 66 kV 132 kV, 220 

kV and 500 kV lines [33]. Line geometry falls into three main categories. 

1. Vertical: three phases one above the other. 

2. Flat: three phases horizontal. 

3. Triangular: two phases one above the other on one side of the tower and the 

third phase on the other side of the tower, usually vertically in the middle of 

the other two phases. 

To equalise mutual inductances between different phases of a three phase power 

system, the lines are cyclically permutated (transposed), at equally spaced intervals 

over the line length, as illustrated in Fig. 3.6. 

phase a 

. . . : 

. . . 

Figure 3.6 Equally spaced transpositions on a typical EHV line. 

3.4.2 Modal Propagation 

The mathematics of multi-phase wave propagation at carrier frequencies is called the 

theory of modal analysis and is treated in detail in chapter 5. Here a brief qualitative 

description is given [37] [38]. 

A signal imposed at one end of an n phase power line will separate into n different 

characteristic modes of propagation along the line. This will happen however the 

signal is coupled onto the lines because of the cross-coupling between the lines at PLC 

frequencies. Each mode consists of voltages on each of the lines and has its own 

propagation constant 
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where a; is the attenuation per unit length, pj = is the phase shift per unit length of 

mode i which travels at a speed Vj at frequency f. The manner in which any signal is 

resolved into its modal components, the modal propagation constants and the line 

characteristic impedance may all be derived from the theory of modal analysis and so 

all depend upon 

• the frequency 

• the line geometry 

• the earth resistivity 

• the self and mutual impedances of the lines. 

Typically one mode has less attenuation than the other modes which die away as the 

signal travels down the line. Hence it is possible to talk of an average line 

propagation speed v and an average line attenuation a. However all modes are 

regenerated at transpositions and the line ends. 

3.4.3 Characteristic Impedance 

As discussed in chapter 5 the characteristic impedance of a multi-phase line can be 

derived from the mathematical theory of modal analysis and so is dependent upon the 

parameters listed in the previous section. However for design purposes. Table 3.2 

summarises typical values for many lines [36]. 

Table 3.2 Approximate characteristic impedance of different line types 

Conductor 

Single 

2 wire bundle 

4 wire bundle 

Phase-to-phase characteristic impedance (Q) 

650-800 

500-600 

420-500 

3.4.4 Attenuation 

Line attenuation depends upon several factors, as listed [36] [37]. 

1. Line Geometry Attenuation increases with d/h, where d and h are the geometric 

mean spacing and height respectively. 
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2. Conductor Parameters The attenuation depends upon the internal geometry, the 

construction materials and conductor bundling. 

3. Ground Wires and their Construction Ground wires have small effect for phase to 

phase coupling. 

4. Earth Conductivity The contribution of earth conductivity is calculated by using 

infinite series developed by Carson [39]. 

5. Transpositions Two to four transpositions attenuate the signal by about 8 dB. 

There are usually two transpositions per line. 

6. Line Voltage Higher voltage lines usually have lower loss at carrier frequencies 

because the higher insulation level reduces leakage and dielectric loss. 

7. Method of Coupling Phase to phase coupling between adjacent lines has lower 

attenuation than coupling between outer phases or phase to ground coupling. 

8. Frequency Attenuation increases exponentially with frequency. Typical values are 

0.01 -^ 0.08 dB/km at 50 kHz to 0.04 -^ 0.3 dB/km at 200 kHz. 

9. Weather Conditions Adverse weather can increase attenuation by 15 dB. 

10. Coupling and Shunt Losses Coupling losses are losses in the resistive components 

of the line coupling circuitry and are of the order of 3 dB at each end of the line. 

Shunt losses are due to leakage paths to ground and depend upon the line trap 

impedance. These losses can vary from 1 to 3 dB - the high values occur at lower 

values of trap impedance (400 Q). 

The above considerations are generalisations averaged over many different line types. 

On a given EHV transmission line, reflections, resonances and cross-coupling can 

produce large effects. Simulation results are presented in chapter 5. 

3.4.5 Noise 

Power line noise consists of two types, corona noise and impulsive noise [36] [37] 

[40]. 
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3.4.5.1 Corona Noise 

Corona noise, which is always present on power lines, is composed of many 

individual discharges along the line, particularly during the positive peaks of the 

mains cycle. Consequently corona noise has strong power frequency harmonics, 

especially the third harmonic. Corona noise is present in the whole PLC frequency 

range up to 500 kHz, the amplitude decreasing slowly as the frequency increases. 

Bundled conductors are used on EHV lines to limit power transmission losses and 

radio interference caused by corona discharges. 

3.4.5.2 Impulse Noise 

Impulse noise is caused by switching processes, atmospheric discharge and flashovers, 

and has the nature of high amplitude voltage spikes superimposed on the always 

present white corona noise. Each impulse lasts for microseconds producing a wide 

noise spectrum covering the whole PLC band. 

Quasi-peak noise measuring instruments have a circuit with a fast charge time and a 

slow discharge time. Hence the quasi-peak noise voltage is related to the peak value 

and also the impulse repetition rate. Typical quasi-peak noise levels in a 3 kHz 

bandwidth at 140 kHz into 75 Q, are listed in Table 3.3. These are minimal fair 

weather levels - adverse weather can increase the noise by 25 dB. 

Table 3.3 Typical EHV noise levels measured in communications room 

Line Voltage (kV) 

34.5-> 161 

230 -^ 345 

500 

765 

Noise Power in 3 kHz Bandwidth (dBm) 

-46 

-39 

-37 

-30 
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3.5 REQUIREMENTS OF A FAULT LOCATOR USING PLC 

A remote sensing system using the PLC network should ideally fulfil the following 

conditions. 

1. It must operate in the high noise environment of power lines and not be 

affected by the modal distortion inherent in multiconductor propagation at 

PLC frequencies. 

2. It must not displace existing communication channels occupying the limited 

spectrum. 

3. It should be capable of operating over the entire length of the line with high 

accuracy (to within one tower) and discrimination of multi-path reflections. 

4. It must not be affected by the strong in-band interference provided by 

concurrently operating PLC channels. 

3.6 PLC TRANSMIT POWER AND SNR CALCULATIONS 

In this section design equations are given for a fault locator that uses the PLC 

equipment to send a waveform down an EHV line and record signals reflecting back 

off the line to the sending end [37]. 

As stated in section 3.4.4 it may be assumed that a signal transmitted down an EHV 

line suffers 6 dB coupling and shunt losses, both losses being one way, and 8 dB loss 

through two to four transpositions. We now estimate the attenuation imposed upon a 

signal when it reflects off a fault on a long line. 

Figure 3.7 illustrates a signal reflecting off a single phase-ground fault of resistance 

Rp. The fault is located in the centre conductor of a horizontal 3-phase system. Using 

the simplified modal analysis of [38] we may assume that only mode 3 voltages are 

incident upon the fault. The instantaneous reflected voltage Vr will be on conductor 3 

(phase 3) only. However as this phase voltage travels back down the line it will 

decompose into its modal components, and only the mode 3 component will have 

sufficiently low attenuation to survive at some distance from the fault. 
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Figure 3.7 Travelling waves reflecting off a single phase-ground line fault. 
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Combining these equations we can derive the phase 3 signal attenuation of the 

reflection off the fault as 
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201og 10 

2Vr 

= 20 log 10 

2 Rf — R( 

3|Rp+Ro 

This equation is evaluated in Table 3.4 for different fault resistances Rp. 

Table 3.4 Attenuation of phase 3 fault reflection 

Fault Resistance Rp (Q) 

0 

50 

100 

Attenuation ofFault Reflection (dB) 

3.5 

6.4 

9.5 

Assuming an average figure of 6 dB signal loss in reflecting off a fault, the received 

power PRX F (in dBm) reflected back to the sending end is given by 

PRX F = PTX - 26 - 2ax Equation 3.1 

where Pjx is the transmitted power, a is the attenuation (dB/km) and x is the distance 

to the fauh from the sending end. Also PRXP "̂  SNR + N, where N is the noise power 

entering the receiver (in dBm) and SNR is the signal to noise ratio for the fault 

reflection. Hence 

P̂ x = SNR + N + 26 + 2ax Equation 3.2 

so that the attenuation, line length, noise and the required SNR at the receiver gives 

the required transmit power. 

3.6.1 Pulse Waveforms 

Here we look at the performance of the line profiling technique which transmits a 

short burst of RF down the line and records echoes. 

Maximum Range When a single rectangular pulse is used for ranging the maximum 

range for a given P-rx, SNR, a and N = BNQ, may be determined from Equation 3.2. 

Here B is the RF bandwidth and No is the noise power per Hz. 
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Resolution The resolution and minimum range is determined by the pulse width - to 

be able to pick out impedance discontinuities close to the transmitter a short pulse 

width is necessary. In the PLC environment the minimum pulse width will be set by 

the available bandwidth. 

Accuracy The range accuracy of the rectangular pulse waveform is [32] 

c 1 
6x = p== Equation 3.3 

4 B ^ 

where S is the power entering the receiver from the pulse reflecting off the fault and N 

is the noise power entering the receiver. In the PLC situation the bandwidth B will be 

set by external constraints so that the only way to increase the accuracy is to increase 

the transmit power. Existing PLC amplifiers may not be able to provide the necessary 

peak power and even if they could, the high peak powers would cause interference to 

other PLC communication channels. The situation can be improved by repeating the 

transmission and averaging the results, but this lengthens the response time. 

3.7 CONCLUSION 

Power line carrier exists on most EHV lines. They are currently used for signalling, 

communication and protection purposes. However the infrastructure used to support 

PLC applications could also be used to support active fault location techniques with 

very little additional capital expenditure. Fault location using the PLC system with 

conventional waveforms requires a high SNR. For a fixed bandwidth the only way to 

increase the range coverage and accuracy is to increase the transmit power (high peak 

power amplifiers are expensive and cause interference). To improve maximum range 

coverage and accuracy without compromising system compatibility, different sensing 

waveforms which can operate at a lower SNR are required. These different 

waveshapes are analysed in Chapter 4. 
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4. PLC TIIME DOMAIN REFLECTOMETRY 

WAVEFORM DESIGN AND SIGNAL PROCESSING 

4.1 INTRODUCTION 

Following a survey of PLC communications on EHV lines Chapter 3 ended with tha 

conclusion that an active fault location method using the PLC channel must use 

waveforms that provide satisfactory SNR without interfering with concurrently 

operating PLC communication links. This chapter reviews the active sensing 

waveforms that could be suitable for application on a PLC network and introduces the 

advantages of spread spectrum signals on EHV lines. Waveform design objectives are 

listed in section 4.2 and section 4.3 details optimal signal processing techniques for 

active remote sensing. Section 4.4 applies these techniques to evaluating the 

suitability of different waveshapes. Conventional fault locating waveforms are 

reviewed in section 4.5 and spread spectrum waveshapes and their advantages are 

introduced in section 4.6. Sections 4.7 briefly looks at frequency modulated 

waveforms and section 4.8 considers in detail ranging with phase coded signals. 

Finally system design equations for ranging using spread spectrum signals in the PLC 

environment are detailed in section 4.9 and conclusions are drawn in section 4.9. 

4.2 WAVEFORM DESIGN OBJECTIVES 

The waveform design considerations are listed below and are common to any radar­

like active probing technique [41] [42] [43]. Where appropriate the application of 

these general criteria to EHV line sounding is highlighted - quantitative PLC system 

design calculations are detailed in section 4.9. 

1. Signal Energy From Equation 3.2 the transmit power depends upon the required 

received SNR of the waveform reflecting off the fault, the noise level, the line 

attenuation and the line length. For the sensing signal to detect targets, and for the 

signal processing to accurately estimate target parameters, the total energy in the 

transmit signal must be above a certain minimum which depends upon these factors. 
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2. Accuracy This is the error involved in the estimated distance to the fault. An 

accuracy down to one span is acceptable for EHV lines, because most faults are on or 

near the pylons. 

3. Resolution The resolution is a measure of how close two impedance discontinuities 

can be and still be distinguished. A resolution down to one span would be ideal. 

4. Sensitivity The ability to detect small amplitude variations in a signal reflected 

from a given point on the line is called the sensitivity of the technique - this is the 

same as being able to detect a small change in fault resistance. 

5. Dynamic Range Signals of many different strengths will enter the remote sensing 

receiver - the dynamic range gives the ratio of the maximum to minimum signal 

strength that can be detected by the receiver. In practice this refers to the capacity to 

measure small signal reflections in the face of high level interference. From section 

3.3.3.1 there may be up to 0.25 W of interference from other PLC channels, which 

sets the maximum signal entering the receiver, and the minimum recordable signal 

will be determined by the noise floor. 

6. Measurement Time The time taken to profile a line is strongly related to the 

dynamic range. Averaging, for example, takes time, but increases the dynamic range. 

7. Clutter Rejection Any undesired reflection entering the receiver is called clutter. 

Some clutter is desirable for accurate fault location because it can be used for distance 

calibration. Reflections from the EHV line transpositions are suitable for this 

purpose. Clutter can be removed by subtracting the received line profile from that of a 

healthy line. Any change in line profile from that of the normal line is of interest. 

8. Ambiguities Range ambiguities are returns from different ranges that cannot be 

distinguished and are obviously undesirable. Multiple reflections on the power line 

are a potential cause of such problems. 

9. Blind Ranges If a fault is in a blind range reflections from the fauh cannot be 

discerned. For example if the receiver is turned off while the transmitter is sending 

out a short pulse. 

10. Range Coverage Ideally the technique should be able to detect faults over the 

whole length of the line. The coverage should not go beyond the line and be affected 

by faults on other lines into the substation. 
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11. Range Sidelobe Level In any bandlimited system the signal processing can 

produce spurious reflection peaks or sidelobes. These may be minimised by proper 

waveform design. 

12. Interference Rejection The ability of the waveform and signal processing to 

maintain the integrity of delicate reflections in the face of unwanted noise and 

interference. The PLC channel is a high noise environment and existing voice, data 

and protection channels cause strong narrowband interference. 

13. Signal to Noise Ratio The waveform must be designed for an appropriate SNR to 

accurately distinguish the line characteristics in the presence of noise and interference. 

4.3 SIGNAL PROCESSING CONCEPTS 

4.3.1 Matched Filters and the Auto-correlation Function 

The following short summary comes from [44]. 

The (peak instantaneous) signal power to (mean) noise power ratio for an echo 

returning after a time delay of x sec may be maximised by processing the received 

waveform through a matched filter which has a frequency response given by 

H(f) = j^exp(-j27ifT) Equation 4.1 
Ni(f)Ni (f) 

where 

r(t) = received signal 

+ 00 

R(f j = I r(t)exp(-j27i ft)dt is the Fourier Transform of r(t) 

Ni(f) = noise frequency spectra (assumed stationary) 

* denotes complex conjugate 

T = delay between transmitted signal and received signal 

Clearly, to determine many different values of the unknown parameter x, a bank of 

filters would be required. Assuming 

(a) the noise is white 
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(b) the received signal is an attenuated duplicate of the transmitted signal delayed 

by a time t 

then the output of the matched filter ym(x) can be shown to be equivalent to the cross-

correlation between the received signal and a copy of the transmitted signal, s(t), 

delayed by time x : 

+00 

f yj^)= r(t)s(t-T)dt 

4.3.2 Optimal Filters for Detection in Clutter 

On EHV lines the clutter is stationary so that it is reasonable to assume that the clutter 

frequency spectrum is identical to the received spectrum. Assuming for the moment 

that the clutter is the only source of interference 

Ni(f) = kR(f) 

Substituting into Equation 4.1 and neglecting time delay, we get that the optimal filter 

has a frequency response given by 

H(f)= ^ 
R(f) 

This is the Urkowitz filter [45] 

Manasse [46] showed that when additional noise is present the transfer function of the 

optimum filter is given by 

* 
H(f) = R (f) 

_V)+klR(f)f 

where 

No/2 is the additive noise power spectral density 

k is a constant 

Rihaczek [47] extended these results concluding that for a clutter to noise ratio of less 

than 5 dB, the matched filter is nearly the optimum filter, so that the problem of filter 

design for clutter rejection reduces to the problem of optimal waveform design for 
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matched filter processing. In massive interference mismatched filtering degrades the 

resolution. 

4.4 WAVEFORM DESIGN USING THE AUTO-CORRELATION 

FUNCTION 

Waveforms are often classified according to the modulation or waveshape. For 

reflectometry applications the resolution properties of a waveform are of great 

importance. In the design of radar waveforms [48], the ambiguity function is used to 

classify waveforms according to their resolving capabilities for a moving target. In 

line sensing applications the reflecting targets are stationary, so that the resolving 

properties of the waveform in the presence of Doppler frequency shift are not 

important. With stationary targets the ambiguity function reduces to the auto­

correlation, fimction 

+00 

p(x) = s(t)s*(t-T)dt 

- 0 0 

of the transmitted signal, from which the resolving capacity of a waveform can be 

determined. Typically the auto-correlation function consists of a large peak for T = 0 

which rapidly falls to a low value for x ^̂  0. The width of this peak determines the 

resolution of the signal. 

4.5 TRADITIONAL WAVEFORMS FOR LOCATING FAULTS 

The short summary in this section follows [32] [44] [49]. 

4.5.1 Single Carrier Continuous Wave (CW) Radar 

A single sinusoidal waveform is transmitted onto the line. A hybrid transformer 

(directional coupler) isolates the received signal from the transmitted signal (Fig. 4.1). 
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Figure 4.1 Active sensing of cable fault location. 

The range x is estimated by calculating the phase shift A^ of the reflected signal 

relative to the transmitted signal. Assuming that the velocity of propagation is the 

speed of light c, then the echo travels a distance 2x in time A^/(2nfo) to give 

cAd) 
x = 

471 f. 

The maximum unambiguous range is given by the maximum phase shift of 2n radians 

which with fo = 40 kHz gives Xmax = 3.8 km, obviously too low for this application. 

4.5.2 Multiple Frequency CW Waveforms 

If two continuous sine waves with two different frequencies separated by Af are 

transmitted in phase from the sending end, the distance to a reflector may be 

determined by calculating the phase shift A^ between the two reflected signals. The 

range is given by 

x = 
cA(j) 

471 Af 

and the maximum unambiguous range is again limited by the maximum unambiguous 

phase shift of 271 to 

2Af 

The theoretical rms range error is 

5x = 
47TAf(2E/No) 1/2 
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where E is the energy contained in the received signal and NQ is the noise power per 

Hz. Wide bandwidths give greater accuracy but lower maximum range. Again for the 

PLC bandwidths the maximum range is too small. In the presence of multiple 

reflectors the complexity of the returned waveform increases and interpretation 

becomes difficult. Increasing the number of frequencies transmitted reduces the range 

ambiguities while maintaining accuracy, and the target resolution approaches that 

obtainable with a pulse of FM-C W waveform. 

4.5.3 Repetitive Pulse Waveforms 

Substituting N = BNo and S = E/T into Equation 3.3 it is seen that the conventional 

rectangular pulse radar with pulse width T and bandwidth B has a theoretical accuracy 

of 

6x = ^ 
2'y4BE/No 

Short pulse widths enhance resolution and minimum range performance. In the PLC 

environment B and hence T will be set by external system constraints. The only way 

to increase the maximum range coverage and accuracy is to increase the energy 

transmitted per pulse. High peak powers cause interference and require more 

expensive transmitter amplifiers to handle the peak signal. Existing PLC transmitter 

amplifiers might not be able to handle the peak power requirements. 

4.6 SPREAD SPECTRUM RANGING TECHNIQUES 

4.6.1 Definition of Spread Spectrum 

Pulse compression waveforms separate the dependence of range and accuracy 

performance on broadcast power by spreading the transmitted energy over a longer 

time interval [50], reducing the peak power rating and cost of the transmitting 

equipment. By spreading the pulse over a long time interval the low power advantage 

of the long pulse is combined with the short range performance of the short pulse. 

Accurate target interrogation depends upon the total energy impinging on the target, 

not the power. 
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In addition, the interference to normal PLC operations is reduced and often can be 

below the natural noise level on the line. Data processing of received echoes contracts 

the pulse into a shorter duration by means of matched filtering or correlation 

techniques - the pulse compression ratio is the ratio of the uncompressed to 

compressed pulse lengths. These spread spectrum signals share the characteristic that 

the product of waveform bandwidth (B) and waveform period (Tp) must be much 

greater than unity (BTp » 1). 

4.6.2 Advantages of Spread Spectrum on EHV Lines 

1. The peak power/resolution trade-off of pulse time domain reflectometry is 

avoided by spreading the transmitted energy over a long time interval. 

2. Spread spectrum signals have low power spectral density and so are 

compatible with narrowband communication links occupying a small part of 

the spread spectrum bandwidth. In particular spread spectrum will be 

compatible with already existing narrowband AM and FM power line carrier 

communication links, together with radio navigation beacons which at present 

put limitations on PLC communications. 

3. Multiple spread spectrum communication links can co-exist inside the same 

bandwidth together with a spread spectrum fault locator. 

4. The correlation techniques used in spread spectrum demodulation perform 

well in high noise environments. 

5. High resolution ranging is possible and multipath effects due to multiple 

reflections and branches in the transmission line may be distinguished by the 

correlation method. 

6. Wideband signals are less vulnerable to the frequency dependent distorting 

effects of modal propagation along transmission lines. 

7. There is the capability of monitoring the line with or without the presence of 

the 50 Hz line voltage. Hence clearance of the fault can be determined without 

closing the main breaker. 

8. Reflections/faults on the uncoupled line can be detected by taking advantage 

of the modal nature of power line propagation. It will be shown later that the 
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sensitivity is so good that a wide range of fault resistances can be detected 

even on the uncoupled line. 

9. Because of the low power nature of the signal, continuous monhoring of the 

line is possible without interfering with power or communication networks 

operating simultaneously. 

10. The scheme is insensitive to the variation of the line end source impedances 

(loading) because of the isolating effects of the line traps. 

11. The scheme is not affected by line assymmetry and therefore does not require a 

fully transposed line as is required by some other schemes. In addition the 

shunt capacitance of long lines does not effect the accuracy. 

The two most common techniques of spread spectrum waveform generation are now 

described. 

4.7 RANGING WITH FREQUENCY MODULATED 

WAVEFORMS 

The most widely used types of frequency modulated waveform are chirp, where the 

carrier frequency is swept linearly with time, and frequency hopping, where the 

frequency jumps in a pseudo-random manner [50]. Cable fault location using a chirp 

waveform has a theoretical accuracy of 

c V3 
ox = 2 7 iB^2E/No 

The main problem with this waveform in a power grid network is that it is subject to 

interference from other chirp generators. 

Frequency hopping waveforms have theoretically the same ranging capability as phase 

modulated waveforms. Historically, direct sequence (phase modulated) waveforms 

have been more widely used for ranging because of the greater technical difficulty in 

constructing high hopping-rate synthesisers. 
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4.8 RANGING WITH PHASE CODED WAVEFORMS 

A direct sequence waveform is generated by dividing a long carrier burst into a 

number of subpulses of equal duration but different phases varying in a periodic 

manner set by a finite periodic code [50]. Unlike chirp modulation, different direct 

sequence waveforms can co-exist in the same spectrum since each waveform is 

identified by its unique repeating code. Spread spectrum modulation methods have 

been previously proposed for protection signalling links on power lines [51]. 

The inverse of the time duration of each subpulse is called the chip rate (RJ. The 

simplest modulation is biphase shift keying (BPSK) where the phase jumps between 0 

and 180 degrees [50]. Signal analysis of the received waveform reveals the time 

delays and magnitudes of the various reflected codes. Each code shift corresponds to 

a different distance to the impedance discontinuity causing the reflection. The 

amplitude of the reflected code is related also to the magnitude of the impedance 

change. As illustrated in Fig. 4.2 the received waveform r(t) consists of leakage from 

the transmitter through to the receiver together with the sum of all the different return 

echoes. 

Neglecting the signal distortion caused by the line interface and line transfer function, 

the on-line transmit signal is Axs(t) and the leakage term is As(t), where A-p and A are 

scaling factors. Also disregarding the modal distortion of multiconductor propagation 

we may assume the received echoes to be time delayed scaled copies of the transmit 

waveform s(t) 
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Figure 4.2 Codes entering the receiver have different time delays and magnitudes. 
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r(t) = As(t) + Bs(t-TB) + Cs(t-xc) + 

where B, C,.... are the strengths of the returned signals and XQ, X^ ... are their 

respective time delays. 

4.8.1 Maximal Length Sequence codes 

Maximal length sequence (MLS) codes, also known as m-sequences or PN (Pseudo-

Noise) codes, are considered for their good auto-correlation function properties as 

illustrated in Fig. 4.3. 

These are repeating sequences of length L = 2" - 1, where n is the length of the shift 

register used in their generation (see [50] for more details). When used for ranging 

the sequence period Tp = L/Rj. should exceed the round-trip time taken for the smallest 

recordable (multiple) echo to reach the receiver. Normally Tp » 2D/v where D is the 

line length and v « c is the speed of propagation of the wave. This will eliminate 

range ambiguity problems. The chip rate determines the resolution of the technique 

and bandwidth occupancy of the signal as illustrated in Table 4.1. Fault positions may 

be measured to within the distance travelled by the code during one half of a bit 

period. Shorter duration bit periods (higher chip frequencies) give greater range 

resolution and clutter rejection at the expense of increased bandwidth. 

P(T)T 

-1 

L 

Figure 4.3 Auto-correlation function of maximal length sequence code 
of length L 
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Table 4.1 Performance parameters of bandlimited PN code BPSK waveforms used in 
ranging. 

time resolution 

distance resolution 

bandwidth 

waveform period Tp 

«1/Rc 

« v/(2R,) 

2Rc 

(2"-l)/Rc»2D/v 

Figure 4.4(a) shows a block diagram of the signal generation process and Fig. 4.4(b) 

shows typical waveforms. For clarity the waveforms shown in Fig. 4.4(b) are for a 

carrier frequency fo = 133.33 kHz, a chip rate Rg = 66.67 kHz and a sampling 

frequency fg = 2 MHz, giving 30 samples per chip. 

PN codes have a [sin(x)/x]^ power spectral density envelope with spectral nulls at 

muhiples of the chip rate R,.. A pulse shaping filter of bandwidth R,. limits the code 

spectrum to the mainlobe. The transmh waveform is 

s(t) = u(t)sin(27ifot) 

where u(t) is the bandlimited code (lowpass filtered). 
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+ 1 
PN CODE 

SK.±) u 

LP 
U' t 

PUL:E :HAPIMG FILTEP 
BANDWIDTH=»P, 

n '. Srrf + 

EP:P 
- I t 

F APPIER f 

Figure 4.4(a> Generation of the spread spectrum transmitted signal s(t). 

4.8.2 Data Analysis 

In our case the transmit waveform s(t) = u(t)sin(27ifot) is periodic with period Tp and 

so the integration need only be performed over one period. To avoid oscillations in 
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Figure 4.4(b) Typical waveforms used in generating a mainlobe bandwidth limited 
(BWL) BPSK remote probing signal. 

ym(x) at the carrier frequency we must take into account in-phase and quadrature 

components 

y(x) 2^ 
Tp 

'p 

Jr(t)ui (t - x) exp[-j27r f^ (t - x)] dt Equation 4.2 

u(t) is the bandlimited baseband code which is transmitted and the factor exp(-j27tfot) 

imposes the in-phase and quadrature carrier components. The magnitude | y(x) | of 

the above equation is the desired output function. The modified receiver processing is 

illustrated in Fig. 4.5 - the factor 2/Tp is a scaling factor that ensures that each peak in 

the correlation coefficient 1 y(x) | (also called the compressed waveform) is 

approximately the same magnitude as the magnitude of the corresponding echo in r(t) 
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Figure 4.5 Receiver processing: correlating the received signal with different time 
delayed versions ofu(t)exp(-j27rfQt). 

causing the peak. This processing is hardware intensive for real time operation but is 

easily done in software if the processing time is available. 

4.9 SPREAD SPECTRUM SYSTEM DESIGN FOR PLC 

REFLECTOMETRY 

In this section design parameters are given for EHV line sounding using direct 

sequence spread spectrum waveforms. To experimentally investigate the feasibility of 

spread spectrum fault location a hardware transmitter and receiver is required. For 

maximum flexibility digital signal processing techniques have been decided upon with 

D/A and A/D data converters in the transmitter and receiver respectively - hardware 

memory requirements are derived. For the initial measurements data analysis will be 

done in none real time on a mainframe. 
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4.9.1 Carrier Frequency and Chip Rate 

The carrier frequency fo is taken at the centre of the RF band of bandwidth B which is 

set by external PLC communication system compatibility. The chip rate R^ = B/2. 

4.9.2 Code Length for Unambiguous Ranges 

To avoid range ambiguity problems the sequence period Tp = L/Rg should exceed the 

round-trip time taken for the smallest recordable (multiple) echo to reach the receiver. 

Normally Tp » 2D/v where D is the line length and v « c is the speed of propagation of 

the wave. Hence for unambiguous ranging it is necessary that L » 2DRc/c. With D = 

200 km and Rg = 60 kHz the minimum code length is L » 80. 

4.9.3 Dynamic Range 

With the transmitter and receiver at the same end of the line, the signal input to the 

receiver consists of the high power transmitted signal combined with the much fainter 

reflected signal. From Equation 3.1 

PTX - PRX_F = 26 + 2ax 

where Pjx is the transmitted power, PRX F is the power reflected off the fault entering 

the receiver co-located at the sending end, a is the line attenuation and x is the 

distance to the fault. For a = 0.1 dB/km (section 3.4.4) and x = 200 km we get 

PTX - PRX F = 66 dB, or, in linear voltages 

Vp/VpF = 1995 « 2000 Equation 4.3 

In order to record the reflected signal with sufficient accuracy in the presence of 

transmitter feedthrough a 12 bit A/D is required. The fault reflection will then toggle 

the least significant bit (LSB) of the A/D. 

4.9.4 Code Length and Residual Correlation 

Figure 4.6 represents a plot of the correlation coefficient | y(x) | (from Equation 4.2) 

vs. time delay x. The large peak for x = 0 is due to the transmitted signal coupling 

directly into the receiver and the smaller peak represents the reflection from the fault. 

The magnitude of each peak is proportional to the corresponding voltage entering the 

receiver, Vp and Vpp respectively (here considered as linear voltages rather than the 
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logarithmic dBm). Now with an MLS code of length L the code noise floor or 

residual correlation due to the transmitter feedthrough is Vp/L. In order for the fault 

reflection to be above the code residual correlation we must have 

V » v„ L» ^^ 
V P F 

Hence from Equation 4.3 an MLS code of length L » 2000 is required. 

V N... 

Iy(t)h^ 

Transmitter , Vp 
feedthrough] 

Pre-processing 
noise floor 

Residual 
correlation 

Fauh 
reflection 

P F 

V L Post-processing 
noise floor 

Figure 4.6 Relative magnitudes of transmitter feedthrough, fault reflection and noise 
floor. 
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4.9.5 Transmit Power and Energy 

The post-processing noise floor due to the noise voltage V ,̂ is V ^ / V L , where V^ is 

the noise voltage entering the receiver. Referring again to Fig. 4.6 it is seen that we 

must have 

Vpp » -^ Equation 4.4 

Substituting Equation 4.3 into Equation 4.4 we get 

VpVr » 2000VN 

^ (VV2f ^^ (2000V,)' ^^^^^^^^ 
75 150L ^ 

2 

^ R, 150R, 

(Vp/^/2f 
where Pjx = ^̂  — is the transmh power into the 75 Q communications room 

impedance and E-px is the energy in one period of the transmitted signal. 

From Table 3.3 the typical noise level on an EHV line in a 3 kHz bandwidth, as 

measured in the communications room, may be taken as -35 dBm. With B = 120 kHz, 

fo = 140 kHz and R, = 60 kHz, N = -35 + 16 = -19 dBm so that V^ = 30.7 mV. 

Substituting these values into Equation 4.5, with code length L = 2047, the transmit 

power is Pjx » 0.012 W and the waveform energy Exx » 0.42 mJ. 

4.9.6 Maximum Range 

From Equation 3.1 the maximum range is given by (all powers in dBm) 

("TX ' PRX F^max " 2 6 
X ^ 

max 2a 

With a 12 bit A/D and requiring the fault reflection to toggle the LSB we get 

(PTX - PRX F)max = ^(^bn - 1) =66 dB and 

= ^ 
max 

a 
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The range can be increased by improving the A/D dynamic range (more bits or 

averaging), or reducing the Pjx leakage signal by using an effective hybrid (line 

interface in Fig. 4.2) 

4.9.7 Interference Rejection 

To combat line noise and PLC channel interference in the receiver we will provide for 

averaging 4095 code sequence periods to give 36 dB improvement in the SNR. 

Interference from the transmitted pulse will then be the major factor limiting system 

performance. Any averaging over and above that necessary to remove the PLC 

interference will serve to increase the dynamic range of the receiver - this will 

increase the fault location range. 

4.9.8 Sampling Frequency 

The minimum sampling frequency is the Nyquist frequency of double the highest 

frequency in the transmit/receive waveform band. Broadband spread spectrum 

waveforms require constant group delay filtering - such filters have a poor amplitude 

fall-off with frequency. Oversampling simplifies the design of the reconstruction and 

anti-aliasing filters. The sampling frequencies of 2.5 MHz (lower band) and 5 MHz 

(upper bands) listed in Table 4.2 are for 5**̂  order Bessel filters and give more than 70 

dB rejection of aliased frequency components. 

4.9.9 Memory Requirements 

With a sample frequency fs the length of memory required for a code of length 2047 is 

2047fs/Rc. 

4.9.10 Predicted System Performance 

In Table 4.2 we predict system performance at three different bandwidths - typical 

attenuations for a 138 kV line at the given carrier frequencies are taken from [37]. 

Techniques to further increase the range of the system include 

(a) the use of a resistive, inductive or semiconductor hybrid to reduce the 

magnitude of the transmitted signal entering the receiver 

(b) the use of increased dynamic range in the receiver eg. using a 16 bit A/D 

instead ofa 12 bh A/D. 
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Table 4.2 System performance at different bandwidths 

Carrier frequency fo (kHz) 

Chip rate R^ (kHz) 

Attenuation a (dB/km) 

Range resolution (km) 

Maximum range (km) 

Minimum code length for 
unambiguous ranging 

Sampling frequency fs (MHz) 

Memory required for code of length 
2047 (kWords) 

BWl 

80 - 200 kHz 

140 

60 

0.08 

2.5 (1%) 

250 

100 

2.5 

85.29 

BW2 

200 - 400 kHz 

300 

100 

0.15 

1.5(0.6%) 

133 

89 

5 

102.4 

BW3 

80 - 500 kHz 

290 

210 

0.16 

0.71 (0.3%) 

125 

175 

5 

48.74 

4.10 CONCLUSION 

The objectives of waveform design for reflectometry applications have been detailed 

and corresponding optimal signal processing techniques (matched filter or correlation 

techniques) have been given. Spread spectrum signals offer significant advantages 

over traditional waveforms in the power line environment (cf section 3.5). In 

particular multiple low power spread spectrum signals can co-exist in the same PLC 

bandwidth without mutual interference, and transparent to normal PLC and power 

operation. Accurate line profiling depends upon the total waveform energy rather than 

the waveform power. With spread spectrum, the energy is spread over a longer time 

avoiding the high peak powers (causing large interference) required of conventional 

methods. Also wideband signals are less affected by the frequency dependent 

distorting effects (resonances, reflections, cross-coupling) inherent in EHV 

transmission line propagation. These effects will be averaged over the transmission 

bandwidth and will tend to cancel out. 

Design equations have been derived for spread spectrum PLC reflectometry using 

DSP techniques and performance parameters have been derived. Wider bandwidth 

codes have higher resolution but lower range due to increased attenuation at higher 
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frequencies - this will be partly compensated for by the lower noise at higher 

frequencies. The resolutions in Table 4.2 compare favourably with the 5% resolution 

attainable with the impedance measuring method currently used by the SECV. 

These design equations have ignored the waveform distortion that occurs due to the 

modal nature of signal propagation down polyphase EHV lines. To investigate these 

effects, simulation results are presented in chapter 5 for direct sequence waveforms 

propagating along an EHV line and reflecting off a fault. 
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5. DIGITAL SIMULATION OF FAULT LOCATION ON 

EHV LINES USING WIDEBAND SPREAD SPECTRUM 

TECHNIQUES 

LIST OF PRINCIPAL SYIVIBQLS 

The symbols listed below are specific to this chapter. The simulations are for an n = 3 

phase line. 

Scalar Quantities (real) 

r̂  = r(k/fs) = digitised samples of received waveform 

Vj = speed of propagation of mode i down line 

A- = wavelength 

Scalar Quantities (complex) 

Vjx = Fourier coefficients of direct sequence signal 

Vss M = transform of pre-fault voltage measured at the sending end 

Vg M = transform of total fault voltage measured at the sending end 

VRS M ~ transform of pre-fault voltage measured at the receiving end 

VR M = transform of total fault voltage measured at the receiving end 

Es = transform of voltage input to the line matching unit at the sending end 

ER = transform of voltage out of the line matching unit at the receiving end 

Vector Quantities (n x 1) 

V,I = voltage and current transforms 

Vi,Vr = incident and reflected voltage transforms 

Vs,Is = sending end voltage and current transforms 

VR,IR = receiving end voltage and current transforms 
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EF,VP = transform of total voltages at point of fault 

YssJss = pre-fault sending end voltage and current transforms 

VRS,IRS = pre-fault receiving end voltage and current transforms 

Vp-s = transform of pre-fault voltage at point of fault 

VsF,IsF = sending end voltage and current transforms due to fault 

YRF JRF ~ receiving end voltage and current transforms due to fault 

EppjVpp = transform of voltages due to fault at point of fault 

IpS'IpR = transform of total currents at point of fault 

Ipsp,IpRP = transform of superimposed currents at point of fault 

as = transmitter admittance vector 

Matrix Quantities (n x n) 

J = propagation constant matrix (diagonal matrix) 

T = transposition matrix 

Z,Y = series impedance and shunt admittance matrices 

Zo,Yo = characteristic impedance and admittance matrices 

S = voltage eigenvector matrix 

Ai,Bi,Ci,Di = matrices defining line section up to point of fauh 

A2,B2,C2,D2 = matrices defining line section beyond point of fauh 

YS = total sending end admittance 

YR = total receiving end admittance 

Rp = fault resistance matrix 

U = unit matrix 

Dighal Simulation 59 Chapter 5 



5.1 INTRODUCTION 

In Chapter 4 it was shown that spread spectrum signals offer significant advantages in 

the PLC environment and introduced reservations about the effect on fauh location 

accuracy of the frequency dependent distortions incurred in signal propagation along 

EHV lines at PLC frequencies. This chapter presents simulation results for EHV line 

monitoring using direct sequence spread spectrum waveshapes transmitted and 

received using the PLC communications network. Section 5.2 overviews the 

simulation model including waveform generation and data analysis techniques. 

Section 5.3 details the simulated line interface circuitry and section 5.4 overviews the 

line model using both transmission parameters and the reflection factor methods. 

Simulation results from the power line carrier program are detailed in section 5.5 -

these show the effects of fo. Re, L, x and receiver noise on the correlation function and 

calculated fault position accuracy and resolution. Finally conclusions are drawn in 

section 5.6. 

5.2 POWER LINE CARRIER FAULT LOCATION 

SIMULATION MODEL 

The simulation program which has been developed can be used to model the steady 

state vohage distribution established on a polyphase transmission line (both fauhed 

and unfaulted) when any arbitrary periodic waveform is transmitted on a power line 

carrier (PLC) communication link. The program takes into account line transpositions 

and models the frequency variation of the line matching units, coupling capacitors, 

line traps and line parameters. Fig. 5.1 shows the required simulation blocks for 

sending a periodic BPSK signal down a faulted three phase power line and subsequent 

data analysis to locate the fauh position from the reflected waveform. The transmitted 

signal and data analysis blocks are both in the time domain, and the DFT/DFT" 

blocks convert the waveforms to/from the frequency domain for compatibility with the 

frequency dependent PLC communication model. 
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5.2.1 Waveform Generation 

In this chapter only the maximal length sequence codes [50] are considered because 

they are simple to generate and the autocorrelation function allows accurate phase 

measurements. The power spectral density of these codes has a [sin(x)/x]^ envelope 

and is bandlimited by the lowpass filter (LPF in Fig. 5.1) so that the direct sequence 

being transmitted has bandwidth 2Rc centred on fo. 

Best results are obtained if the code period is an integral muhiple of the carrier period 

so that the frequency spectrum consists of discrete lines separated by the BPSK 

repetition frequency R(./L. Also the sample period should divide the code repetition 

period into equal intervals, so that the number of sample points in this period is Np = 

(L/R,)f, 

The BPSK Fourier coefficients from the Discrete Fourier Transform (DFT) block are 

fed into the line interface and power line models which enable the output voltage and 

phase to be calculated for each separate frequency. The simulation can be performed 

for both energised and de-energised lines. 

5.2.2 Data Analysis 

The Fourier coefficients of the required waveform calculated above are treated as 

phasors and converted to time (DFT ). This time domain waveform rĵ  for k == 

0,l„..,Np-l is then multiplied by a digitised time shifted copy of the transmitted 

bandlimited PN code %, and this product is passed through a bandpass filter (BPF) 

centred on fo with a bandwidth of R^fL. This is accomplished by calculating twice the 

Fourier coefficient at the carrier frequency using the DFT (the subtraction in û .m is 

modulo Np): 

2 \ [r(tk )u(tk - -Cn,)] = — ^ r,u,.^exp(-j2 n k f^/f,) = y( x„ )exp(-j2 TC m f /̂fs) 
^ P k=0 

This equation is the discrete form of Equation 4.2, with the exp(i27imfo/fs) term in the 

summation grouped with y(Xn,). This does not affect 

2 | 3 J r ( t J u ( t , - x j | = |y(x„)| = |y(x, )exp(-j27rmfo/f3)| 

which in this thesis is referred to as the correlation coefficient and is plotted as a 

function of sample delay m. 
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5.2.3 Fault Location Algorithm 

This correlation graph consists of a series of peaks, each peak resulting from line 

reflections - the magnitude of any peak gives the magnitude of the corresponding 

reflection arriving at the measuring point, and the phase delay of the peak tells us the 

location of the impedance discontinuity causing the reflection. This may be illustrated 

by looking at the lattice diagram of Fig. 5.2 which shows the reflection partem formed 

on a 100 km double transposed line with a fault at 90 km from the transmitter. The 

correlation coefficient for the signal at the sending end of an unfaulted line, for 

example, will consist of peaks corresponding to the signals SO, SI, S2, and so on - the 

fault will add correlation peaks for the other reflections shown. 

Now in general a correlation peak will not line up with a sample delay point so that 

some form of interpolation is necessary. In the simulation results discussed below the 

true correlation peak is estimated by fitting a quadratic expression to the point with 

the local correlation maximum and the two adjacent points. The time delay of the 

PN 
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Figure 5.1 Block diagram of direct sequence fault location simulation. 
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quadratic maximum is then taken as the signal phase delay. All fault positions are 

calculated by comparing the phase delay of the fault reflection with the phase delay of 

a reference signal which has traversed a known distance. For waveforms at the 

sending end, for example, the reference may be taken as the primary reflection from 

the line end (S3 in Fig. 5.2). 

S E N D I N G 
E N D 

T R A N S P O S I T I O N S 
Tl T2 FAULT 

R E C E I V I N G 
E N D 

x - 9 0 KM 

Figure 5.2 Lattice diagram for 100 km double transposed line with fault at x = 90 
km. The numbers at each line end are the sample numbers assuming the signals 
travel with the speed of light and the sample frequency is 0.6 MHz. 

5.2.4 Spread Spectrum Noise Performance 

h is well known [52] that for a b+1 bit A/D converter the variance of the quantisation 

noise is given by G^ = 2''°IY1. Assuming this noise is uniformly spread over the 

spectrum from 0 Hz to fs/2 we get that after the BPF of bandwidth RjV in Fig. 5.1 the 

noise variance is 

R. /L 2 •2b 

T/2 12 

,-2b 

6Lf 
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Hence for given R^ and f̂  the quantisation noise power is reduced by a factor L. 

Similarly, the line noise entering the waveform recorder will be reduced by the same 

factor. In contracting the bandwidth of the desired signal there is a corresponding 

increase in the signal-to-noise ratio - this is the essence of the spread spectrum 

technique. 

5.3 PLC LINE INTERFACE 

The spread spectrum signal covers a wide frequency range so it is important to model 

the frequency dependency of the power line carrier interface between the 

communications room and the EHV lines. For compatibility with existing PLC 

equipment we are interested in the frequency range 80-520 kHz. 

5.3.1 PLC Sending and Receiving End Network Equations 

The PLC sending end and receiving end networks are each coupled to the same 

conductors and are illustrated in Figs. 5.3 and 5.4. The transmitted signal is fed 

through a resistive hybrid to the line matching unit from which it is coupled to two 

phases of the transmission line through the CVT capacitors. Voltages measured at the 

transmitting end are recorded across a 75 ohm resistor connected to the hybrid. At the 

All resistors are 75 Q 
All capacitors are 6.4 nF CVTs 

V. 

Transmitter 

Line 1 

V. 

\ 

Line 
Matching 

Unit 

Line 3 

+ 

ER 

LINE 
TRAP 

+ 

VR M 

Data Acquisition 

J LINE 
TRAP 

Line 2 

Figure 5.3 PLC transmitting and receiving end network. 
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75Q : 300 Q 

> To CVT 
capacitors 

- • T O C V T 

capacitors 

Figure 5.4(aj Line matching unit. 

receiving end there are similar CVT capacitors coupling into a line matching unit 

which feeds the line signal to the receiver which is modelled as a 75 ohm resistor. 

Both ends of the coupled lines are terminated to ground through line traps, and both 

ends of the uncoupled line are terminated to ground directly. These terminations are 

typical for de-energised lines. 

The PLC networks at the transmitting and receiving ends are represented by 

admittance matrices 

Y« = Y SLMU + Y, SLT 

YR - YRLIVJU + YRLX 

where the admittance at the sending end consists of YSLMU? due to the line matching 

unit and CVT capacitors, and YSLT^ due to the line traps - similar definitions hold for 

YRLMU 3nd YRLX at the receiving end. The admittance value on the uncoupled short 

600 Q 

0.173 mH 

2.94 nF 

0.48 nF 

1.06 mH 

Figure 5.4(b) Line trap. 
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circuit line is represented by a 'large' number. At the sendmg end the effect of the 

transmitter may be represented by an admittance vector ag to give the boundary 

condition equations at each end 

Is ~ -YsVg + as VJX- Equation 5.1 

IR ~ YRVR Equation 5.2 

The voltage Eg of Fig. 5.3 is given by Eg = Ej + EL, where 

PT(S) P, (S) / \ 
T Q,(S) TX ^L Q ^ ( s ) r s i ^S3J 

where PT(S), QT(S), PL(S) and QL(S) are polynomial fimctions of the Laplacian operator 

s, describing the frequency dependency of the circuits in Figs. 5.3 and 5.4(a). Vsi and 

Vs3 are the phase voltages on the coupled lines at the transmitter CVT capacitors, here 

taken to be lines 1 and 3. 

Vs = 
Vsi 

0 
V 

Similar equations hold for the voltage ER at the receiver end. By analysing the 

transmitter/hybrid/data acquisition circuitry at the sending end of Fig. 5.3, and the data 

acquisition circuitry at the receiving end, it can be shown that the voltages measured 

in the communications rooms at the transmitting and receiving ends are, respectively 

VS_M = 0.5ES-0.125VTX 

VR_M = ER 

5.4 POLYPHASE TRANSMISSION LINE SIMULATION 

MODEL 

The simulation program uses the polyphase transmission line model based on the 

distributed parameter modal analysis method developed by Wedepohl and others [21] 

[53] [54]. This uses the line geometry, conductor and earth wire parameters and earth 

resistivity to derive the impedance per unit length matrix Z and the admittance per 
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umt length matrix Y for any given frequency. Denoting by V the modified Fourier 

transform of the voltage on the line Wedepohl showed that the wave equation 

d^V 
^ = ZYV 
dx 

has the solution 

V = exp(-vi/x)Vi + exp(\)/x)Vr where exp(±v|/x) = Sexp(±/x)S' 

Here S is the eigenvector matrix and y the eigenvalue matrix of the matrix ZY. 

S defines the different propagation modes on the polyphase transmission line and the 

diagonal matrix y gives the propagation constants for each mode. For any phase 

voltage vector V, S V gives the modal components of V. The current on the line is 

given by 

-1 -1 
I = Yo[exp(-v|/x)Vi - exp(\|/x)Vr] where YQ = Z SyS 

is the characteristic admittance of the line. If we consider only the line configuration 

contribution to Z and Y (ignoring the conductor and earth wire terms and with zero 

earth resistivity) then all the modes collapse into the ideal distortionless mode 

travelling at the speed of light. 

The basic equations describing travelling wave phenomena on a polyphase 

transmission line may be implemented [55] by either 

(1) evaluating the ABCD transmission parameters for the line 

or (2) calculating the forward and backward travelling waves Vj, V^ using the 

reflection factor method. 

Here we consider both techniques for the steady state case where the mains power has 

been disconnected and any fault remains as a resistance from the line to ground. 

Adapting the superposition theorem as applied by Johns and Aggarwal [24], the 

waveforms generated when a signal is transmitted down a faulted line may be 

expressed as the sum of two related waveforms. As illustrated in Figs. 5.5 and 5.6 for 

earth faults the total waveform, (Vjx, Vps active, Epp = -Vps on faulted line) is equal 

to the waveforms generated on a healthy line (Vjx, Vps active, Epp removed) added to 
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Figure 5.5 Faulted line, A^CD parameter transmission line model illustrating 
superposition. 
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Figure 5.6 Faulted line, reflection factor model for homogeneous lines illustrating 
superposition. 

the waveform modification generated by the fault (Vjx and Vps removed, Epp = -Vpg 

on faulted line). At the sending end, for example, we have Vg = Vg^ + V^p. 

By verifying that superposition holds we can check the internal consistency of the two 

methods of applying Wedepohl's modal analysis to transmission lines. The 

simulation studies presented in this paper were for a 100 km horizontal 3 phase line 

and were programmed on a Cyber 932 mainframe computer with a machine constant e 

= 7.1054E-15. With the ABCD parameter method truncation errors limited the 

accuracy of the above superposition equations to about 1% at frequencies up to 170 

kHz - this error increased rapidly at higher frequencies. 
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In section 5.4.1 below we discuss the application of the ABCD transmission 

parameters to fault location simulation on a transposed line and in 5.4.2 the same is 

done for the reflection factor method. 

5.4.1 ABCD Parameters 

Following Johns and Aggarwal [24] any transmission line (both healthy and with short 

circuit faults) is modelled as shown in Fig. 5.5. Any section of a homogeneous 

polyphase transmission line of length x may be represented by the transmission 

parameter matrix of dimensions 2n x 2n 

• A ( X ) B ( X ) ' 

C(x) D(x) 

where 

A(x) = cosh(yx) 

C(x)= Yosinh(Yx) 

cosh(Yx) = Scosh(Yx)S 

-1 -1 

B(x) = sinh(yx)Zo 

D(x) = YoCOsh(yx)Z(, 

sinh(Yx) s Scosh(Yx)S 

ZO = SY S Z is the characteristic impedance of the line 

In Fig. 5.5 homogeneous line sections from the sending end to the fauh and from the 

fault to the receiving end are respectively 

D 

A(x) B(x)" 

C(x) D(x) 

A 
2 

c 
2 

B " 
2 

D, 
2_ 

_ 

1 

A(D-x) B(D-x)" 

_C(D-x) D(D-x) 

The transmission line for which simulation results are presented in this paper has two 

transpositions at equal intervals as illustrated in Fig. 5.7. As described in Appendix 

5.7.1 any transposed line can be reduced to the form of Fig. 5.5. It is shown in 

Appendix 5.7.2 that the steady state pre-fault (ie with Epp = 0) vohage Vpg at the fauh 

position (due to the transmitted PLC waveform V-px) is 

Vps = (A2 + B2YR)[C + DYR + Ys(A + BYR)]' agV^x Equation 5.3 
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Figure 5.7 Line transposition scheme showing line numbering. 

The calculations to determine the superimposed waveforms deriving from the fault are 

as shown in Reference [24]. The total steady state voltage or current at any point is 

then given by the sum of the unfaulted and superimposed signals. 

To check the accuracy of the above calculations the steady state voltages can also be 

calculated with the transmitter feeding directiy into the faulted line. Equations for a 

typical single phase to ground fault are given in Appendix 5.7.3. 

5.4.2 Reflection Factor Method 

In evaluating the hyperbolic sinh and cosh functions required for the transmission 

parameters a positive exponential is added to a negative exponential. For high PLC 

frequencies and/or long line lengths the exponents become large and excessive 

truncation errors are incurred. In this case the reflection factor method, illustrated in 

Fig. 5.6, must be used [55]. 

This method reduces truncation errors by taking as unknowns the voltages at opposite 

ends of a homogeneous line travelling in opposite directions, (eg. voltages Vi and Vj 

in Fig. 5.6). For the homogeneous line 

M = exp(-vj/x) N = exp[-\|/(D-x)] 

and the voltage reflecting off the receiving end is V4 = KpNVj where Kr is the 

reflection factor 

Kr = (Yo + YR)"'(Yo-YR) 

Digital Simulation 70 Chapter 5 



V. 

TRANSPOSITION 

ex 

I = -Y V + k 
a a a a 

P(-'0X)V, 

=o 

exp(- ^̂  x)V, 

V 

BOUNDARY CONDITIONS 

V 

k' -Y.V,- k. 

Figure 5.8 Reflection factor boundary conditions with transpositions. 

for receiving end admittance termination YR. 

h is more complex to take into account the transpositions using the reflection factor 

method. A boundary condition at one end of a transposed line section can be 

converted to an equivalent boundary condition at the far end of the line (illustrated in 

Fig. 5.8) through a process of compression. The reverse process re-expands the line to 

recover the voltages at line ends - equations are given in Appendix 5.7.4. 

With Epp = 0 the compression technique may be used to transfer the receiving end 

boundary condition of Equation 5.2 to an equivalent boundary condition at the 

transposition closest to the transmitter. The pre-fauh signals can then be evaluated as 

in Appendix 5.7.5. 

The fauh waveforms are calculated (Appendix 5.7.6) with the voltage sources Vjx and 

Vps short circuited, Epp set equal to -Vpg on the fauhed line and the end networks of 

Fig. 5.6 replaced with the equivalent boundary conditions at the ends of the 

homogeneous line section in which the fault lies. 

To obtain the total waveform the end networks of Fig. 5.6 are replaced with the 

equivalent boundary conditions at the ends of the faulted homogeneous line section. 
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leaving V^x intact and putting Epp = -Ypg. The signals are then calculated using the 

techniques of Appendix 5.7.7. 

5.5 FAULT LOCATION SIMULATION STUDIES 

Direct sequence spread spectrum fault location has been simulated on a computer 

model of a 3 phase horizontal line of length 100 km with two transposhions as 

illusfrated in Fig. 5.7. The line geometry is shown in Fig. 5.9 and a fiiU list of line 

data is included in Appendix 5.7.8. All studies are for a double-ended system and 

only single phase to ground faults have been simulated. 
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Earth 
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O O O J, 

8.7 m 8.2 m 

W///////////////////^^^^^^ 
Figure 5.9 Line geometry and line numbering as viewed from the sending end. 

5.5.1 Discussion of Results 

The power line carrier program was used to investigate the effects of fo, R^ L, x and 

receiver noise on the correlation function and calculated fault position accuracy and 

resolution. The accuracy of the fault location algorithm was compared for waveforms 

recorded at each end of the line and the results are shown in Table 5.2 at the end of 

section 5.5.1.3. 

Unless otherwise stated the simulation graphs are for a single phase to ground fault 

with Rp = 1 ohm on line 2 at a distance x = 90 km from the transmitter. The lattice 

diagram showing the main reflections for this fault position is illustrated in Fig. 5.2. 
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Also the default values for the direct sequence waveform used are fo = 140 kHz, R̂ , = 

60 kHz , L = 1023 with a sampling frequency f, = 0.6 MHz. 

5.5.1.1 Modal Propagation Characteristics 

h is well known [56] that the modal propagation vectors on a horizontal three phase 

line are approximately independent of frequency and equal to Clarke's diagonal 

components 

S = 

These ideal components are illustrated in Fig. 5.10. The attenuation and speed of 
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Figure 5.10 Ideal modal components for a horizontal 
three phase line. 

propagation of each mode at 140 kHz was calculated by the program as 

ai = 1.34 dB/km a^ = 0.206 dB/km a^ = 0.0334 dB/km 

Vi=2.73221E8m/sec Vj = 2.92275E8 m/sec V3 = 2.98593E8 m/sec 

As the different modes propagate along the line they slide past each other, producing 

interference effects characteristic of a standing wave pattem on a multi-line system. 
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5.5.1.2 Waveforms Recorded on Unfaulted Lines 

In Fig. 5.11(a) the correlation coefficient for the unfaulted line waveform Vss M 

(measured at the sending end) is plotted. The large peak SO corresponds to the 

transmitter feeding through the hybrid into the waveform recorder - immediately 

following this peak are 60 kHz side lobe ripples due to the bandwidth restriction of 

the MLS code. The reflections off the transpositions and the ends are labelled as in 

Fig. 5.2. The trough S4 is due to cancellation between the reflected waveforms and 

the residual correlation of the transmitted signal. 

We can use the correlation peaks SI, S2, S3 corresponding to primary reflections off 

impedance discontinuities of known locations (two transpositions and the line end) to 

calibrate the horizontal axis in terms of distance. In Table 5.1 below the signal speeds 

calculated from local correlation maxima are recorded. 

Table 5.1 Average signal speeds as calculated from unfaulted line reflections. 

Sending End (x 10 m/sec) 

SI 

2.97288 

S2 

2.97271 

S3 

2.95636 

Receiving End (X 10^ m/sec) 

RO-Rl 

2.95643 

R0-R2 

2.96901 

R0-R3 

2.94604 

The correlation coefficient for the waveform VRS M̂  measured at the receiving end, is 

shown in Fig. 5.12(a) - again the labels are the same as those in Fig. 5.2. Without 

synchronous timing between the sending and receiving ends of the line the phase 

relationship between RO and the transmitted code is unknown. However, as the 

distance between line transpositions is known, the measured time delay between the 

correlation peaks RO and Rl may be used to determine average signal speeds. 

Average signal speeds were also calculated using the time delays between RO and the 

local minimum R2, and between RO and the peak R3. The results are summarised in 

Table 5.1 where it may be seen that the average signal speeds of the different 

reflections vary by something like 1% - this limits the accuracy with which faults may 

ba located. These speeds lie between the speeds of propagation of mode 2 and mode 3 

showing that signal propagation is principally due to the lowest attenuation modes. 
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Figure 5.11(a) Correlation coefficient for F55 ^at sending end for unfaulted 
line. 
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Figure 5.11(b) Correlation coefficient for V^ ^ at sending end for a fault at 
X = 90 km with Rp= 1 ohm on line 2 and line 1 (coupled line). 

Figure 5.11 Direct sequence parameters : f = 140 kHz, R^ = 60 kHz, L = 
1023. 
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5.5.1.3 Waveforms Recorded on Faulted Lines 

The correlation coefficients for the two waveforms Vs M measured when the fault is 

on line 2 and line 1 respectively (FL = 2, 1) are illustrated in Fig. 5.11(b). In both 

cases the primary reflection from the fault is cleariy visible and the extra ripples in the 

graph for sample delays greater than about 420 are due to extra line reflections caused 

by the fauh. When the fauh lies on line 1, to which the PLC equipment is coupled, the 

reflection from the fault is greater than the reflection from the receiving end, while the 

reverse holds when the fauh is on line 2 (uncoupled line). 

At the receiving end the two corresponding correlation coefficients for the waveforms 

VRJVJ are shown in Fig. 5.12(b). With the fauh on line 2 the direct through signal RO 

is reduced by 0.6 dB over the unfauhed signal strength - with the fault on line 1 the 

attenuation of RO is 5.3 dB greater than the unfaulted attenuation. This latter agrees 

well with the measurements made in Reference [57]. Like the sending end, the fault 

reflection is greatest for the fault on the PLC coupled line. Unlike measurements 

made at the sending end, however, the fault reflections recorded at the receiving end 

do not unambiguously locate the fault position. Because of the symmetry of line 

reflections, measurements made at the receiving end could be produced by a fault 

located either at a distance x or a distance D - x from the sending end. This may be 

seen in Fig. 5.2 where each signal reflection at the receiving end, from RO onwards, 

travels down tha line to form a corresponding peak at the sending end, from S3 

onwards. 

Using S3 as reference in Fig. 5.11(b) the fault position is calculated as x = 89.75 km 

and from Fig. 5.12(b), with RO-Rl as reference, the fault is estimated to be at x = 

90.54 km - these values are tabulated in Table 5.2. The worst case error of 0.42% of 

line length was for a fault at 55 km when measured at the sending end. The worst 

case error was slightly larger (0.63% at x = 90 km) for measurements at the receiving 

and. To investigate the effects of the PLC interface circuitry on the fault location 

accuracy a simulation run was done with purely resistive line traps and line matching 

units (CVTs removed) - the corresponding fault position estimates are 90.02 km and 

89.99 km respectively. The smearing of the waveform by these frequency selective 

components appears to be the dominant cause of inaccuracy in the measurements. 

Digital Simulation 76 Chapter 5 



O , 1 - 3 

1 . OE-OB—' 1 1 1—I 1 1—r 

200 . o 4 0 0 . o BOO . o aoo.o 

SAMPUE DELAY (SAMPUE FREQUENCY - .B MHz) 

Figure 5.12(a) Correlation coefficient of VRSJ4 ^^ receiving end for 
unfaulted line. 
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Figure 5.12(b) Correlation coefficient for Vn_Mat receiving end for a fauh 
at x= 90 km with Rp = 1 ohm on line 2 and line 1. 

Figure 5.12 Direct sequence parameters : fo = 140 kHz, R^ = 60 kHz, L = 

1023. 

Digital Simulation 77 Chapter 5 



Table 5.2 Fault positions as calculated using the faulted line reflections S3 as 
reference at the sending end, and RO-Rl as reference at the receiving end. 

True fault 
position (km) 

90 

90^ 

90 

55 

20 

2.5^ 
1 

Faulted Line 

2 

2 

1 

3 

3 

2 

Fauh 
Resistance 

(ohms) 

1 

1 

1 

1 

1 

1 

Calculated Fault Position(km) 

Sending End^ 

89.75 

89.75 

89.77 

54.58 

19.97 

2.59 

Receiving 
End^ 

90.54 

90.63 

89.68 

54.90 

20.12 

3.11 

distance from sendmg end 
2 

distance from sending end or distance from receiving end (ambiguous) 
3 

7 bit resolution in waveform recorder 

fo = 300 kHz, Re = 220 kHz 

5.5.1.4 Voltage Distribution Along Line 

As aforementioned, the magnitude of the voltage recorded at the line ends depends 

upon which line is faulted. To investigate this relationship the true rms voltage 

distribution along the line when a 140 kHz sine wave is transmitted is plotted in Fig. 

5.13, while Figs. 5.14 and 5.15 how the true rms voltage distribution along the line 

when direct sequence spread spectrum signals are transmitted, the first with fo = 140 

kHz, Re = 60 kHz and L = 1023 and the second with fo = 300 kHz, R, = 180 kHz and 

L = 255. 

Looking first at the narrowband signal the characteristic transmission- line standing 

wave pattem with peaks separated by X/2 « 3.0E8/(2.0* 140.0E3) = 1.07 km is evident. 

This is the interference pattem resulting from line reflections due to impedance 

mismatches at the transpositions and at the line ends. In the direct sequence plots, the 

rapid oscillations in the standing wave pattem of each individual spectral component 

constituting the broadband waveform sum to zero, leaving only the mora gradual 

variation due to modal propagation and cancellation which is also evident in Fig. 5.13. 
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Figure 5.13 Steady state RMS voltage distribution on all three unfaulted lines when a 
140 kHz sinusoid is transmitted. 
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Figure 5.14 Steady state RMS voltage distribution on all three unfaulted lines when a 
direct sequence signal withf = 140 kHz, R^ = 60 kHz and L = 1023 is transmitted. 
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From the modal characteristics listed in section 6.5.1.1 it is clear that mode 1 decays 

rapidly - however reflections at the transpositions and the ends will regenerate all the 

modes. The short lived ripples on each line in Fig. 5.14 at the receiving end and on 

the transmitter side of each transposition are caused by interference from reflections. 

Signal propagation on the centre line is principally due to mode 3 and so has less 

attenuation than waveforms on the outer lines - however on the far side of each 

transposition on the centre line the rapid decay of mode 1 over about 10 km can be 

seen. Also modes 2 and 3 slide past each other as they propagate along the line, their 

relative phases changing by 180° every 50 km - from Fig. 5.10 it may be seen that this 

will have the effect that the magnitudes of the voltages on the outer lines will be 

inversely related. This is in fact seen in Fig. 5.14 for the voltages on lines 1 and 2, 

lines 1 and 3 and lines 2 and 3 for each of the three successive homogeneous line 

sections. 

By the principle of reciprocity the strength of the reflection from a fault at any position 

on any line is proportional to the magnitude of the prefault voltage at that particular 
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Figure 5.15 Steady state RMS voltage distribution on all three unfaulted lines when a 
direct sequence signal withf = 300 kHz, R^ = 220 kHz and L = 255 is transmitted. 
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point. In particular from Fig. 5.14 it can be seen that there would be a small reflection 

from a fault on line 3 near the second transposition and that the graphs in the previous 

section for a fault on the uncoupled line at x = 90 km are also close to worst case. 

Fig. 5.15 illustrates the voltage distribution along the line when the direct sequence 

signal with fo = 300 kHz, R^ = 180 kHz and L = 255 is transmitted. The same modal 

features as in Fig. 5.14 are evident, the main difference being the increased attenuation 

at the higher frequencies. 

5.5.1.5 Effect of Fault Position 

Fig. 5.16 shows the correlation coefficients for the unfaulted and faulted waveforms 

VssM ^ d VsM - in Fig. 5.16(a) the fault is on line 3 at x = 55 km and in Fig. 5.16(b) 

the fault is on line 3 at x = 20 km. As the fault moves closer to the sending end, the 

fault reflection and residual correlation increase. Also reflections from the receiving 

and and from transpositions on the far side of the fault are attenuated. 
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Figure 5.16(a) Correlation coefficient ofVg ufo^ a fault at x = 55 km on line 3 with 
Rf = 1 ohm. The correlation coefficient for the unfaulted V^^ M ^^ shown for 
comparison. 
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Figure 5.16(b) Correlation coefficient of Fj ^for a fault at x = 20 km on line 3 with 
Rf = 1 ohm. The correlation coefficient for the unfaulted V^s M i^ shown for 
comparison. 

5.5.1.6 Effect of Faults Near Line Ends 

Figs. 5.17(a) and 5.17(b) illustrate the correlation coefficients for VSSM ^nd Vs M for 

a fauh on line 2 at x = 2.5 km with fo = 300 kHz, R,. = 220 kHz and L = 1023. 

Comparing the unfaulted plot with Fig. 5.11(a) h can be seen that the correlation 

peaks SO, SI, etc are narrower due to the higher R̂  and that the signal attenuations are 

greater due to the higher frequencies. Because this fault is so close to the sending end, 

the Gibbs oscillations in the correlation coefficient for the band-limited direct 

sequence with fo = 140 kHz and R̂  = 60 kHz obscure the fault reflection. However in 

Fig. 5.17(a) it can be seen that the higher chip rate compresses the Gibbs oscillations 

closer together so that in Fig. 5.17(b) the fauh reflections are easily discernible. 
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Figure 5.17(a) Correlation coefficient for V^^ ^ at sending end for unfaulted line. 
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Figure 5.17(b) Correlation coefficient for Vg ẑ at sending end for a fault on line 2 at 
x = 2.5 km with Rf^^l ohm. 

Figure 5.17 Direct sequence parameters : fo = 300 kHz, R^ = 220 kHz, L = 1023. 

Digital Simulation 83 Chapter 5 



5.5.1.7 Effect of Finite Bit Resolution in the Receiver 

In Fig. 5.18 are the graphs of the correlation coefficients of Vjs M ^nd Vs M recorded 

using a 7 bit A/D in the waveform recorder. It may be seen that the reflection from 

the fault accurately reveals the fault position despite the fact that this signal is toggling 

only one bit in the receiver. With a 6 bit A/D in the waveform recorder the correlation 

peak due to the fault reflection was degraded - however the waveform at the receiving 

end of the line was reproduced accurately. This is because at the sending end direct 

feedthrough from the transmitter reduces the dynamic range available for the fault 

waveform. 
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5.6 CONCLUSION 

A program to simulate the propagation of power line carrier signals on a polyphase 

transmission line which takes into account the frequency variation of line and PLC 

interface parameters must be based on the reflection factor method. For a 100 km 

double transposed line it was found that using the ABCD transmission parameters 

produced unacceptably high tmncation errors at frequencies above 170 kHz. 

Whan a narrowband PLC signal is transmitted down an EHV system the resultant 

steady state voltage distribution derives from two distorting influences. 

1) Reflections from unmatched terminations and transpositions producing 

alternate maxima and minima separated by A,/4. 

2) Interference effects due to the different modes of propagation sliding past 

each other. Mode 1 has high attenuation and so its effects are short lived while modes 

2 and 3, the principal propagation modes, produce major voltage fluctuations along 

the line. Modal interference effects produce more gradual voltage variations along the 

line than those caused by reflections. 

Examinations of the rms voltage distribution when a direct sequence spread spectmm 

signal is transmitted show that the effects due to 1) above virtually sum to zero over 

the wideband spectmm but the same modal cancellation effects described in 2) are 

apparent. By the principle of reciprocity, the pre-fault voltage at any point indicates 

the strength of the reflection from a fault at the same point. Consequently areas of 

weak reflection can be identified - these will be different with a different carrier 

frequency. 

Simulations of the direct sequence location of permanent single phase to ground faults 

indicate that a direct sequence signal with fo = 140 kHz, R^ = 60 kHz and L = 1023 

operating with an 8 bit A/D in the measuring apparatus would be sufficient to locate 

worst case faults on the simulated 100 km line with an accuracy of 0.42%. Signals 

with larger bandwidths provide greater resolution closer to the transmitter but their 

range is limited because of the higher frequencies involved. The accuracy of 0.42% of 

the line length obtained from simulations compares favourably with the calculated 

value of 1% from Table 4.2 (BWl) of the previous chapter. The improved accuracy is 
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due to the interpolation technique used to estimate the exact position of the correlation 

maxima. 

Modal propagation was initially thought to be the major cause of error, but a simple 

test that involved eliminating the effect of the coupling equipment and line traps 

produced an order of magnitude improvement in accuracy from 0.25% to 0.02%. The 

frequency selective components in the line interface appear to be the dominant source 

of error - unfortunately, in a practical situation, they cannot be removed! 

To experimentally test these simulations and system design predictions we tum now to 

on-line measurements, which is the subject of the next chapter. 
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5.7 APPENDICES 

This section gives details of derivations of the equations used in the simulation 

program. 

5.7.1 ABCD Parameter Transpositions 

Transpositions may be represented by a permutation matrix T which specifies the re­

assigned geometrical positions of the lines as they pass through each transposition. If 

a line segment of length x in a homogeneous line section is represented by the 

transmission parameter matrix 

•A(X) B(X)" 

C(x) D(x) 

then a line segment of identical length in the following homogeneous line section has 

the matrix 

T'' 0 

0 T"' 

• A ( X ) B ( X ) -

C(x) D(x) 

T 0 

0 T 

Similarly the characteristic impedance matrices in the three homogeneous line 
-1 -2 2 

sections are, in order from the transmitter, ZQ, T ZQT, T ZQT . 

5.7.2 ABCD Parameters Pre-Fault Conditions 

Adapting Equations 5.1 and 5.2 the boundary conditions become 

Iss ^ "YsVss + as"̂ TX 

IRS ~ YRVRS 

'̂ ss 

_ ss _ 

"A, 

_Ci 

B," 

D i . 

"A^ 

_c, 
B^ 

I>2. 

A 

C 

B 

D 

"V 
*RS 

_*RS _ 

Equation 5.4 

Equation 5.5 

Equation 5.6 

FS 

I FRS 

A, B, 
C, D, 

RS 

I RS 

Substituting Equations 5.4 and 5.5 into Equation 5.6 we get 

[ C + DYR+ YS(A + BYR) ]VRS = asVxx 

Equation 5.7 
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Solving this equation for VRS, Equation 5.3 can be derived by calculating IRS from 

Equation 5.5 and substituting VRS and IRS into Equation 5.7. 

5.7.3 ABCD Parameters Total Waveform 

In this case Equations 5.1 and 5.2 describe the boundary conditions and the 

transmission parameter equations are 

Equation 5.8 
"Vs" 

_ I s . 

' V p ' 

_ FR_ 

' A l 

Ci 

' A , 

.C2 

Bi^ 

Di_ 

B,1 

D2J 

rvp" 
LIFS_ 

' V R ' 

. I R _ 
Equation 5.9 

Using the notation 

'•rl B . 

Brl Dr, 

A, B ; 

C, D, 

. - 1 

we get 
F̂S 

A H B , , V. 

Equation 5.10 

From Fig. 5.5 

Vp = Ep + RF(IFS - IFR) Equation 5.11 

For a single phase to ground fault on line 1 for example, Epi = 0, Ep2 = Vp2 and Ep3 = 

Vp3. Substituting Equation 5.1 into Equation 5.10 

-1 -1 
Vp = (Ari - B, iYs)(Cri - D, i ) Ips + [Bri - (An - ^rl^^sWrX " DriYs) DriJasVix 

Substituting Equation 5.2 into Equation 5.9 

Vp = (A2 + B2YR)(C2 + D2YR)' 'IPR Equation 5.13 
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Evaluating Vp in terms of Ips - IpR from Equations 5.12 and 5.13 and substittiting into 

Equation 5.11 

Ep = Z(Ips - IPR) + Q Equation 5.14 

where 

Z ^ [(C,i - D,i)(Ari - B , I ) ' ' - (C2 + D2YR)(A2 + B2YR)" V - Rj 

Q - (Z + Rp)[(Cri - DriYs)(A,i - B,IYS)" 'B,I - D.^jasV^x 

Hence for a single phase to ground fauh on line 1 Equation 5.14 becomes 

" 0 ' 

Ep2 

F 
_ F 3 . 

= 

"Zn" 

Z21 

. Z 3 , . 

[^FSl ^FRlJ''' 

"Q. 

Q2 

Qs 

which is easily solved for Ipsi - IpRi, Ep2 and Epj. These values are then substituted 

into equation 5.11 to solve for Vp. Substituting Equation 5.1 into Equation 5.8 

Vs = AiVp + BIDI"V-YSVS + asVxx - C,Vp) 

5.7.4 Reflection Factor Transpositions 

5.7.4.1 Compression 

Fig. 5.8 depicts a line segment of length x with characteristic admittance and 

impedance matrices Y^ and Z^ respectively, and with a boundary condition on the left 

hand side given by Equation 5.15. In order to replace this boundary condition/line 

section/transposition with the equivalent boundary condition on the far side of the 

transposition. Equation 5.18, the matrix Y,, and vector k,, must be calculated. The 

equations required are as follows : 

I3 = Y,[Vi - exp(-v|/x)V2] 

V3 = Vl + exp(-v|;x)V2 

lb = -YbVb + K 

lb = T Y,T[exp(-v|/x)Vi - V2] 

Equation 5.15 

Equation 5.16 

Equation 5.17 

Equation 5.18 

Equation 5.19 
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Vb = [exp(-\)/x)Vl + V2] Equation 5.20 

Equations 5.15, 5.16 and 5.17 give V2 in terms of Vj. Substituting this expression 

into Equations 5.18, 5.19 and 5.20 gives 

Yb - Ye[U - exp(-v|/x)(Y, + Y^'^Y^ - Y3)exp(-M/x)] 

[U + exp(-vi;x)(Ye + Y,)''(Y, - YJexp(-v|/x)] 

kb = [exp(-v);x)Ze]"' { [exp(-2v|/x)(Y, + Y, )"VY, - Y J - U] 

[exp(-2v|/x)(Ye + Yj'^Ye - Y )̂ + U]"' + U } (Y, - Y,)\ 

5.7.4.2 Expansion 

For the inverse situation assume that Yb, kb, V3 and V4 are known. From Fig. 5.8 

exp(-i|/x)Vi + V2 = V3 + V4 

Y,[ exp(-M/x)Vi - V2 ] = T''YeT(V3 - V4) 

Solving these equations for V2 in terms of Vi and substituting into Equations 5.15, 

5.16 and 5.17 

Vl = (Ye + Y,)"'(Ye - Y,)exp(-v)/x)V2 + (Y, + Y^K 

V2 = 0.5Ze[ (Ye - T ' V e T ) V 3 + (Y, + T " YeT)V4 ] 

5.7.5 Reflection Factor Unfaulted Waveforms 

Let T>\ be the length of the line from the transmitter to the first transposition and K î 

the reflection factor at the first transposition. Then with Vj as in Fig. 5.6 

Iss = Yo[U - exp(-i|/Di)K,iexp(-vi/Di)]Vi 

Vss = Yo[U + exp(-v)/Di)K,iexp(-v|/Di)]Vi 

To solve for Vi use the boundary condition of Equation 5.1 at the transmitter and then 

use the expansion method of Appendix 5.7.4 to calculate the voltages at the fault 

position and at the receiver end. 
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5.7.6 Reflection Factor Fault Waveforms 

Let Kti be the reflection factor at the transmitter side line end/transposition at distance 

Xti from the fault and let Kri be the reflection factor at the line end/transposition on 

the receiver side at distance x̂ i from the fault. Assuming the homogeneous line 

section in which the fault lies has characteristic admittance matrix Y^ then the 

equations for Fig. 5.6 become 

Vpp = [U + exp(-\|/Xti)Ktiexp(-i|/Xti)]V2 

= [U + exp(-yXri)Kriexp(-v|;Xri)]V3 

IFSF = Ye[exp(-V|;Xti)Ktiexp(-\(/Xti) - U]V2 

IpRF = Yc[U - exp(-v|/x,i)Kriexp(-vi/x,i)]V3 

VpF = Epp + RF(IPSP - IFRF) 

Combining these equations solve for V2 and V3 and then recover the end voltages 

using the expansion method of Appendix 5.7.4. 

5.7.7 Reflection Factor Total Waveforms 

The boundary condition at the sending end. Equation 5.1, when transferred to the 

faulted section (with characteristic admittance YJ can be expressed as 

Yc[Vi - exp(-M/Xti)V2] = -Yti[Vi + exp(-v|/Xti)V2] + a,i 

for matrices Y^ and ati, while the other equations describing Fig. 5.6 become 

Vp = exp(-v|/Xti)Vi + V2 

= [U + exp(-vi/Xri)Kriexp(-vi/Xri)]V3 

IFS = Ye[exp(-\i/Xti)Vi - V2 

IFR = Yc[U - exp(-\i/Xri)Kriexp(-M/Xri)]V3 

Vp = Ep + RF(IPS - IFR) 

These equations can be solved for Vi, V2 and V3 and the other voltages calculated 

using the expansion method described above in Appendix 5.7.4. 
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5.7.8 Line Data 

Number of conductors = 3 

Number of earth wires = 2 

Line coordinates (metres) = (-8.7,8.2), (8.7,8.2), (0.,8.2), (6.85,16), (-6.85,16) 

Conductor GMR (mefres) = 0.0905 

Earth wire GMR (metres) = 0.018 

Relative magnetic permeability of conductor = 1 

Relative magnetic permeability of earth wire = 1 

Conductor resistivity (ohms-metres) = 3.21E-8 

Earth wire resistivity (ohms-metres) = 3.21E-8 

Radius of the outer layer conductor strands (metres) = 0.00125 

Radius of the outer layer earth wire strands (metres) = 0.00175 

Number of strands in the outer layer of conductors = 30 

Number of strands in the outer layer of earth wires = 6 

Number of conductors per bundle = 2 

Earth resistivity (ohms-metres) = 100.0 

Line length (km) =100.0 

Number of transpositions = 2 

Transposition matrix T = 

Homogeneous line section lengths (km) = 33.3333, 33.3333, 33.3333 

'0 

1 

0 

0 

0 

1 

r 
0 

0 
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6. EXPERIMENTAL RESULTS OF LINE MONITORING 

AND FAULT LOCATION USING SPREAD SPECTRUM 

ON POWER LINE CARRIER 

6.1 INTRODUCTION 

Chapter 5 simulated the use of existing power line carrier equipment to transmit a 

spread spectmm waveform down a faulted EHV line. Analysis of the reflections from 

impedance discontinuities showed that the signals accurately revealed the location of 

the line fault despite the presence of modal distortions inherent in multiconductor 

propagation. This chapter describes prototype hardware designed for on line 

measurements and presents data obtained on a 330 kV line of length 225 km. Section 

6.2 briefly considers signal processing techniques designed to reduce spurious echoes 

caused by computations based on bandlimited signals. Section 6.3 reviews the 

hardware used to obtain the experimental results and section 6.4 presents the signal 

processing algorithm used to analyse the data. Finally the hardware results are 

presented in section 6.5 and conclusions are drawn in section 6.6. 

6.2 SIDELOBE REDUCTION 

Due to bandwidth limiting by the pulse shaping fiher (Fig. 4.4) the compressed 

waveform has time sidelobes on each side of the main correlation peak. This is 

illustrated in Fig. 6.1 which is the correlation coefficient from Equation 4.2 evaluated 

for the transmitter and receiver in loopback. An MLS code of length 63 with chip rate 

Re = 60 kHz was bandlimited to the main lobe using a rectangular window and 

modulated onto a carrier with frequency fo = 140 kHz. The sample rate for the 

digitised waveforms is f̂  = 2 MHz. The cenfral correlation peak has width 2/R(. and 

has been normalised to unit magnitude. The residual correlation is 35.1 dB (20 

dB/decade) down from the main correlation peak - this compares with the ideal code 

self rejection ratio (residual correlation) of 201ogio(63) = 36.0 dB. The pulse shaping 

filter of Fig. 4.4(a) removes the spectral sidelobes of the ideal code which produces a 

0.9 dB loss in residual correlation from the ideal. 
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The highest sidelobe is 31.1 dB down from the main peak. These sidelobes may 

either be mistaken for tme echoes or mask an actual reflection. Two different 

Figure 6.1 Normalised correlation coefficient for loopback direct sequence waveform. 
MLS code of length 63 with chip rate R^ = 60 kHz and bandlimited to the main lobe 
modulating a carrier with frequency fo = 140 kHz. Sample frequency f = 2 MHz. 

approaches to sidelobe reduction may be used. 

(1) Frequency weighting of the bandlimited code u(t) used in the transmitter 

and as reference waveform in the receiver processing. 

(2) Sidelobe suppression filtering of the matched filter output [58]. 

In traditional radar system design frequency weighting is done only on the reference 

waveform u(t) used in the correlator [59] - this compromises the integrity of the 

matched filter processing. Sidelobe reduction comes at the expense of both reduced 

resolution and reduced signal-to-noise ratio. In the present application no sidelobe 

reduction techniques were implemented as our prime objective was to obtain the 

signature of a healthy transmission line with maximum accuracy. Any deviation from 
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this portrait, including the sidelobes, is of interest and indicates a change in line 

condition. 

6.3 HARDWARE DESCRIPTION 

The hardware to test the viability of the proposal was designed as a research tool and 

so for maximum flexibility digital signal processing (DSP) techniques were selected. 

The resulting signal transmission and acquisition equipment, illustrated in Fig. 6.2, 

has the capability of sending any arbitrary repeating waveform down an EHV line and 

recording the signals reflecting back off the line. 

i 

r 

PC 

^ 
w D/A RECON. 

FILTER 
POWER 

AMP. 

^rOUT 

DIRECTIONAL 
COUPLER 

LEAKAGE 

RX A/D PROT. 

SFG 

CPL 

A.A. 
FILTER 

Figure 6.2 Block diagram of data acquisition hardware. 

Broadcast waveforms were generated in software on a workstation as per Fig. 4.4 and 

downloaded from a personal computer (PC) to the transmitter memory. Waveform 

shape, bandwidth, carrier frequency fo, pulse shaping, chip rate (Re) and correlation 

sidelobes are all software controllable. The repetitive nature of the waveform means 

that only one code length of signal needs to be stored in memory. The digitised 

samples are read out at a sample rate f̂  = 2 MHz, converted to analogue form by the 

12 bh D/A converter and passed through the 5* order Bessel reconstmction filter 

before power amplification. 

The amplified voltage passes through the directional coupler (or hybrid) and into the 

separation filter group (SFG) which relays the signal on to the line matching circuitry 

(LMC) which couples to the line. As explained in section 3.3.3.4 the SFG is used by 

the SECV to ensure adequate isolation between their different communication 
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channels, and the LMC (section 3.3.4) matches the 75 Q communications room 

equipment to the 600 Q impedance of the EHV lines. Signals coming back off the 

line foUow the reverse path but travel through the directional coupler into the receiver. 

Waveforms entering the receiver first go through a Bessel anti-aliasing filter and 

protection circuitry before being digitised by a 2 MHz, 12 bit, A/D converter and 

stored in high speed static RAM. To combat interference from line noise and PLC 

channels operating simultaneously in the same spectrum, the waveform recorder has 

the capability to average the incoming waveform up to 4095 times in real-time. The 

averaging exploits the repetitive nature of the transmitted waveform to give the 

receiver a wide dynamic range. The received waveforms are downloaded for data 

analysis which is performed off-line (not real-time) in a workstation environment. 

Voltages registered by the receiver consist not only of signals coming off the line but 

also feedthrough of the emitted waveform from the transmitter through to the 

recorder. The directional coupler shown connecting the transmitter, the transient 

recorder and the SFG, increases the isolation between transmitter and receiver, 

preventing any leakage of the high power signal from overloading the analogue front 

end and reducing the dynamic range. Even with the isolation of a directional coupler 

the received signal still contains a large feedthrough leakage component compared to 

the highly attenuated reflections from the line which must be isolated using 

subsequent off-line correlation processing. 

The PLC channels used by the SECV go up to 500 kHz in frequency. Waveforms at 

this frequency have a minimum Nyquist sampling frequency of 1 MHz. A sample rate 

fs = 2 MHz was selected as a compromise between memory size and ease of analogue 

filter implementation for the reconstmction and anti-aliasing filters. 

6.4 DATA ANALYSIS 

Data analysis was performed off-line on a workstation. To increase processing speed 

cross-correlation of the data with the transmitted waveform was performed in the 

frequency domain according to the following equations 
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G(fJ = 5[u(ti)exp(-j27tfoti) H(f,) = 5[r(t.)] Equation 61 

y(tn) = —3- ' [G(f , )H*(4)] (i,k,n = 0,1,2,..,Np-l) Equation 6.2 
JNp 

Here f̂  = kf̂ /Np are the discrete frequency increments and Xn = n/f̂  and tj = i/f̂  are the 

discrete time increments. 5 [x(ti)] denotes the Discrete Fourier Transform (DFT) of 

the digitised time waveform x(ti) of length Np = Lf^fR^ points and 3"' is the inverse 

DFT. Also * denotes complex conjugate, and 2/Np is a scaling factor. Equations 6.1 

and 6.2 are the frequency domain equivalents of Equation 4.2. In the graphs to follow 

the correlation coefficient functions |y(Tn)| are plotted for each sample delay n 

between the waveforms s(t) and r(t). The normalised correlation coefficient is scaled 

so that the largest peak has unit magnitude. 

6.5 HARDWARE RESULTS 

6.5.1 Background to Experiment 

Figure 6.3 is an overview of the EHV circuits running from South Morang Terminal 

Station to Dederang Terminal Station (SMTS to DDTS) in Victoria, Australia. Line 2 

(on which some of the towers are illustrated eg T250, T234 and so on) runs the full 

225 km distance in parallel with line 1. The State Electricity Commission of Victoria 

(SECV) took line 2 of the SMTS-DDTS system out of operation to upgrade a relay. 

Opportunity was taken of this short maintenance interval to attach the data acquisition 

equipment to the SFG, with bandwidth 150-200 kHz, connected to the de-energised 

line in the SMTS. No short circuits were placed on the line and the far end of the PLC 

conununications network in the DDTS was open circuit. 

6.5.2 Line Topology and Geography 

Lines 1 and 2 are both horizontal, single circuit with two earth wires and have a 

separation of 110 feet - they cross rivers, distribution circuits (not shown in Fig. 6.3) 

and a large body of water in Lake Eildon. The two transpositions on line 2 are also 

highlighted at tower 362 (T362) and tower 168 (T168) - hereafter these are referred to 

as transposition 1 (Tl) and transposition 2 (T2) respectively. In addition three other 

EHV lines travel for varying lengths in parallel with lines 1 and 2. 
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Figure 6.3 South Morang Terminal Station to Dederang Terminal Station line 
overview. Reproduced by permission of Power Net Victoria. 
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6.5.3 Existing PLC Channels 

During the service period all the PLC communication channels were switched offline 

2 (open circmt terminations) and diverted to line 1. Table 6.1 lists the single sideband 

(SSB) PLC channels in operation on this line. The channels have bandwidths of 4 

kHz and occur in pairs, one for the GO direction and the other for the RETURN 

direction. Transmit powers were 1 Watt, h is seen that the last two channel pahs lie 

within the 150 - 200 kHz band of the spread spectrum line probing signal. Even 

though these PLC signals were switched to the adjacent line, there was still a 

considerable amount of interference from these channels because of the high cross­

talk coupling between the two lines. All six channel pairs were therefore present as an 

interference signal to the received spread spectmm waveform. No attempt was made 

to filter out the four channel pairs outside of the band of the probing signal. These 

were also coupled into the anti-aliasing filter and A/D converter from line 1, further 

reducing the available dynamic range of the receiver. 

Table 6.1 PLC channels on line 1 operating during the test. The carrier frequency is 
listed first (ie the single sideband channels transmit information in the lower 
sideband). 

GO-TX 

SMTS-DDTS (kHz) 

84-80 

100-96 

120-116 

136-132 

176-172** 

192-188** 

RETURN - RX 

DDTS-SMTS (kHz) 

88-84 

104-100 

116-112 

132-128 

172-168 

188-184 

Function 

VFT* 

data (polling with ping-pong) 

VFT 

data 

VFT 

data 

* VFT = voice frequency tones 

** inband chaimels 

6.5.4 PLC Interference Suppression 

SECV line measurements have previously shown that there can be up to 10 dB cross­

talk between parallel lines sharing the same towers entering a terminal station. This 
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Table 6.2 Statistics of noise waveform both with and without averaging. 

peak to peak voltage 

rms 

no averaging 

1.25 volts 

0.241 volts 

averaged 4095 times 

4.54 mV 

0.943 mV 

usually prevents frequency re-use [51]. The cross-coupling will be less in this case 

because the lines do not share the same towers, even so the interference signal 

produced is still appreciable. The upper plot in Fig. 6.4 shows the interference and 

noise on line 2 logged with the transmitter idle, and the upper trace in Fig. 6.5 is the 

windowed frequency spectrum clearly showing the six PLC channel pairs operating on 

line 1 coupling into line 2. The power spectral density was derived from the 5040 

data points using Welch's averaged periodogram method [60], with FFT and Harming 

windows of lengths 1024 without overlap. Near end cross-talk is usually the strongest 

and comes from the six transmitters located at SMTS. The lower trace in Fig. 6.4 and 

the lower plot in Fig. 6.5 are the equivalent plots with the input waveform averaged 

NA = 4095 times. Table 6.2 compares the statistics of the two recorded noise 

waveforms. 

0.2 

O > 
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-0.4 

50 100 150 200 250 
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150 200 250 

TIME (X 0.5 usee) 
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Figure 6.4 The interference and noise on line 2 logged with the transmitter idle. 
Upper trace : Line noise (time domain) no averaging. 
Lower trace : Line noise (time domain) 4095 averaging. 
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FREQUENCY(Hz) 

Figure 6.5 Windowed spectra of line noise. 
Upper trace : Without averaging. 
Lower trace : Average of 4095 noise recordings. 
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Figure 6.6 Correlation coefficient of PN code of length 63 with noise and 
interference (transmitter idle). Top trace is without averaging and bottom trace 
is with 4095 averaging. 
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The averaging gain is 255 which is greater than the theoretical V4095 = 64 - this is 

probably due to the non-Gaussian nature of the interference. Figure 6.6 shows tiie 

cross-correlation between the noise and the PN code of length 63 accordmg to 

equation 4.5 for both the averaged and unaveraged cases. Ripples at the chip rate of 

25 kHz are evident in the unaveraged case and h is seen that the averaging hnproves 

the noise floor by a factor of about 2500. We conclude that signal averaging is a very 

effective way of reducing noise and interference in this environment. 

6.5.5 Line Profiles 

The PN code length used was 1023 with two different transmit powers and the 

average of 4095 received waveforms was recorded by the receiver. Figure 6.7 shows 

the correlation coefficient of Figure 4.5 with the maximum transmitter feedthrough 

peak normalised to unity. The transmh vohage was 2.4 vohs (0.08 W) and all the 

PLC chaimels of section 6.5.2 were operational. Figure 6.8 illustrates the correlation 

coefficient with a higher transmh voltage of 8.7 V (1 W) and with the major inband 
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Figure 6.7 Normalised correlation coefficient of received signals with the transmitted 
PN code of length 1023. 

Transmitted power = 0.08 W, all channels on line 1 operational 
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Figure 6.8 Normalised correlation coefficient of received signals with the transmitted 
PN code of length 1023. 

Transmitted power = 1 W, channel 176-172 kHz on line 1 disabled. 

PLC channel interference (176-172 kHz) disabled. Consequently the signal to noise 

ratio was improved. 

Figures 6.7 and 6.8 are virtually identical indicating that the results are not dependent 

on the signal to noise ratio. In both graphs the horizontal axis is scaled to give the 

distance travelled by the reflected signals making up the correlation peaks, with the 

length of travel of the primary reflection from the line end normalised to unity. The 

major correlation peaks are identified in Fig. 6.9 as reflections from the transpositions 

Tl and T2, and the line end (E). The time delays to all the peaks were determined by 

cubic spline interpolation and then converted to distance by interpolation between the 

known distance of 225.34 km to the line end. 

In order to interpret the many other peaks in Figs. 6.7 and 6.8 a lattice diagram for line 

2 is drawn in Fig. 6.9. The lattice diagram shows all signal paths with up to 3 

reflections. The main reflections are the transposhions (Tl and T2), the line end (E) 
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Figure 6.9 Lattice diagram for SMTS-DDTS line. 

and a reflection from the transmission path over Lake Eildon (L). These are shown as 

solid lines. The major signal paths involving more than one reflection are shown as 

dashed (—) lines. Most of the major correlation peaks can be identified from these 

four main reflections. The remaining peaks can be attributed to other impedance 

changes, such as the change in ground constants when the lines pass over a range of 

wooded hills (H) and other geographical or physical conditions. 

The lattice diagram shows that a change in line conditions at one point (such as a 

fault) will produce a number of peaks in the correlation output caused by the various 

reflection combinations. It is the first peak that determines the distance. This effect is 

illustrated in the simulations of chapter 5 where the first correlation peak caused by a 

fault had an amplitude comparable to that of a transposition near the line end. The 

distance to the fault was easily measured. Unfortunately for this test the line 

concemed was not out of service long enough to attach a short, but the transpositions 

can be easily detected indicating that the method would have no trouble in discerning 

a fault. Table 6.3 shows the predicted and actual distance to the two transpositions. 

The accuracy is 0.71% of the line length but would improve for a fauh condition since 
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Table 6.3 Estimated and actual distances to the line transpositions. 

distance calculated from Fig. 6.7 (km) 

actual distance (km) 

Tl 

71.21 

71.65 

T2 

148.7 

150.3 

Tl and T2 form an accurate reference. Further improvements in accuracy would 

require a higher chip rate R̂  and so a larger bandwidth. This would reduce the 

relative widths of the correlation peaks allowing more detail as well as improved 

accuracy. 

It was found that over the 2 hour period the line was available for measurements the 

results of Figs. 6.7 and 6.8 were highly repeatable, indicating that every peak was 

caused by a line condition and not by extemal spurious noise signals. The technique 

could therefore be used for monitoring small long term impedance changes in the line 

by comparing the correlation plot to a previous correlation template. This method 

could be of benefit in long term line diagnostics. 

The incoming line reflections after the primary reflection from the line end are around 

60 dB down from the transmitter feedthrough signal which is close to the bandwidth 

limited MLS code self rejection ratio of 201ogio(1023) = 60.2 dB [50]. This indicates 

that considerably more interference could be tolerated which raises the possibility of 

using spread spectrum line monitoring techniques with existing PLC equipment 

operating on the same line. Altematively the amount of averaging can be reduced or 

eliminated which will give a faster response time. 

6.6 CONCLUSION 

This chapter has described the use of direct sequence spread spectrum waveforms at 

power line carrier frequencies for remote line diagnostics. The technique is smtable 

for both energised and de-energised lines because it uses an active probing signal. 

The proposed method is sensitive enough to detect impedance discontinuities due to 

faults, transpositions and the line end; in addition large geographical anomalies appear 

as strong reflection peaks. Using the line end as a distance reference, the distance to 
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the first transposhion was measured to within 0.5 km and the distance to the second 

transposition was measured to within 1.6 km. If the technique was to be used for fault 

location greater accuracy could be obtained because the franspositions as well as the 

line end could be used as a distance reference. Greater resolution and accuracy could 

be obtained by using a wider bandwidth spread spectrum probing signal. In this 

experiment the bandwidth was limited to 50 kHz by a line separation filter used by the 

existing PLC equipment. Bandwidths up to 450 kHz could be obtained if the line 

separation filters were bypassed. 

This performance was achievable in the face of strong interference from PLC channels 

operating concurrently on an adjacent parallel line in the same bandwidth as the 

probing signal. This robustness required the application of interference suppression 

techniques in this case the use of an averaging capability in the receiver. The use of a 

much longer code would be equally effective. Long codes increase the data analysis 

time and averaging requires a longer data acquisition interval. 

In the results shown here the processing was done off-line on a computer workstation. 

However real-time operation is possible with the use of modem digital signal 

processing components and typical data acquisition and processing times are listed in 

Table 6.4. The numbers in Table 6.4 are for Np (the number of samples in a code 

period) = 2 and fj = 1.6 MHz. These figures are similar to the conservative design 

used in obtaining the above on-line results. 

The acquisition time is determined by the signal transmission time needed to get the 

required number of averages (Tp x N^ = LN^/Rc)-

The processing time is dependent upon the number of samples in a code period (Np = 

Tpfs = Lfg/Rc), the particular algorithm implemented, and the performance of the DSP 

processor. From [61] the time required to evaluate the circular correlation of 

Equations 6.1 and 6.2, using Fast Fourier Transform (FFT) routines, is 

T,i,e = 2k,tNplog2(Np) + k^Np 

where k̂ t and kjj, are constants depending on the speed of the particular processor 

being used, k^ is related to the time it takes for a single FFT butterfly operation and 

kn, depends also on the time required for a complex multiply operation. While this 
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equation assumes that Np is a power of 2, similar processing tunes are achievable 

provided that Np has many factors. The approximate processing times listed in Table 

6.4 are for the Texas Instruments TMS320C30 floating point digital signal processor 

running at 20 MFLOPS and are based on the radix-2 complex FFT routine listed in 

[62]. These processing times would be reduced using a split radix or higher radix 

algorithm, and using a real FFT for the forward transform H(fk) = 3 [r(ti)] of equation 

6.1. 

The table values for the processing and acquisition times are very conservative 

because of the large oversampling rate used in the measurements. It should be 

possible to reduce the sampling frequency closer to the Nyquist limit of 2 x signal 

bandwidth = 2 x 200 = 400 kHz. 

Table 6.4 Data acquisition and processing times on a 20 MFLOPS TMS220C30 

processor, both with and without averaging, for Np = 2 data points and sample 
frequency f = 1.6 MHz. 

data acquisition time 

data processing time 

total response time 

4095 averaging 

167.73 sec 

0.49 sec 

168.2 sec 

no averaging 

40.96 msec 

0.49 sec 

0.53 sec 

The method is flexible in that both low speed and high speed operation is possible. 

The former can tolerate strong interference, while the latter requires little interference 

(ie PLC channels switched off) so that the averaging and code length requirements can 

be reduced. 

Separate lines entering a terminal station may be probed simuhaneously by using 

different codes on each line. Provided the cross-correlation discrimination between 

the codes is sufficient to compensate for the cross-talk across the lines the method will 

be applicable to these network grids. 

Most of the faults which occur on EHV line are of a transient nature [3]. Although 

these faults permit circuit reclosure, often damage is caused to cables or insulators. 

Code design for the detection and localisation of these transient arcing faults is the 

subject of Chapter 7. 

Experimental Results 107 Chapter 6 



7. CODE SELECTION FOR HIGH SPEED EHV POWER 

LINE CHANNEL SOUNDING USING SPREAD 

SPECTRUM 

7.1 INTRODUCTION 

EHV power lines convey electrical energy over hundreds of km from generating 

source to consumers and are also a transmission medium for voice and data 

communications channels between terminal stations via modulated power line carrier 

(PLC) waveforms in the frequency range 80 to 500 kHz. In Chapters 5 and 6 h was 

shown that the PLC infrastmcture can also be used for detecting and locating faults 

using techniques borrowed from radar. The proposed method involved transmitting a 

signal from one end of the line and monitoring the magnitude and delay time of 

reflections of that signal caused by impedance changes in the line. It was shown using 

simulation that faults on either of the three phases would cause a large reflection that 

could be easily distinguished. Other features such as line transpositions and changes 

in ground constants also caused reflections. Measurements confirmed that reflections 

from the former were significant and could be used as a known reference point for 

fault location purposes. 

PLC systems have a transmit power restriction based on the capability of the existing 

amplifiers and so traditional pulsed radar techniques (narrow pulse duration of high 

peak power) are not suitable. Direct sequence spread spectmm techniques based on 

periodic m-sequence spreading codes do not require the high peak power and were 

chosen for the measurements in Chapter 6. A disadvantage with this technique is that 

the codes are continuously transmitted and so the receiver (which is co-located) must 

identify the weak reflected signals in the presence of the strong transmitted signal. A 

directional coupler (hybrid) can be used to provide some isolation between the 

transmit and receive signals, but trans-hybrid leakage cannot be avoided and the signal 

into the receiver is still dominated by the transmitted signal. Codes with low auto­

correlation properties are required to remove the self-interference effect of the 

transmitted signal. M-sequences have an auto-correlation function that falls to 1/L (L 
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- code length) of hs peak value within 1 chip period of the maximum; long codes 

therefore have excellent auto-correlation properties. 

Unfortunately, long codes take a long time to transmit, and the correlation processing 

in the receiver also takes a long time. They are not suitable for high speed operation. 

Shorter length sequences can lead to a quicker response time but the self-interference 

produced by the residual correlation limits the receiver's sensitivity irrespective of the 

signal to noise ratio of the received signal. The detection and location of fauhs could 

be jeopardised, particularly if the change in line impedance is small. This situation 

might arise if the fault impedance is significantly greater than zero. Additionally if the 

fault is intermittent over one code period then the residual correlation rises in an 

unpredictable fashion. Short codes are less likely to be affected by intermittent 

operation. 

Section 7.2 considers the effect of finite fault impedance and intermittent operation 

(conduction duty cycle) using a simulated 100 km line based on the Wedepohl model 

[55]. If the fault impedance is increased to 300 ohms the signal retumed to the 

receiver is reduced by over 8 dB. Such a retum signal might not be identified at the 

receiver if a short m-sequence is being used to enable high speed operation. To 

overcome this loss of sensitivity, reduced residual correlation codes are analysed in 

section 7.3 and their effect on the output correlation coefficient are observed using 

both simulation (section 7.3) and measurement (section 7.4). 

Finally, compatibility of the codes with other PLC services will be discussed in 

section 7.5, since it is important that interference into PLC channels sharing the same 

spectmm (although not necessarily on the same link) should be minimised. This is 

likely to occur if the modulated codes have a flat spectmm. 

7.2 SIGNAL PROCESSING AND RESIDUAL CORRELATION 

In this chapter for the data analysis we use a slightiy modified form of Equations 6.1 

and 6.2 for DFT processing. 

y ( x j = 2^3-'{^u(t,)exp(-j27rfoti)]3*[r(t.)]} (i,n = 0,l,..,Np-l) Equation7.1 
Np 
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Here T„ - n/fj and tj = i/f̂  are the discrete time increments, 3[x(ti)] denotes the 

Discrete Fourier Transform (DFT) of the digitised time waveform x(ti) of length Np = 

Lfj/Rc digitised points, * denotes complex conjugate, 3~' is the inverse DFT and Ko is 

a scaling factor which depends upon the code being used. In the graphs to follow the 

magnittide | y(Tn) |, the correlation coefficient, is plotted for each sample delay, n, 

between the waveforms s(t) and r(t). 

Simulation results for a single circmt 100 km long horizontal line with equally spaced 

transpositions at 33.33 km and 66.66 km from the transmh end are discussed in 

Chapter 5. It is shown that a direct sequence waveform at PLC frequencies modulated 

by an MLS code of length 1023 wUl accurately locate line transpositions and faults. 

All three phases at the line ends are shorted to ground at the 50 Hz power frequency -

the PLC coupled lines go to earth through line traps which have high impedance at 

PLC frequencies. Further simulation results are now discussed for a single phase to 

ground fault 90 km from the transmit end on the line which is not coupled to the two 
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Figure 7.1 Simulation line profiles of a faulted 100 km 3 phase line (fault resistances 
Rf = 1 D and Rf = 300 Q) using MLS code direct sequence waveforms, fo = 140 
kHz, R, = 60 kHz andL = 1023. 
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phase differential PLC communication network. The sensing waveforms are direct 

sequence waveforms derived from MLS codes of different lengths. The carrier 

frequency is 140 kHz and the chip rate is 60 kHz. . For the MLS codes discussed in 

this section Ko = 1. 

Figure 7.1 shows simulation results using an L = 1023 length MLS code direct 

sequence waveform for different fauh resistances Rp = 1 Q and Rp = 300 Q. The 

large peak for zero sample delay is the leakage from the transmitter into the receiver 

and near this peak the sidelobe ripples at the chip rate are discernible. These are due 

to the bandlimiting of the code by the pulse shaping filter (Fig. 4.4(a)). The 

reflections from the transpositions (Tl and T2) are clearly visible as is the reflection 

from the line end (E). The reflections from the different resistance faults, labelled 'F ' , 

are of similar magnitude to the reflections from the transpositions and line end - the 

higher fault resistance reduces the reflected signal by a factor of 8.3 dB. Using the 

known distance covered by the reflection (E) the fault is measured as 89.7 km from 

the sending end with Rp = 1 Q and 89.75 km from the sending end with Rp = 300 Q. 

For higher resistance faults the reflection peak will decrease in magnitude and may 

fall below the noise floor and be undetectable. The noise floor is set by the residual 

correlation of the code which for an m sequence is 1/L of the peak correlation value 

(SO/LinFig. 7.1). 

Figure 7.2(a) shows simulation results using an L = 63 length MLS code direct 

sequence waveform for fault resistance Rp = 1 Q. Comparing this with Fig. 7.1 h is 

seen that the reflections from the transpositions have fallen below the code self 

rejection noise floor (residual correlation), while reflections from the fauh and line 

end are still visible. The shorter code effectively reduces the dynamic range of the 

correlator output. Insulation deterioration on a high voltage line can result in arcing 

caused by transient overvohage events. A probing signal passing through this region 

of intermittent arcing will be reflected during the arcing time but will pass through 

unhindered when the arc is extinguished. If the code is long enough to enclose the 

arcing time there will be aperiodic correlation in the data analysis of Equation 7.1 

which will produce high sidelobes and residual correlation. For example. Figure 

7.2(b) illustrates the degradation in this compressed waveform (L = 63) when Rp = 1 
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Figure 7.2(a) Permanent fault. 

Figure 7.2(b) Periodic intermittent fault, duty cycle ^middle 50% of code length. 

Figure 7.2 Simulation line profiles of a faulted 100 km 3 phase line with fault 
resistances Rf = 1 Q using MLS code direct sequence waveforms. fo= 140 kHz, 
R^ = 60 kHz andL = 63. 
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Q for roughly the middle 50% of the active signal and Rp = " (ie no fauh condition) 

for the beginning and end 25% of the signal. 

Comparing Figs. 7.2(a) and 7.2(b) it can be seen that the reflection from the fault is 

reduced in magnitude and the noise floor has increased and is no longer smooth. Only 

half the code is reflected back from the fault and the increase in the noise floor is due 

to the cross-correlation between the spreading code and the central half of the code 

reflected from the fault. Identification of the fault is difficult and the added sidelobes 

in the noise floor increase the possibility of false prediction of the fault position. For 

best results the line condhion must remain stable over the period of the code 

sequence. The sidelobes and noise floor in Fig. 7.2(b) could be even worse for the 

transient conditions encountered on real lines. 

To maintain djoiamic range in the presence of these partial correlations longer code 

lengths could be used which would increase the processing time. This would reduce 

the residual noise floor, but the longer code periods are more likely to be affected by a 

change in the state of the fault (high Z to low Z or vice versa), giving rise to the ripple 

in the response which cannot be eliminated. Altematively the m-sequences could be 

processed for greater sensitivity or codes with greater self rejection could be applied. 

This would allow code lengths to be kept short and increase the probability of a 

complete code length being reflected off the fault eliminating the ripples in the 

response. These altemative approaches are the subject of the next section. 

7.3 SPREADING CODES FOR INCREASED DYNAMIC 

RANGE 

The periodic auto-correlation function of a code of length L, {..,CL.I,CO,CI,..,CL.I,CO,..}, 

is defined as 

n = L - l 

Z c„c* n n+m 

p(in; = -»^iO m = 0,l,2,...,L-l Equation 7.2 
n = L -1 z 

n = 0 

|C„P 
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where * denotes complex conjugate. The peak correlation is p(0) = 1. For high 

resolution channel sounding it is deshable that the spreading code has zero residual 

correlation, p(m) = 0 for m 9̂  0 - a code with such an auto-correlation function is 

called orthogonal and h£is the greatest sensitivity to small reflections. Three methods 

of obtaining zero residual correlation are now presented. 

7.3.1 DC Processing of MLS Codes 

The well known binary maximal length sequence (MLS) codes, Cj e {-1,+1}, 

generated by a shift register of length n with multiplicative feedback, have a length L 

= 2-1 and a residual correlation of-1/L. This residual correlation may be reduced to 

0 by subtracting the DC level of the code from the auto-correlation function of 

Equation 7.2: 

n = L-l 

Z (^n-l)C*„ -i-m 

Pbc(m)= " = Q m = 0,l,2,...,L-l 
n = L -1 

I K. 
n = 0 

The peak correlation is 1 + — and so the value of the scaling constant Ko in Equation 
L/ 

7.1 is set to 
L + 1 

7.3.2 MLS Orthogonal Codes 

The MLS orthogonal codes [63] are derived from the MLS codes by replacing each 

code value -1, +1 with complex numbers A.,, A+j respectively. Provided the complex 

numbers are chosen correctly the resulting code is orthogonal. Here we consider only 

real codes where the MLS code values are replaced by 

_ L + 1 -2VL+T 

^'^ L-3 

The residual correlation is 0 and the peak correlation p(0) = 1, giving Ko = 1 in 

Equation 7.1. 
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7.3.3 Complementary Codes 

Complementary codes are two codes (a,b) of the same length L that have the property 

that the sum of their auto-correlation functions satisfies 

pa(m) + Pb(ni) = 0 for m 9i 0 

Pa(0) + Pb(0) = 2 

Examples of these codes include Golay codes [64] and the complex polyphase 

generalisations [65]. Here we consider the Golay codes with a^, b^e {-1,+1}, which 

require scale factor KQ = 0.5 for signal processing in Equation 7.1. Denote by a'̂ n and 

b^n the n* elements of the complementary Golay codes of length L = 2^. One way of 

generating Golay codes of length 2^^' is by concatenating codes of length 2"̂  as 

follows. 

a°={ l} 

b«={l} 

^N+i = a^ - b ^ 

where the + and - refer to concatenation. These equations generate the sequence of 

Golay codes 

a ° = ( l } b'^={l} 

â  = {l,l} b^ = {l,-l} 

a' = {1,1,1,-1} b ' = {1,1,-1,1} 

a' = {1,1,1,-1,1,1,-1,1} b ' = {1,1,1,-1,-1,-1,1,-1} 

For the complementary codes the correlation coefficient is evaluated from 

y('c) = YJA) + YbC-c) 
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where 

Tp 

yM = I ra(t)Ua(t - x) exp[-j27ifo(t - T)] dt 

0 

Tp 

y b (^) = J Tb (t)Ub (t - X) exp[-j27rfo(t - T)] dt 

0 

Ua(t) is the bandlimited Golay a^ code and ra(t) is the received waveform when the 

direct sequence waveform constmcted from the a^ code is transmitted. Similar 

definitions hold for Ub(t) and rb(t). ). Each integral is evaluated using Equation 7.1. 

The sensitivity of Golay codes and their suitability for detecting and locating arcing 

faults is considered in the next section. 

7.3.4 Simulation Results 

The crest factors of the different band-limited direct sequence waveforms are very 

similar and rather large (1.96 for the MLS and Golay codes and 2.11 for the MLS 

orthogonal code considered). Also the bandwidth limiting to 2Rg causes low-level 

oscillations in the correlation coefficient. There are signal processing algorithms to 

reduce these correlation sidelobes at the expense of reduced resolution and signal to 

noise ratio. In our case sidelobe reduction techniques are not so important since a 

difference technique is used to analyse the results. Any deviation of a line profile, 

including sidelobes, from a previously obtained template of the healthy line is of 

interest. 

Figure 7.3 shows simulation results using Golay code (length = 512) direct sequence 

waveforms for the same 100 km line, both with and without a fault 90 km from the 

transmit end. The carrier frequency is 133.33 kHz and the chip rate is 66.66 kHz. The 

horizontal axis has been normalised to a line of unit length (d = 1). The fault is a 

single phase to ground fault with a resistance of 1 ohm on the line which is not 

coupled to the two phase differential PLC communication network. The reflections 

from the transpositions (Tl and T2) are clearly visible as is the reflection from the line 

end (E). The reflection from the fault is labelled (F) and using the known distance 

covered by the reflection (E) the fault is measured as 89.7 km from the sending end. 
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SAMPLE DELAY (SAMPLE FREQUENCY = 0.666 MHz) 

Figure 7.3 Simulation line profiles of a 100 km 3 phase line (faulted, Rf = 1 Q and 
unfaulted) using Golay code direct sequence waveforms, f = 133.33 kHz, R^ = 66.66 
kHz andL = 512. 

The MLS waveform of Fig. 7.2 and Golay waveform both give the same fauh location 

estimate for Rp = 1 Q - this is to be expected as the waveforms occupy the same 

frequency spectrum and both are subject to distortion by the 3 phase line retum 

transfer function. Looking at the large peaks in Figs. 7.1 and 7.3 at zero delay h is 

seen that the bandlimited distorted MLS code has a self rejection ratio of 3 decades 

and the bandlimited Golay codes have a self rejection ratio of over four decades. 

Consequentiy the Golay codes are more sensitive to small reflections. As the fauh 

impedance increases the fauh peak will disappear below the MLS residual noise level 

of Fig. 7.2 while still being visible on the Golay plot of Fig. 7.3. This can also be seen 

for the multiple reflections from the fault, line end and transpositions, with d > 1, 

where the large peaks in the Golay code plots appear as small ripples in the MLS code 

graph. 

For line probing the transmission of the b^ sequence must wah until any reflections 

from the previously transmitted â  sequence have died down - otherwise there will be 

cross interference between the â  and b^ codes. The response time is therefore longer. 
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hi addition the line conditions must be the same for both the a^ and b^ sequences and 

so the scheme is sensitive to transient changes in line condhions. Consequently the 

transient nature of arcing faults excludes the Golay codes as suitable for locating these 

fauhs as tiie line conditions will change between the successive a^ and b^ code line 

profiles. 

7.4 ON-LINE EXPERIMENTAL RESULTS 

Here we discuss more results obtained using the hardware of section 6.3 in the 

experimental setup described in section 6.5. In the results discussed below the carrier 

frequency was fo = 175 kHz and the chip rate was R̂  = 25 kHz. These parameters 

were set by the operating PLC equipment. The data acquisition equipment was 

connected to the SFG, with bandwidth 150-200 kHz, connected to the de-energised 

line in the SMTS. No short circuits were placed on the line and the far end of the PLC 

communications network in the DDTS was open circuit. The spread spectrum 

transmit power was 0.08 W. 

Twelve SSB, 4 kHz bandwidth PLC communications circuits (six transmh, six 

receive), each with a transmit power of 1 Watt, were still operational on line 1 

(section 6.5.3). Many of these were transmitting on frequencies within the 

measurement band (150-200 kHz). The high interference from these channels was 

effectively removed by the receiver averaging (section 6.5.4). Without averaging the 

noise signal coming into the receiver was 0.24 volts rms - with averaging the received 

direct sequence signal of 0.028 volts rms was easily recovered and the smallest peaks 

in the graphs discussed below correspond to retum reflections as small as 30 pV rms, 

far less than 500 jiV which corresponds to 1 LSB of the A/D converter. 

The on-line results are graphed in Fig. 7.4 with the large transmitter feedthrough peak 

normalised to unity (normalised correlation coefficient) and the horizontal axis scaled 

to unit line length from the reflection off the line end. 

Fig. 7.4(a) shows results for the MLS code of length 63 (MLS6) using the normal 

processing of Equation 7.1. Clearly evident is the large peak due to leakage in the 

directional coupler from the transmitter through to the receiver at zero distance (d = 

0), and the reflections from the line transposhions Tl and T2 and the line end E. 
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Again the horizontal axis has been scaled so that the reflections correspond to a line of 

unit length. Impedance discontinuities where the line passes over hills (H) and a large 

lake (L) also cause large reflections. The residual correlation for d > 1 is about 0.018 

which corresponds to the self rejection ratio of the bandlimited code. 

Figure 7.4(b) shows results for the same MLS6 data using the DC processing of 

section 3.1 (u(ti) replaced by u(ti) - 1 in Equation 7.1). Below are listed the major 

differences compared to Fig. 7.4(a). 

1. The reflection T2 has halved in magnitude and the 3 peaks immediately 

before T2 are increasing in magnitude with distance (ending in T1*T1, the 

double reflection off Tl). 

Figure 7.4(a) Transmitted MLS code of length 63, normal processing. 

Figure 7.4 Normalised correlation coeffiicients of received signals with transmitted 
power = 0.08 W. 
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Figure 7.4(b) Transmitted MLS code of length 63, modified processing. 

Figure 7.4(c) Transmitted MLS orthogonal code of length 63. 

Figure 7.4 Normalised correlation coeffiicients of received signals with transmitted 
power = 0.08 W. 

Code Selection 120 Chapter 7 



2. The peaks after T2 are much more sharply defined - T1*L and the double 

peak L*T1*T2 and 2 more peaks before the line end E. 

3. The peaks for d > 1 are much more clearly defined. 

4. The code self rejection ratio has been increased to over 3 orders of 

magnitude in Fig. 7.4(b). 

The reason for the changes is the high residual noise floor of Fig. 7.4(a). When this 

floor is ofa similar magnitude to the reflected peaks then the potential for interference 

exists. Either the peaks have their amplitude boosted by the residual noise (eg T2 in 

Fig. 7.4(a)) or reduced by the residual noise (eg T1*T1 and T1*L). The relative phase 

relationships, which are difficult to ascertain, determine what happens. The residual 

noise floor should therefore be well below the peaks for good results. 

Tuming now to Fig. 7.4(c) which shows results for MLS06, the MLS orthogonal code 

of length 63, it is seen that this graph is very similar to Fig. 7.4(b) supporting the 

results discussed previously. The unlabelled peaks are caused by further multiple 

reflections and various geographical and topological anomalies causing impedance 

discontinuities in the line. 

It was found that over the 2 hour period the line was available for measurements the 

results of Fig. 7.4 were highly repeatable, indicating that every peak was caused by a 

line condition and not by extemal spurious noise signals. 

7.5 PLC COMPATIBILITY 

A fast and accurate fauh location method will reduce outage times and h is important 

that any such technique is compatible with operating PLC links. Time domain 

reflectometry chaimel sounding methods for EHV lines are therefore subject to two 

constraints 

1. low transmitter power 

2. immunity to high levels of interference 

Periodic wideband spread spectrum signals are ideally suited to these restrictions. 
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All these periodic codes have spectral nulls at the code repetition frequency and in any 

practical system only bandlimited codes are transmitted, typically the main lobe or 

less. 

Figures 7.5(a) to 7.5(c) show the main lobe double-sided power spectra of, 

respectively, the MLS and MLS orthogonal codes of length 63 and the Golay 

complementary codes of length 32. In each case the power spectrum 1 X(n) | is 

derived from the periodic Fourier equations 

X(n) = 0.5(a„ - j b j n = ...,-2,-1,0,1,2,... where 

i = L - l 

i = 0 
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Figure 7.5(a) MLS code of length 63. 

Figure 7.5 Main lobe double-sided normalised power spectral densities. 
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Figure 7.5(c) Golay code of length 32. 

Figure 7.5 Main lobe double-sided normalised power spectral densities. 
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and the transmit power is normalised to unity for each code. 

n = L 

E |X(n)P = l 
n = -L 

The MLS and MLS orthogonal codes have almost the same power spectral density 

although the orthogonal codes have a much larger DC component. The Golay codes 

have spectral components that are up to 3 times the power of the spectral components 

of the other codes. As a result the Golay codes could cause more interference in the 

PLC environment than the MLS related codes. 

7.6 CONCLUSION 

Faults with high impedance or with intermittent operation can cause problems with 

PLC chaimel sounding systems using MLS codes. 

The MLS codes have a residual correlation equal to the reciprocal of the code length L 

which can limit the sensitivity of the code to small reflections. Either longer codes 

would have to be used or the residual correlation can be reduced by modified signal 

processing; altematively different codes may be used. Longer codes require greater 

processing times and so are not suitable for high speed operation. They also have a 

higher probability of being affected by intermittent fault conditions. Shorter codes are 

high speed and three methods for enhancing their sensitivity are described. 

The results obtained with the MLS modified analysis, which removes the residual DC 

offset of the received waveform, are virtually identical to the line profiles measured 

using the MLS orthogonal codes. 

The Golay codes give a similar improvement in residual noise but require more 

complex data acquisition and processing and produce up to three times more 

interference into operating PLC channels. They are therefore less suitable as a ranging 

code in PLC environments. 

Channel sounding using PLC is sensitive enough to detect impedance discontinmties 

due to faults, transpositions and the line end; in addition, large geographical anomalies 

appear as strong reflection peaks. High speed operation with short codes is feasible 
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provided interference from other PLC services is low and so averaging is not needed. 

This would be possible if existing PLC communication channels were replaced by 

altemate communication bearers such as radio or optic fibre. 
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8. CONCLUSION 

8.1 RECAPITULATION 

Electrical authorities require fast and accurate fauh locators to protect the quality of 

supply and reduce outage times. Fault location methods are a major research topic 

worldwide and no single fault location method satisfies the requirements of an ideal 

fault locator. The approach taken in this thesis is the novel application in the PLC 

environment of low power spread spectrum signals for remote sensing purposes. 

A classification and review of the different fauh location methods developed over the 

last fifty years was presented in Chapter 2. Many researchers have tried to overcome 

the limitations of the reactance ratio measuring method and the fault generated surge 

methods with varying degrees of success. It was decided that active fault location 

methods were advantageous because clearance of the line can be verified without 

closing the mains breakers. 

Active fault location requires a transmission network that provides global coverage of 

the power network. Chapter 3 provides an overview of the PLC communication 

system which uses the EHV lines as transmission media. While currently used for 

signalling, communication and protection purposes, the PLC hardware could also be 

used for locating faults with little additional outlay. The theory of modal analysis is 

introduced, which describes the characteristics of signal propagation along EHV lines 

at PLC frequencies. Noise and attenuation properties of typical EHV lines are given 

and system design equations for a fault locator using the PLC system are derived. A 

fault locator using pulse waveforms requires short pulses for good resolution and 

minimum range performance, but high peak powers (causing interference) for probing 

long lines accurately. For compatibility with existing PLC services, an accurate fault 

locator must use altemative waveforms. 

Chapter 4 introduces waveform design objectives for accurate fault location on EHV 

lines and covers optimal signal processing techniques. Traditional waveforms are 

reviewed and their disadvantages noted. Spread spectrum waveshapes are introduced 

which avoid the peak power/resolution trade-off by spreading the transmitted energy 

over a long time interval, reducing the peak power and cost of the transmitting 
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equipment. Spread spectrum waveforms combine the low power advantage of the 

long pulse with the good resolution properties of the short pulse. The low power 

density of spread spectmm signals ensures that existing narrowband PLC 

communication links, occupying a small part of the spread spectrum bandwidth, can 

operate undisturbed while spread spectmm line monitoring is taking place. In 

addition multiple spread spectrum communication links could operate in the same 

bandwidth as a spread spectmm fault locator. Direct sequence spread spectrum 

signals derived from the MLS codes were chosen for their ease of implementation and 

good correlation properties. Finally, at the end of Chapter 4, system design equations 

for a spread spectmm fauh locator are derived. Predicted system performance 

depends upon the bandwidth used and varied from a 1% fault location accuracy over a 

250 km range (BW = 80-200 kHz) to a 0.71% fauh location accuracy over a 125 km 

range (BW = 80-500 kHz). These accuracies compare favourably with the 5% 

accuracy obtainable with the widely used reactance ratio measuring fault location 

method. This spread spectmm fault locator system design is original and was 

published as a conference paper [66]. 

The predicted accuracies at the end of Chapter 4 ignore the modal distortion that 

occurs as signals propagate down EHV lines. Chapter 5 gives details of a program 

that was written to simulate PLC spread spectrum fault location which takes into 

account the frequency variation of the PLC interface and line parameters. Plots of 

steady state voltage distribution along the 100 km long simulated line showed that 

spread spectrum signals have the slow voltage variation characteristic of modal 

propagation, but the faster oscillations due to standing waves, typical of narrowband 

signals, cancelled out over the spread spectmm bandwidth. Areas of weak reflection 

could be identified, giving worst case fault positions. Using MLS codes of length 

1023, direct sequence signals located single phase to ground faults at different 

positions along the line with an accuracy of 0.42% of line length. When the frequency 

selective components of the PLC line interface were removed, the fault location 

accuracy improved by an order of magnitude. This indicates that the line interface is 

the main source of error in fault location using this technique. These simulation 

results are original and have been published in a Joumal article [67]. 
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Chapter 6 describes prototype hardware designed for on-line measurements and 

presents results obtained on a 330 kV line of length 225 km. The spread spectrum 

bandwidth was limited to 50 kHz (150-200 kHz) by a line separation filter used by the 

existing PLC equipment. Six PLC channels were operating on an adjacent line 

causing massive interference to the incoming reflections. Received signals were 

averaged 4095 times neufralising the effects of noise and interference. Direct 

sequence signals based on MLS codes of length 1023 were sent down the line with 

two different transmit powers, 0.08 W and 1 W. Both line profiles were vhtually 

identical and peaks due to reflections from impedance discontinuities (caused by the 

line end, the transpositions and geographical features) were clearly identifiable. Using 

the line end as a distance reference, the first transposition was located to within 0.5 

km (0.22% of line length) and the second transposition to within 1.6 km (0.71% of 

line length). These accuracies would be improved if an actual fault was on the line 

since the transpositions could be used as a distance reference. A wider PLC 

bandwidth would also improve resolution and accuracy. Additionally, if the PLC 

channels were not operating, averaging would not be required and shorter code lengths 

could be used, reducing the data acquisition and response times. These experimental 

results agree well with the simulated and calculated results of Chapter 5 and Chapter 4 

respectively. These results are original and have been published in a joumal article 

[68]. 

For high speed operation and for the location of transient faults short code lengths are 

necessary. However short MLS codes suffer from a high residual correlation. The 

final chapter looks at data processing and code selection for reduction of the code 

residual correlation noise floor. Golay codes and MLS orthogonal codes are 

introduced, both of which have zero residual correlation in the non-bandlimited case. 

On-line results using an MLS code of length 63 with a transmh power of 0.08 W were 

analysed in the normal manner, and also with the code DC offset removed from the 

auto-correlation fimction. These two profiles were then compared with an on-line 

profile measured using an MLS orthogonal code of length 63. The noise floor was 

reduced by well over one order of magnitude for the two low residual correlation 

cases. The lower noise floor exposed many low level reflection peaks. This verified 

that the sensitivity of MLS codes with normal processing is limited by code self noise 
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rather than noise from extemal sources. High speed operation using short code 

lengths is therefore possible provided low residual noise codes or processing are used, 

and extemal noise is not dominant. Other PLC services are a major source of extemal 

noise and therefore have to be switched off during the measurement period.. 

8.2 FUTURE WORK 

This Thesis has a number of weaknesses which warrant further research. Some of 

these are listed below. 

1. The technique has not been tested on a line experiencing a fault condition. 

Further on-line tests are necessary. 

2. A major source of error appears to be the line interface. Signal processing 

techniques such as equalisation and deconvolution can be used to eliminate 

this error. 

3. The technique has not been tested on more complicated line stmctures. The 

application of the technique to teed line and distribution networks should be 

investigated. 

4. The effect of transients and arcing faults on the correlator output has not been 

fully investigated. Only one simulation has been performed where the fault is 

intermittent over the period of the code. More work needs to be done in this 

area. 

5. The performance of different codes (eg polyphase codes) and different 

modulations (eg SSB, frequency hopping) needs to be investigated. 
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APPENDEX: HARDWARE DESIGN 
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Figure Al. Block diagram of the transmit and receive hardware which was bought or 
constructed for the on-line measurements. 
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Figure Al illustrates the spread spectrum transmit/receive hardware designed for 

connection to the SECV PLC circuitry. This hardware was used to obtain the on-line 

measurements described in Chapters 6 and 7 and consists of four main components. 

1. Personal computer (PC) for downloading waveforms to the transmitter and 

uploading waveforms from the receiver. This is done via a plug-in digital I/O 

card in the PC interfacing to data transfer cards in the TX and RX racks. 

These data transfer cards are under programmable logic control. 

2. Transmit rack. 

3. Receive rack. 

4. Reconstmction filter, power amplifier, hybrid or directional coupler, and anti­

aliasing filter. 

Figure Al shows the extemal (ie from the TX front panel to the RX front panel via co­

ax) communication lines between the TX controller board and the RX controller 

board. Each communication line is terminated in an opto-isolator to prevent ground 

loops. These communication links provide for the following features. 

1. The RX can run off the same clock as the TX. 

2. After the TX has sent a number of waveforms set by the user a signal is sent to 

the RX to start recording. This allows a steady state signal to be built up on 

the line before the RX starts recording. 

3. When the RX has finished recording a signal is sent to the TX to stop 

transmitting. 

Transmitter Figure A2 shows the transmitter rack with the ttansmitter memory board 

and the D/A board (in the open RF shielded box) displayed. The transmitter memory 

consists of 128 K X 16 bits of 100 nsec static RAM. The transmitter controller can 

address up to 16 Megawords of memory and can send up to 4095 waveforms before 

the 'START_RX' command is sent to the RX. The 12 bit D/A is ECL driven for low 

glitch energy. The transmitter has a maximum D/A conversion rate of 5 

Msamples/sec. 

Receiver Figure A3 shows the receiver rack with the RX memory board displayed. 

This consists of 128 K x 24 bh of 35 nsec static RAM. The receiver controller can 
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address up to 16 Megawords of memory. There is fast protection (op-amp clamping 

circuitry) on the sensitive A/D input (2 V p-p maximum) and opto-isolation between 

the 5 MHz 12 bit A/D and the A/D interface card. The signal summer board consists 

of a 24 bit wide fiiU binary adder. During each sample cycle of averaging there is a 

READ/WRITE cycle for the memory - data is read from memory, added to the latest 

Figure A2 Transmitter rack showing transmitter memory board (128K x 16 bits) and 
5 MHz ECL driven D/A board in open RF shielded box. 

Figure A3 Receiver rack showing receiver memory board (128K x24 bits). 
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incoming sample, and the previous sum is written back to memory. The 24 bit wide 

processing allows 4095 summations of the 12 bh data without overflow. The RX has 

a maximum speed of 5 MHz without averaging, or 4 MHz with averaging. 24 bit 

wide data with READ/WRITE cycles at a 4 MHz sample rate gives a data tiansfer rate 

ofl92Mbits/sec. 

Reconstruction Filter, Broadband RF Amplifier, Mini Circuits ZDC-15-6-75 Hybrid, 

Anti-aliasing Fiher These components are illustrated in Fig. A4. The reconstmction 

and anti-aliasing filters were analogue Bessel filters - the reconstmction filter was 5̂*" 

order and the anti-aliasing filter was 9* order (5* order would have sufficed). The 

Mini Circuits ZDC-15-6-75 Directional Coupler, with a frequency response from 20 

kHz to 35 MHz, was used for TX/RX isolation. The RF Amplifier was a home made 

Stereo Power Amplifier (Playmaster Pro Series One) modified to give a wider 

frequency response out to 1 MHz. 

Power Supplies, Grounding For a single system ground at the SFG all power supplies 

were run isolated from the mains. Ground planes were used throughout and this 

necessitated the use of four layer boards. The noise in the system was held to less 

than 1 LSB (0.5 mV) allowing the signal to use the full system dynamic range. The 

design and construction of this equipment was a major time consuming component of 

this research. 

Figure A4 RF power amplifier in open RF shielded box. In the font are, clockwise, 
the reconstruction filter, the Mini-Circuits 75 Q directional coupler and the anti­
aliasing filter. 
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ABSTRACT 

This paper describes current investigations into the feasibility of 

spread spectrum fault location using digital signal processing techniques. 

Specifications for a prototype data acquisition system have been derived 

from transmission line characteristics and the design is outlined. The 

frequency range for operation has been set at 80 kHz to 200 kHz for 

compatibility with the existing power line carrier frequency network. 

Main Key Words: spread spectrum, fault location 

1.0 INTRODUCTION 

Power line protection systems use relays and fault locators operating 

on an impedance measuring principle to determine when a fault has occurred 

and its approximate position along the line. In these systems the presence 

of the line voltage is necessary for the impedance measurements, 

Faults will also cause a discontinuity in the characteristic impedance 
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of the line. This discontinuity will act as a reflection point for 

signals. The position of this reflection point can be sensed using 

reflectometer or radar-like techniques. Time domain reflectometer 

equipment is used by telecommunications authorities for determining the 

position of breaks in underground cables. This equipment sends a pulse 

down the line and then measures the times and amplitudes of the 

reflections. A disadvantage of this technique is that very high peak 

powers are required if resolution is to be maintained in a high noise 

environment. 

Radar-like techniques which use a wideband chirp or spread spectrum 

signal require lower transmission power levels and are more likely to be 

suited to a power line environment. This project aims to investigate the 

feasibility of using radar-like spread spectrum techniques as a means of 

accurately locating the position of a power line fault by determining: 

1) The best wave shape for transmission and its required 

receiver structure. 

2) The expected range resolution of the system. 

3) The trade-off relationships between the system detection time, the 

noise handling capability and the circuit complexity (cost). 

4) The compatibility of such a system with existing PLC and PSL 

equipment, and any proposed spread spectrum PSL system [5]. 

2.0 SPREAD SPECTRUM WAVEFORMS 

2.1 Definition 

The distinguishing feature of a spread spectrum waveform is that the 

signal occupies a bandwidth greater than the minimum necessary to transmit 

the basic information being sent. This bandwidth spreading is often 

accomplished by means of a periodic code. Examples of spread spectrum 

techniques used in communications and ranging include 

1) pulsed-FM or chirp modulation where a carrier is transmitted 

whose frequency is swept over a wide band during a given time interval. 

2) time hopping, where carrier bursts are transmitted, the duration 

of each burst being governed by a periodic code sequence. 

3) frequency hopping, where the frequency of the sine wave carrier 

shifts in a periodic fashion through a finite sequence of discrete 
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frequencies, the proportion of time at each frequency being set by a code 

sequence. 

4) direct sequence, where a sine wave carrier is phase inverted by 

a pseudorandom code. 

Chirp modulation has been used almost exclusively in radar and 

frequency swept signals have been applied to fault location on transmission 

lines [1], [21. 

Time hopping has been used in communications and cable fault location 

[3]. 

Frequency hopping systems are usually used for communications rather 

than ranging because of the difficulty in constructing rapid hopping fast 

settling frequency synthesisers required for high resolution ranging. It 

has been suggested that high speed coherent frequency hoppers would be 

suitable for ranging [4], 

Direct sequence systems are widely used for both communications and 

ranging and are the main focus of what follows. The long range accuracy of 

direct sequence ranging has led to navigational use in aircraft and space 

vehicles. 

2.2 Advantages of Spread Spectrum 

1. The peak power/resolution trade-off of pulse time domain 

reflectometry is avoided by spreading the transmitted energy over a long 

time interval. 

2. Spread spectrum signals have low power spectral density and so are 

compatible with narrowband communication links occupying a small part of 

the spread spectrum bandwidth. In particular spread spectrum will be 

compatible with already existing narrowband AM and FM power line carrier 

communication links, together with radio navigation beacons which at 

present put limitations on PLC communications. 

3. Multiple spread spectrum communication links can co-exist inside the 

same bandwidth together with a spread spectrum fault locator. 

4. The correlation techniques used in spread spectrum demodulation 

perform well in high noise environments. 

5. High resolution ranging is possible and multipath effects due to 

multiple reflections and branches in the transmission line may be 

distinguished by the correlation method. 

6. Wideband signals are less vulnerable to the frequency dependent 
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distorting effects of modal propagation along transmission lines. 

7. There is the capability of monitoring the line without the presence 

of the 50 Hz line voltage. Hence clearance of the fault can be determined 

without closing the main breaker. 

3.0 SPREAD SPECTRUM RANGING 

3.1 Direct Sequence Ranging 

Fig. 1 depicts a code p(t) with a bit rate of 60 kHz (called chip rate 

R^ - 60 kHz) modulating a carrier of frequency fn - 140 kHz to produce a 

direct sequence signal; because of the 180 degree phase shifts this is 

called a biphase modulated carrier (BPSK). 

P(t) 

+1 

-1 

16.7 

y(t) - Asin(wQt) 

50 66.7 

y(t) 
- Ap(t)_sin(wQt) 

(usee) 

Figure 1. Code p(t) with R,, " ^0 kHz modulating a carrier with 
frequency fn - 1̂ 0 kHz to produce a direct sequence 
waveform. 

When this signal is transmitted down a transmission line it will reflect 
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back from the impedance discontinuity caused by any fault on the line (Fig. 

2(a)). Using signal processing techniques the relative phase of the 

transmitted code p.j(t) and the received reflected code P^Ct) may be 

determined. As shown in Fig. 2(b) the number of code bits or chips in phase 

difference between the transmitted and received codes represents the time 

taken for the code to travel to the fault and back. Knowing the velocity v 

of signal propagation along the transmission line we can calculate the 

distance to the fault as in pulse or chirp echo ranging. 

TRANSMITTER 

RECEIVER 

LINE 

INTERFACE 

transmitted 
signal 

reflected 
signal 

» 

LINE 
/ 

y fault 

Figure 2(a). Transmission line fault locator. 

PT(t) 

PR(t) 

3.5 chips I 

I 

distance of fault from transmitter - (v/2) (3.5/Rj,) 

Figure 2(b). Phase shift between transmitted and reflected codes gives 
fault location. 

3.4 Code Requirements 

Ranging codes have four basic requirements. 

3.4.1 Synchronisation : The receiver takes the reflected signal and 

slides a copy of the transmitted code past the reflected code until the two 
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codes are aligned giving the range determining phase shift. With long 

codes this can be a time consuming process but this time is reduced with 

proper selection of codes. 

3.4.2 Sensitive autocorrelation function ; The autocorrelation function 

of a code is a measure of the similarity between a code and a phase shifted 

version of itself. It is desirable that the autocorrelation function for 

ranging codes has a high value for zero phase shift and rapidly falls to 

(near) zero as the phase shift increases. This property increases range 

resolution in the face of noise, bandwidth limitation, and waveform 

distortion due to modal propagation and fault reflection. 

3.4.3 Low cross-correlation : Cross-correlation is a measure of the 

similarity between two different code sequences. Spread spectrum 

communications systems use codes with low cross-correlation to send 

different messages occupying the same bandwidth along a channel. Provided 

the ranging codes have low cross-correlation with any communication codes 

used, then ranging and communications can co-exist in the same bandwidth -

indeed the ranging code can also be used for communications [6]. 

Similarly, if ranging codes on one line have low cross-correlation with 

ranging codes used on a nearby line, then ranging measurements can take 

place simultaneously on both lines. 

3.4.4. Minimum code length : For unambiguous range estimates the 

maximum amount of slip between transmitted and received codes must be less 

than the length of the code. This means that the modulated carrier must 

stretch out for twice the maximum length of the line under investigation 

before the code starts to repeat - this requirement sets the minimum code 

length. 

3.5 Ranging Codes 

3.5.1 MLS (PN) codes : A linear code generator consists of a shift 

register and circuitry to EX-OR selected bits of the shift register and 

feed the result into the shift input of the shift register. Maximal linear 

sequence (MLS) codes are by definition the longest codes that can be 

generated by a shift register of given length. For a shift register of 

length n the MLS codes are of length N - 2" - 1 and have the following 

properties. 

1. MLS codes contain 2"*-'- Is and 2^'^ - 1 Os. 

2. If a window of width n is slid along an MLS code then each of the 
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2 non-zero binary n-tuples is seen exactly once (to avoid difficulties 

at the ends imagine the code is circular). 

The above properties ensure that in the short term a long maximal 

sequence looks like random numbers. However in the long term the sequence 

is periodic and hence is called a pseudonoise (PN) sequence. 

3. The most important property of any PN sequence 

A - laQ.aj^ ajj.;|,} 

is the behaviour of its auto-correlation function ^f^^ii-) - As illustrated in 

Fig. 3, R^(0) - N and R^(i) - -1, for 0 < i < N. 

RA(i) 

Figure 3. Autocorrelation function of PN sequence with length N. 

The index of discrimination of a code is shown in Equation (1). 

R^CO) 
- N for PN sequences, ... (1) 

max 0 < i < N ̂ A^^^ 

Codes with a large index of discrimination are desirable for communication 

and ranging because the relative phase shift of two versions of the code 

may be determined more accurately. 
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3.5.2 Golav codes : Golay codes occur in complementary pairs and have 

the following property - if A and B are an N bit complementary code pair 

then 

RA(0) - RB(°) - '̂ 

R^Ci) - -%(!) for 0 < i < N-1 ... (2) 

R^d) + Rg(i)-2N&(i) for i - 0,1,...,N-1 

Hence while both A and B have some autocorrelation sidelobes, when the 

autocorrelations are added the sidelobes cancel and a high central peak is 

left. This property of Golay codes has been used to advantage in optical 

time domain reflectometry spread spectrum fault location [7]. 

3.5.3 JFL codes : The JPL (Jet Propulsion Laboratory) ranging codes are 

constructed by modulo 2 addition of two or more PN sequences whose lengths 

are relatively prime to one another. While the resulting code may be very 

long, synchronisation proceeds by synchronising on the individual (shorter) 

codes, greatly reducing the time required for synchronisation [8], [91. 

3.5:4 Hybrid system : This modified direct sequence ranging technique 

uses a short quickly searched code for fine range resolution. Ambiguity in 

range is resolved by modulating with a digital pattern whose bit rate 

equals the PN sequence repetition rate and whose period exceeds the 

propagation delay of the largest range to be measured [10]. 

3.6 Range Resolution 

The basic range resolution capability is to within the distance 

travelled by the signal down the cable during one half a chip period. The 

higher the chip rate the greater the number of chips delay between the 

transmitted and received signal and hence the greater the resolution. 

However, many direct sequence systems can resolve range to within one tenth 

of a chip period. 

Fig. 4 illustrates the power spectral density G^(f) of a PN sequence 

with chip rate R^ and length N modulating a carrier of frequency fQ. The 

spectrum of this BPSK waveform consists of a suppressed carrier and 
2 

discrete lines separated by R^/N with a [sin(x)/x] envelope. As N 

increases the spectral lines move closer together, approximating white 

noise. 

Here we see a range/resolution trade-off as higher chip rates give 

better resolution but require wider bandwidth. RF bandwidth restriction 

degrades the autocorrelation function (Fig. 5) and hence will lead to 
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degraded range resolution. Many PN ranging systems transmit only the main 

lobe with bandwidth 2R^ which contains 90% of the direct sequence power. 

• ' ' * • • ^ 

f0-2Re fo-Rc 

GA(f) 

RC/N 

' ' » * 

fo+Rc f0-H2R̂  

Figure 4. Power spectral density of PN sequence of length N and chip 
rate R^, biphase modulating a carrier of frequency fQ. 

R^d) 

Figure 5. PN autocorrelation function with bandwidth restriction. 
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4.0 SECV POWER LINE CARRIER SYSTEM 

Power authorities worldwide maintain communication links over 

transmission lines for the operation of voice communication channels and 

the sending of protective relaying, telemetering and control signals. 

These high frequency links transmit single sideband AM and FM signals and 

are known as power line carrier (PLC). 

4.1 Coupling Methods 

Fig. 6 shows a typical PLC coupling to a transmission line. In 

Australia, Department of Communications regulations require the carrier 

signals to be injected between two phases of the one transmission circuit 

or, alternatively, betwen one phase of one line and one phase of another 

line on the one easement. 

Connection of the carrier equipment to the power line is achieved 

either by using the capacitor section of the capacitive voltage 

transformers or by using a separate h. v. capacitor. From the low voltage 

side of the CVT there is a drain coil to ground which provides a low 

impedance path at the 50 Hz power frequency but which has significant 

impedance at PLC frequencies. The drain coil protects the communication 

system from overvoltages. 

The coupling capacitors are connected to the line matching unit (LMU) 

shown in Fig. 7. The LMU converts from the 600 ohm balanced power line 

signal to the 75 ohm unbalanced signal output from the communications room. 

To isolate the carrier signal on the power line from the local station 

bus, line traps are installed between the coupling capacitors and the local 

station switchgear (Fig. 8), These line traps have tuning packs to set the 

line traps to the particular carrier frequencies used on that line. 

4.2 PLC Frequencies 

The LMU in the switchyard is connected to a separation filter group 

(SFG) inside the communications room. This consists of a combination of 

four lowpass or highpass filters which splits PLC communications into three 

frequency bands : 80 - 200 kHz, 200 - 400 kHz and 400 - 500 kHz. 
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Figure 6. Typical PLC line interface used by the SECV 
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t o C C . 

C C . : coupling capacitor 

DR: drain coil 

g : protective device 

k: knife switch 

Figure 7. Line matching unit, 

line 

600XI.X 

I m H 

O.OOOSAtF 

/ypf^yroo-
25 mH 

P: protective device 

line 

• " ~ 0.003/^F 

Figure 8. Line trap with tuning pack. Resistive component of 
impedance is at least 600 ohm from 80 - 480 kHz. 
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5.0 SYSTEM DESIGN 

To experimentally investigate the feasibility of spread spectrum fault 

location a spread spectrum transmitter and receiver is being constructed. 

For maximum flexibility digital signal processing techniques have been 

decided upon with D/A and A/D data converters in the transmitter and 

receiver respectively. For the initial measurements data analysis will be 

done in none real time on a mainframe. 

5.1 Predicted System Performance 

With the transmitter and receiver at the same end of the line, the 

signal input to the receiver consists of the high power transmitted signal 

combined with the much fainter reflected signal. Attenuation of the 

reflected signal can easily reach 50 dB so that in order to record the 

reflected signal with sufficient accuracy we will need a 12 bit A/D. 

To combat line noise in the receiver we will provide for averaging 4095 

code sequence periods to give 36 dB improvement in the SNR. Interference 

from the transmitted pulse will then be the major factor limiting system 

performance. 

Basic system design equations are as follows: 

1) From [11] we assume 6 dB coupling and shunt losses (one way) -

also we estimate 6 dB signal loss in reflecting off the fault. Hence 

^RX " ^TX - 18 - 2ad ... (3) 

where P̂ ĵ  is the transmitted power (dB), Pj^ is the received power (dB), a 

is the attenuation (dB/km) and d is the distance (km) to the fault from the 

transmitter/receiver. Maximum range is calculated by requiring a ratio of 

50 dB of transmitted voltage to received reflected voltage. This gives 

approximately 4 bits of reflected voltage at the A/D and implies 16 dB of 

one way attenuation so that 

dmax- (PTX - PRX " 18)/2a - 16/a ... (4) 

2) Assuming signals propagate along the transmission line with the 

speed of light c 

range resolution - c/(2Rp) • • • (5) 

3) Minimum code length - 2djj|̂ jj/(c/R̂ ) ... (6) 

4) With a sample frequency fg the length of memory required for a 

code of length 1023 is 1023fg/R^ ••• (7) 

In Table 1 we predict system performance at three different bandwidths 
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- typical attenuations for a 138 kV line at the given carrier frequencies 

are taken from [11]. 

Wider bandwidth codes have higher resolution but lower range due to 

increased attenuation at higher frequencies - this will be partly 

compensated for by the lower noise at higher frequencies. The resolutions 

in Table 1 compare favourably with the 5% resolution attainable with the 

impedance measuring method currently used by the SECV, 

Techniques to further increase the range of the system include 

(a) the use of a resistive, inductive or semiconductor hybrid to 

reduce the magnitude of the transmitted signal entering the receiver 

and (b) the use of increased dynamic range in the receiver eg. using a 

16 bit A/D instead of a 12 bit A/D. 

Table 1. System performance at different bandwidths. 

1 1 BWĵ  1 BW2 1 BW3 

1 1 80 - 200 kHz 1 200 - 400 kHz | 80 - 500 kHz 

1 carrier fp (kHz) | 140 | 300 [ 290 

1 chip rate R,, (kHz) | 60 | 100 | 210 

1 attenuation a (dB/km) \ 0.08 | 0.15 | 0.16 

1 fg (MHz) 1 . 2.5 1 5 1 5 

1 range resolution (km) | 2.5 | 1.5 | 0.71 

1 range (km) \ 200 1 107 [ 100 

I m.inimum code length | 80 | 72 | 140 

1 memory required for | 1 1 
1 code of length 1023 | 42.625 | 51.15 | 24.36 
1 (kWords) 1 1 1 

5.2 Data Analysis 

Fig. 11 illustrates the data analysis process that will be carried out 

on the mainframe computer. The data consists of L - Nfg/R^ digitised 

samples of one complete received code sequence length - these points 

consist of some of the transmitted signal together with the reflected 

signal and noise. 

Implementation of the software hybrid will probably rely on a template 
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recording made without any fault present on the line. Perhaps simply 

subtracting the template from the recorded data will be sufficient or 

perhaps an adaptive algorithm will be necessary to implement the hybrid. 

The sequence of points XQ.X^^ , , . . .x̂ .̂ ^ resulting from the hybrid 

processing is multiplied by the L digitised points of the circularly 

shifted generating PN (for example) sequence, Sjĵ.ajĵ ĵ̂  '̂ n̂+L-l ^^®^® 

0 <- m <- L - 1 and + denotes addition modulo L. The DFT of this 

product is calculated at the carrier frequency fQ 

k-L-1 

X^[exp(jWot)] - '̂ k̂ k+m̂ '̂ P̂ -Ĵ ^ kfo/fg)] .. (6) 

k-0 

- Nfg/R^ . data 

SOFTWARE 
HYBRID 

1 ' 

X 

y r 

X̂ j - F[exp(jw 

1 > 

points ( transmitted signal 
•f reflected signal 
+noise ) 

0̂ )] 

DELAY 
m 

*i+m 

PN 
SEQUENCE 

*i 

fault 

IX^I 1 

— m 

Figure 9. Data analysis on the mainframe. 
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A graph of jXjjjl versus m should reveal peaks corresponding to impedance 

discontinuities on the line. Hopefully the m axis can be calibrated for 

distance from known reflection points on the line (line transpositions or 

branches). 

Taking the DFT is equivalent to passing the signal through a very 

narrow bandpass filter and is a noise reducing process. With a PN code of 

length 1023 the correlation process has a voltage index of discrimination 

of 60 dB. If this figure is realised in practice it is possible that the 

correlation process will reveal the fault location even without first 

removing the transmitted signal. 

5.3 Signal Processing Hardware 

Fig. 10 illustrates the block diagram of the system being constructed 

using the Eurocard format for modular development and expansion. 

The waveform to be sent out is software generated and then downloaded 

into battery backed up static RAM in the waveform transmitter. A 

transmitter controller board is then used to transmit in a periodic manner 

the waveform stored in the RAM - this goes out through a D/A converter to a 

reconstruction filter, is amplified by a broadband amplifier and then goes 

through an interface to the LMU and onto the line. 

The amplifier output, together with any reflected waveform after it has 

passed through an anti-aliasing filter, is fed back into the receiver front 

end. After a set number of cycles through the TX RAM the receiver is 

triggered and, under control of a receiver controller board, an A/D 

samples a full code sequence length cycle of the incoming waveform and the 

samples are stored in the receiver static RAM. The receiver will also have 

the capability to average up to 4095 incoming waveform cycles. 

The received waveform is then downloaded from the receiver RAM onto 

floppy disc for analysis on a mainframe computer. 

5.3.1 Sampling Rate : Initial tests will be in the range BWj_ - 80 - 200 

kHz but we also anticipate operation in the frequency ranges BW2 - 200 -

400 kHz and BW3 - 80 - 500 kHz, corresponding to the PLC frequency bands. 

For BW2 and BW3 we sample at 5 MHz (Nyquist frequencies 800 kHz and 1 MHz 

respectively) and we sample at 2.5 MHz for BŴ ^ (Nyquist frequency - 400 

kHz) - these rates apply to both the transmitter and receiver. 

Oversampling simplifies the design of the reconstruction and anti-aliasing 

filters. Fourth order Bessel filters have been chosen for their constant 
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Figure 10. Data acquisition system block diagram. 
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group delay characteristic. 

5.3.2 Dynamic Ran^e • Power line noise figures in [11] indicate that in 

fair weather there may be as little as -24 dBm of noise on a 138 kV line in 

BWĵ  - 80 - 200 kHz. Assuming 47 dBm (50 Watts) of power output from the 

amplifier, we see that a 12 bit D/A in the transmitter is justified. The 

large transmitted signal component going into the input to the receiver 

necessitates a 12 bit A/D. 

5.4 Line Interface 

Fig. 11 illustrates two possible line interfaces. Without the hybrid 

the transmitted and reflected signals are attenuated equally and fed to the 

receiver - the transmitted signal component would be removed using 

software as the start of the data analysis. 

In order to reduce the transmitted signal entering the receiver a high 

power wideband resistive hybrid may be constructed out of three 75 ohm 

resistors - however this has the disadvantage of dissipating half the 

transmitted and received powers. Assuming that the resistive hybrid 

attenuates the transmitted signal fed back to the receiver by 10 dB and 

that 50 W. of power is output from the RF amplifier, then the hybrid 

increases the ranges in Table 1 by about 10%. 

from TX 

filter 

to 

RX 

BROADBAND 
RF 

AMPLIFIER 

• A/D 

1 1 

1 1 
I J 

y 1 

75 
OHM 

ATTENUATOR 

SFG 
200 kHz 
LOW PASS 
FILTER 

LINE 
MATCHING 
UNIT 

Figure 11. Line interface for BW-,̂  - 80 - 200 kHz. with attenuator, and 
with (possibly) a hybrid. 

The configurations of Figs. 10 and 11 have both the transmitter and 

receiver located at the same end of the line under investigation which 

requires the operation of either a hardware or software hybrid. This 

complication could be overcome by having the receiver at the opposite end 

of the line to that of the transmitter. While the received signal is 
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reduced in strength, this is compensated for by by not having a strong 

transmitting signal feeding straight into the receiver. 

6.0 CONCLUSION 

The design of a data acquisition system to investigate the possibility 

of using wideband spread spectrum techniques to locate faults on 

transmission lines has been outlined. Spread spectrvun signals have low 

density power spectra and hence have low mutual interference with many 

other types of communication methods; also correlation techniques perform 

well in high noise environments. Existing power line carrier and 

signalling equipment will be used. Analysis shows that ranges up to 200 km 

can be expected, with range resolution from 2.5 km to 0.71 km depending 

upon the available bandwidth. A subsequent paper will detail the 

electronic design of the data acquisition system which is under 

construction. 
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Digital siMUIdlIdh 6t fault location on EHV lines 
using wideband spread spectrum techniques 

V. Taylor 
M. Faulkner 
A. Kalam 
J, Haydon 

Indexing terms: Digital simulation. Fault location on power lines 

Abstract: Spread spectrum techniques perform 
well in high-noise environments such as power 
lines, and their use in radar ranging is well known. 
Existing power line carrier (PLC) equipment may 
be used to transmit a direct sequence signal down 
a faulted EHV line. The fault position may then 
be calculated from correlation analysis of the 
reflected waveforms. This fault-location process 
has been simulated on a digital computer by 
taking into account the frequency variation of the 
PLC interface and line parameters over the spread 
spectrum bandwidth. The effect of waveform char­
acteristics and fault location are examined for a 
1(X) km double transposed line with a single phase 
to ground fault. Results indicate that permanent 
faults may be located to within 0.5 km. 

List of symbols 

/o = carrier frequency 
Re = code bit (chip) rate 
L = code length 
fs = sample frequency 

= number of sample points in digitised wave­
forms 

= sampled line model output (k = 0, 1, . . . . Np 
- 1 ) 

= sampled bandlimited code (/c = 0, 1, . . . , Np 
- 1 ) 

= reflections at sending and receiving end 
0 = 0,1,...) 

= primary fault reflection at sending end 
= line length 
= transposition matrix 
= voltage and current transforms 
= series impedance and shunt admittance 

matrices 
ZQ, YQ = characteristic impedance and admittance 

matrices 
= voltage eigenvector matrix 
= incident and reflected voltage transforms 
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Vg. Is = sending end voltage and current transforms 
^R' IR = receiving end voltage and current transforms 
Ep, Vf = transform of total voltages at point of fault 
^ss^ hs = prefault sending end voltage and current 

transforms 
^RS'IRS = prefault receiving end voltage and current 

transforms 
Vps = transform of prefault voltage at point of fault 
Vsp, IsF = sending end voltage and current transforms 

due to fault 
^RF' IRF = receiving end voltage and current transforms 

due to fault 
Epp, Vpp = transform of voltages due to fault at point of 

fault 
Vj-x = transmitted PLC signal 
Ys = total sending end admittance 
YR = total receiving end admittance 
fls = transmitter admittance vector 
X = distance to fault from sending end 
Rp = fault resistance matrix 
y = propagation constant matrix 

1 Introduction 

Electricity supply authorities worldwide are subject to 
increasing power supply demands, so that there is always 
a need for quicker and more accurate fault-location 
methods to improve the quality of supply and to decrease 
outage times. Some faults, such as those due to high-
voltage breakdown, require the presence of the mains 
voltage to be observable, and others, called permanent 
faults (e.g. a conductor shorted to ground), can be meas­
ured on de-energised lines [1]. More than 50 years of 
research into both types of faults [2, 3] have produced 
two different approaches to remote sensing of the fault 
position: passive and active sensing. 

7.1 Passive sensing 
These fault-location methods are based on the measure­
ment of waveforms that exist immediately after fault 
inception. Typically these signals consist of a steady-state 
power frequency sinusoid, together with transient high-
frequency components and an exponentially decaying 
DC value. Some algorithms are based on power fre­
quency lumped parameter transmission line models, and 
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they iLî iiiid mijiniig lO cAiriici tne sieady-state fault 
signals. Later research attempted to incorporate the high-
frequency transient travelling waves by using more 
sophisticated line models. 

The performance of reactance-measuring devices have 
been improved by compensating for nonzero fault resist­
ance and nonzero fault reactance due to double end feed 
lines, load current and remote end feed [4-7]. In Refer­
ence 5 faults on a 71.2 km long trnsmission line were 
located to within 1 km. 

The Newton-Raphson method is applied in Reference 
8 to estimate the power frequency voltages and currents 
using a least-squares method; faulted transmission line 
equations are solved for Rp and x. In Reference 9 the 
Newton-Raphson method is used to solve equations 
derived using steady-state superposition on a lossless 
faulted line. The s-domain lumped parameter circuit rep­
resentation of a transmission line may be transformed 
into the z-domain for sampled data analysis. This method 
is used in Reference 10 were field tests on a 167.5 mile 
long line with a fault at x = 112 miles estimated the fauh 
location at x = 110.9 miles. 

A lumped parameter model of the line is derived using 
least-squares analysis on voltage and current measure­
ments in Reference 11; the fault-location algorithm also 
estimates Rp and does not require filtering of the high-
frequency transients. However, the model neglects shunt 
capacitance and so is limited to lines less than 50 miles 
long. The superposition theorem using the Laplace trans­
form is applied in Reference 12, whereas Reference 13 
models the line using the telegraph equations. Corre­
lation techniques have been used in References 14 and 15 
to measure the time delay between voltage surges gener­
ated by the fault, from which the fault location is calcu­
lated. 

1.2 Active sensing 
In these methods the fault is located by measuring signals 
that result from sending a known waveform down the 
line; in particular we look at the radar-like techniques 
based on the analysis of travelling waves. Pulse echo 
ranging and FM fault-location equipment is described in 
References 16, 17 and 18. The range accuracy of pulse 
reflectometry can be improved only by increasing the 
transmitted power, whereas the accuracy of a continuous 
chirp FM fault locator may also be improved by trans­
mitting a waveform with a higher bandwidth X period 
product. These reflectometry methods work on de-
energised as well as energised lines, so that it is possible 
to determine if a permanent fault has been cleared 
without reclosing the mains breakers. 

This paper considers the transmission of a direct 
sequence spread spectrum as an active sensing waveform, 

2 Spread spectrum waveforms and ranging 

A direct sequence [19] spread spectrum signal consists of 
a sinewave carrier multiplied by a periodic code which 
jumps in a noise-like manner (hence pseudonoise or PN) 
between -I-1 and — 1. This waveform is also described as 
biphase shift-keyed (BPSK). Spread spectrum modulation 
methods have been previously proposed for protection 
signalling links on power Hnes [20]. 

The use of direct sequence waveforms for ranging is 
well known [21], and is illustrated in Fig. 1 to find trans­
mission line faults [22]. A BPSK signal is transmitted 
down the line and the signal reflected from the fault is 
recorded. If the speed of propagation of the signal along 

the Une is known, then, by measuring the phase shift 
(time delay) between the transmitted and received codes, 
the distance to the fault may be calculated. 
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Fig. 1 Transmission line fault locator 

15 

For unambiguous range measurements the code 
should be long enough to stretch over twice the Une 
length. Fault positions may be measured to within the 
distance travelled by the code during one-half of a bit 
period. Shorter-duration bit periods (higher chip 
frequencies) give greater range resolution at the expense 
of increased bandwidth. 

3 Power line carrier fault location simulation 
model 

The simulation program which has been developed can 
be used to model the steady-state voltage distribution 
estabUshed on a polyphase transmission Hne (both 
faulted and unfaulted) when any arbitrary periodic wave­
form is transmitted down the power line carrier (PLC) 
communications links. The program takes into account 
line transpositions and models the frequency variation of 
the line matching units, coupling capacitors, line traps 
and line parameters. Fig. 2 illustrates the simulation of 

PN 
generator 

PLC line 
interface 

transmission 
line model 

correlation 

coefficient 

PLC line 
interface 

Fig. 2 Direct sequence fault-location simulation 

sending a periodic BPSK signal down a faulted three-
phase power line, the measurement of reflected wave­
forms and subsequent data analysis to locate the fault 
position. 

The transmitted signal and data analysis blocks are in 
the time domain. The line model and PLC interface are 
frequency-dependent and are described in the frequency 
domain. The discrete Fourier transform (DFT) is used to 
change the transmitted waveform to the frequency 
domain, and the inverse discrete Fourier transform 
(DFT~^) changes the received signal back to the time 
domain. 
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In this paper only the maximal length sequence codes 
[19] are considered, because they are simple to generate 
and the autocorrelation function allows accurate phase 
measurements. The power spectral density of these codes 
has a sinc^ envelope, and, as indicated in Fig. 2, the code 
is band-limited by the lowpass filter (LPF) so that after 
mixing with the carrier frequency /Q the direct sequence 
BPSK waveform being transmitted has a bandwidth of 
IR^ centred on/o. 

The best results are obtained if the code period is an 
integral multiple of the carrier period, so that the fre­
quency spectrum consists of discrete lines separated by 
the BPSK repetition frequency RJL. The DFT requires a 
sampled version of the transmitted waveform. The 
Nyquist condition states that the sample rate f must 
be more than twice the highest transmitted frequency 
{Re +/o)- The sample period should also divide the code 
repetition period into equal intervals, so that the number 
of sample points in this period is Np = {L/R^)f. Np is the 
size of the data window used for both the DFT and 
DFT"' routines. 

The BPSK Fourier coefficients from the discrete 
Fourier transform (DFT) block are fed into the line inter­
face and power line models which enable the output 
voltage and phase to be calculated from each separate 
frequency. The simulation can be performed for both 
energised and de-energised lines. 

3.2 Data analysis 
The Fourier coefficients of the required waveform calcu­
lated above are treated as phasors and converted to time 
(DFT~'). This time-domain waveform >';; for ^ = 0, 1, ..,, 
Np - 1 is then multiplied by a digitised time-shifted copy 
of the transmitted bandlimited PN code p^, and this 
product is passed through a bandpass filter (BPF) 
centred on /o with a bandwidth of RJL. This is accom­
plished by calculating the Fourier coefficient at the 
carrier frequency using the DFT (the subtraction in p^_„, 
is modulo Np, since the waveform is repeated every Np 
samples) 

y„[exp(i27t/or] 

= (2INp) X [>';kP.-.exp(-i27r/c/o//,)] 
k = 0 

for w = 0, 1, . , . , Np — 1 

The magnitude of this Fourier coefficient, which in this 
paper is referred to as the correlation coefficient, is then 
plotted as a function of sample delay m, measured in 
sample periods 1//̂ ). 

3.2.1 Fault-location algorithm: This correlation graph 
consists of a series of peaks, each peak resulting from line 
reflections; the magnitude of any peak gives the magni­
tude of the corresponding reflection arriving at the meas­
uring point, and the phase delay of the peak tells us the 
location of the impedance discontinuity causing the 
reflection. This may be illustrated by looking at the 
lattice diagram of Fig. 3, which shows the reflection 
pattern formed on a 100 km double transposed line with 
a fault at 90 km from the transmitter. Reflections are 
caused by the transpositions, line ends and faults. The 
correlation coefficient for the signal at the sending end of 
an unfaulted line, for example, will consist of peaks that 
correspond to the signals SO, SI, S2, and so on; the fault 
will add correlation peaks for the other reflections shown. 
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In general, a correlation peak will not line up with a 
sample delay point, and so some form of interpolation is 
necessary. In the simulation results discussed below the 

sending , 
end ^ 

transpositions 
Tl T2 

D=1001<m I 
fault 

_^ receiving 
I end 

' x-90km 
Fig. 3 Lattice diagram for 100 km double transposed line with fault at 
X = 90 km. The numbers at each line end are the sample numbers, 
assuming that the signals travel with the speed of light and the sample 
frequency is 0.6 MHz 

true correlation peak is estimated by fitting a quadratic 
expression to the point with the local correlation 
maximum and the two adjacent points. The time delay of 
the quadratic maximum is then taken as the signal phase 
delay. All fault positions are calculated by comparing the 
phase delay of the fault reflection with the phase delay of 
a reference signal that has traversed a known distance. 
For waveforms at the sending end, for example, the refer­
ence may be taken as the primary reflection from the line 
end (S3 in Fig. 3). 

4 PLC line interface 

The spread spectrum signal covers a wide frequency 
range, so it is important to model the frequency depend­
ency of the power line carrier interface between the com­
munications room and the EHV lines. For compatibility 
with existing PLC equipment we are interested in the fre­
quency range 80-200 kHz. 

4.1 PLC sending and receiving end network 
equations 

The PLC sending end and receiving end networks are 
each coupled to the same conductors, and are illustrated 
in Figs. 4 and 5. The transmitted signal is fed through a 
resistive hybrid to the line matching unit from which it is 
coupled to two phases of the transmission line through 
the CVT capacitors. Voltages measured at the transmit­
ting end are recorded across a 75 Q resistor connected to 
the hybrid. At the receiving end there are the same CVT 
capacitors coupling into a line matching unit, which feeds 
the line signal to the receiver, which is modelled as a 75 fi 
resistor. Both ends of the coupled lines are terminated to 
ground through line traps, and both ends of the 
uncoupled line are terminated to ground directly. These 
terminations are typical for de-energised lines. 

The PLC networks at the transmitting and receiving 
ends are represented by the admittance matrices Yg and 
Yn, respectively. Each matrix is composed of components 
due to the line matching units and CVT capacitors. The 
admittance value on the uncoupled short circuit line is 
represented by a 'large' number. At the sending end the 

75 



efr»;sr̂ ^7^c'.̂ a'̂ tfajfjhma ,̂i"tritt/"OL"Tt,'yrcscifced by an admit­
tance vector as, to give the boundary condition equa­
tions at each end 

h=-ysVs + as Vr, 

IR = ^R ^R 

unit length matrix Y for any given frequency. Denoting 
by V the modified Fourier transform of the voltage on 
the hne, Wedepohl showed that the wave equation 

d^V 
ZYV 

J. 
Fig, 4 PLC transmitting and receiving end network 
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Fig, 5A Line matching unit 

1.06mH 

to CVT 
*• capacitors 
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600n 0.173mH 2.94nF 
/~Y-Y-y-\ ' II 

Fig, 5B Line trap 

The voltage £5 of Fig. 4 is given by £5 = £1 -I- £2 ' where 

£1 
P{s) ,, M(s) 

^2 = 777:: (^Li - Ki) 'TX 
Q(s) •- ^ N{s) 

where P{s), Q{s), M{s) and N(s) are polynomial functions 
of the Laplacian operator s, and F î and Vi^2 ^r^ the 
phase voltages on the coupled lines at the transmitter 
CVT capacitors. Similar equations hold for the voltage 
£j{ at the receiver end, so that the voltages measured in 
the communications rooms at the transmitting and 
receiving ends are, respectively 

K;̂  = 0 .5£,-0 .125K TX 

'RM — £ « 

5 Polyphase transmission line simulation model 

The simulation program uses the polyphase transmission 
line model based on the distributed parameter modal 
analysis method developed by Wedepohl and others [24, 
25]. This uses the line geometry, conductor and earth 
wire parameters and earth resistivity to derive the imped­
ance per unit length matrix Z and the admittance per 

has the solution 

V = &x^{-\i/x)Vi-\- exp (lAx)K, 

exp ( —î x) = S exp { — yx)S~^ 

Here S is the eigenvector matrix and y is the eigenvalue 
matrix of the matrix ZY;S defines the different propaga­
tion modes on the polyphase transmission line. The 
diagonal matrix y gives the propagation constants for 
each mode. For any phase voltage vector V, S~^V gives 
the modal components of V. The current on the line is 
given by 

/=yo[exp(-.A^)F;-exp(.Ax)KJ Yo = Z-' SyS - 1 

YQ is the characteristic admittance of the line. 
The basic equations that describe travelling wave 

phenomena on a polyphase transmission line may be 
implemented [26] by either: evaluating the ABCD trans­
mission parameters for the Une; or calculating the 
forward and backward travelling waves Vf and V, using 
the reflection factor method. 

Here we consider the steady-state case in which the 
mains power has been disconnected and any fault 
remains as a resistance from the line to ground. By 
adapting the superposition theorem as applied by Johns 
and Aggarwal [27], the waveforms generated when a 
signal is transmitted down a faulted line may be 
expressed as the sum of two related waveforms. As illus­
trated in Fig. 6 for earth faults, the total waveform (Vj-x 
and Vps active, Epp = — Vps on the faulted line) is equal 
to the waveforms generated on a healthy line {VTX and 
Vps active, Epp removed) added to the waveform modifi­
cation generated by the fault (Vj, and Vps removed, 
Epp = — Vps on the faulted line). At the sending end, for 
example, we have Vs = Vgs + KJF • 

The simulation studies presented in this paper were for 
a 100 km horizontal three-phase line and were pro­
grammed on a Cyber 932 mainframe computer with a 
machine constant e = 7.1054 x 10"^^ With the ABCD 
parameter method, truncation errors limited the accuracy 
of the above superposition equations to about 1 % at fre-
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quenci . 
higher frequencies. 

rapidly at 

5.1 Reflection factor method 
In evaluating the hyperbolic sinh and cosh functions 
required for the transmission parameters a positive expo­
nential is added to a negative exponential. For high PLC 

6.1 Discussion of results 
The power line carrier program was used to investigate 
the correlation function and calculated fault positions 
for faults with distinct resistances on different lines at 
various positions from the line ends. The accuracy of the 
fault-location algorithm was compared for waveforms 
recorded at each end of the line. 
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Fig, 6 Faulted line reflection factor model for homogeneous lines, illustrating superposition 

frequencies and/or long line lengths the exponents 
become large and excessive truncation errors are 
incurred. In this case the reflection factor method, illus­
trated in Fig. 6, must be used [26]. This method reduces 
truncation errors by taking as unknowns the voltages at 
opposite ends of a homogeneous line travelling in 
opposite directions (e.g. voltages Fj and Fj in Fig. 6), For 
the homogeneous line 

M = exp( —i/'x) N = exp [ - i/'(D - x)] 

and the voltage reflecting off the receiving end is Ft = 
K,NVi where K,. is the reflection factor 

Kr = (Yo+Y^r'{Yo-Yj,) 

for receiving end admittance termination YR . 
It is more complex to take into account the transposi­

tions using the reflection factor method. A boundary con­
dition at one end of a transposed line section can be 
converted to an equivalent boundary condition at the far 
end of the line through a process of compression. The 
reverse process re-expands the line to recover the volt­
ages at line ends. 

With Epp = 0 the compression technique may be used 
to transfer the receiving end boundary condition of eqn. 2 
to an equivalent boundary condition at the transposition 
closest to the transmitter. The prefault signals can then 
be evaluated. 

The fault waveforms are calculated with the voltage 
sources Vj, and Vps short-circuited, Epp set equal to 
- Vps on the faulted line and the end networks of Fig. 6 
replaced with the equivalent boundary conditions at the 
ends of the homogeneous line section in which the fault 
lies. 

The total waveform is calculated with the end net­
works of Fig. 6 replaced with the equivalent boundary 
conditions at the ends of the faulted homogeneous line 
section, leaving Vj-, intact and putting Epp = — F^j. 

6 Fault-location simulation studies 

Direct sequence spread spectrum fault location has been 
simulated on a computer model of a three-phase horizon­
tal line of length 100 km with two transpositions, as illus­
trated in Fig. 7; a full list of line data is included in the 
Appendix. All studies are for a double-ended system and 
only single phase to ground faults have been simulated. 
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Unless otherwise stated, the simulation graphs are for 
a single phase to ground fault with R^ = 1 Q on line 2 at 
a distance x = 90 km from the transmitter. The lattice 
diagram showing the main reflections for this fault posi­
tion is seen in Fig. 3. The parameters for the direct 
sequence waveform used are/o = 140 kHz, R^ = 60 kHz 
and L = 1023, with a samphng frequency/^ = 0.6 MHz. 

6.1.1 l\/lodal propagation characteristics: It is well 
known [28] that the modal propagation vectors on a 
horizontal three-phase line are virtually independent of 
frequency and are equal to Clarke's diagonal components 

S * 

1 
1 

0 

1 
~ 2 

1 
2 
1_ 

The attenuation and speed of propagation of each mode 
at 140 kHz was calculated by the program as 

aj = 0.206 dB/km 

V2 = 2.92275 X 10* m/s 

ai = 1.34 dB/km 

Vl = 2.73221 X 10* m/s 

aj = 0.0334 dB/km 

V3 = 2.98593 X 10* m/s 

As the different modes progate along the line they slide 
past each other, producing interference effects character­
istic of a standing wave pattern on a multiline system. 

6.1.2 Waveforms recorded on unfaulted lines: In Fig. 
8A the correlation coefficient for the unfaulted line wave­
form VSSM is plotted. The large peak SO corresponds to 
the transmitter feeding through the hybrid into the wave­
form recorder; immediately after this peak are 60 kHz 
side lobe ripples due to the bandwidth restriction of the 
MLS code. The reflections from the transpositions and 
the ends are labelled as in Fig. 3. The floor level of the 
graph («6.7 X 10"*) is set by the residual correlation of 
the MLS code. For a code length of 1023 the floor level is 
X1/1023 of the correlation maximum, which in this case 
is SO. The trough S4 is due to cancellation between the 
reflected waveforms and the residual correlation of the 
transmitted signal. 

We can use the correlation peaks SI, S2 and S3, 
corresponding to primary reflections off impedance dis­
continuities of known locations (two transpositions and 
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the-isoL,«>'!>.Tra.7'̂ fi'"jan\'?jn.jPTiroT.T?.Ti,'GiPî i-axis in terms of 
distance. In Table 1 the signal speeds calculated from 
local correlation maxima are recorded. It may be seen 
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Fig. 7 Line transposition scheme, showing line numbering 
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line Direct sequence parameters: fo = 140 kHz, /?, = 60 kHz. L = 1023 

1.0x10 
200 400 600 800 

sample delay (sample trequency = 0 6MHz) 
Fig, 8B Correlation coefficient for V^^ at sending end for fault at 
x = 90 km with R^ = 1 ii on line 2 and line 1 

FL = 2 
FL= 1 

Tab le t : Average signal speeds ( x 10* m/s) as calculated 
from unfaulted line reflections 

SI S2 S3 

2.97288 2.97271 2.95636 

that the average signal speeds of the different reflections 
vary by something like 1 %; this limits the accuracy with 
which faults may be located. These speeds lie between the 
speeds of propagation of mode 2 and mode 3; this shows 
that signal propagation is principally due to the lowest 
attenuation modes. 

6.1.3 Waveforms recorded on faulted lines: The corre­
lation coefiicients for the two waveforms VSM measured 
when the fault is on line 2 and line 1, respectively 
(FL = 2, 1), are illustrated in Fig. 8B. In both cases the 
primary reflection from the fault is clearly visible and the 

extra ripples in the graph for sample delays greater than 
about 420 are due to extra line reflections caused by the 
fault. When the fault lies on line 1, to which the PLC 
equipment is coupled, the reflection from the fault is 
greater than the reflection from the receiving end, 
whereas the reverse holds when the fault is on line 2 
(uncoupled line). 

By using S3 as the reference in Fig. 8B. the fault posi­
tion on line 2 is calculated as x = 89.75 km (see Table 2). 

Table 2 : Fault positions calculated using the faulted line 
reflections S3 as reference at the sending end 

True Faulted Fault Calculated 
fault line resistance fault 
position position 

km 
90 
90 

n 
1 
1 

km 
89.75 
89.77 

To investigate the effects of the PLC interface circuitry 
on the fault-location accuracy a simulation run was per­
formed with purely resistive line traps and line-matching 
units (CVTs removed); the corresponding fault position 
estimate was 90.02 km. We conclude that the PLC inter­
face circuitry has a degrading effect on the accuracy of 
the measurements. 

6.1.4 Voltage distribution along line: As mentioned 
above, the magnitude of the voltage recorded at the line 
ends depends on which line is faulted. To investigate this 
relationship, the true r.m.s. voltage distribution along the 
line when a 140 kHz sinewave is transmitted is plotted in 
Figs, 9a and b shows the true r.m.s. voltage distribution 
along the Hne when the direct sequence spread spectrum 
signal is transmitted. 

Looking first at the narrow-band signal, the character­
istic transmission line standing wave pattern with peaks 
separated by ;./2 ^ c/(2 x/o) = 3.0 x 10V(2.0 x 140.0 
X 10 )̂ = 1.07 km is evident. This is the interference 

pattern that results from line reflections owing to imped­
ance mismatches at the transpositions and at the line 
ends. In the direct sequence plots, the rapid oscillations 
in the standing wave pattern of each individual spectral 
component that constitutes the broad-band waveform 
sum to zero, leaving only the more gradual voltage varia­
tion due to modal propagation and cancellation, which is 
also evident in Fig. 9a, 

From the modal characteristics listed in Section 6.1.1, 
it is clear that mode 1 decays rapidly; however, reflec­
tions at the transpositions and the ends will regenerate all 
the modes. The short-lived ripples on each line in Fig. 9b 
at the receiving end and on the transmitter side of each 
transposition are caused by interference from reflections. 
Signal propagation on the centre line is principally due to 
mode 3 [28] and so has less attenuation than waveforms 
on the outer lines; however, on the far side of each trans­
position on the centre line the rapid decay of mode 1 
over about 10 km can be seen. Modes 2 and 3 slide past 
each other as they propagate along the line, their relative 
phases changing by 180° each 50 km; this will have the 
effect that the magnitudes of the voltages on the outer 
lines will be inversely related. This is in fact seen in Fig. 
% for the voltages on lines 1 and 2, lines 1 and 3 and 
lines 2 and 3 for each of the three successive homo­
geneous line sections. 

By the principle of reciprocity, the strength of the 
reflection from a fault at any position on any line is pro­
portional to the magnitude of the prefault voltage at that 
particular point. In particular, from Fig. % it can be seen 
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that t h ^ ^ ^ ^ — ^ M ^ ^ ^ ^ ^ f e ^ fault on line 
3 near the second transposition, and that the graph in the 
preceding section for a fault on the uncoupled line at 
X = 90 fcm is close to its worst case. 

40 60 80 
distance along hne, i<m 

b 
Fig, 9 Steady-state RMS voltage distribution on all three unfaulted 
lines 
a When a 140 kHz sinusoid is transmitted 
b When a direct sequence signal with/o = 140 kHz. K̂  = 60 kHz and L = 1023 is 
Iransmitted 
A line I 
0 line 2 
D line 3 

7 Conclusions 

A program to simulate the propagation of power line 
carrier signals on a polyphase transmission Hne which 
takes into account the frequency variation of line and 
PLC interface parameters must be based on the reflection 
factor method. For a 100 km double transposed Hne it 
was found that use of the ABCD transmission param­
eters produced unacceptably high truncation errors at 
frequencies above 170 kHz. 

When a narrow-band PLC signal is transmitted down 
an EHV system, the resultant steady-state voltage dis­
tribution is derived from two distorting influences. The 
first influence is reflections from unmatched terminations 
and transpositions that produce altemate maxima and 
minima, separated by //4 % c/(4 x /„). The second influ­
ence is of interference effects due to the different modes of 
propagation sliding past each other. Mode 1 has high 
attenuation, and so its effects are short-lived, whereas 
modes 2 and 3, the principal propagation modes, 
produce major voltage fluctuations along the Hne. Modal 
interference effects produce more gradual voltage varia­
tions along the line than those caused by reflections. 

Examinations of the r.m.s. voltage distribution when a 
direct sequence spread spectrum signal is transmitted 
show that the effects due to the first influence above vir­
tually sum to zero over the wideband spectrum, but the 
same modal cancellation effects as described in the 
second influence are apparent. By the principle of reci­
procity, the prefault voltage at any point indicates the 
strength of the reflection from a fault at the same point. 
Consequently, areas of weak reflection can be identified. 

Simulations of the direct sequence location of per­
manent single phase to ground faults indicate that a 
direct sequence signal with /o = 140 kHz, /?̂  = 60 kHz 
and L = 1023 would be sufficient to locate worst-case 
faults on the simulated 100 km line with any accuracy of 
0.5 km. 
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9 Appendix 

Line data 
number of conductors = 3 
number of earth wires = 2 

line coordinates 
= (-8.7; 8.2), (8.7, 8.2), (0.0, 8.2), (6.85, 16), 

(-6.85, 16), m 
conductor GMR = 0.0905 m 
earth wire GMR = 0.018 m 
relative magnetic permeability of conductor = 1 
relative magnetic permeabiHty of earth wire = 1 
conductor resistivity = 3.21 x 10~* Qm 
earth wire resistivity = 3.21 x 10"* Qm 
radius of the outer layer conductor strands = 0.00125 m 
radius of the outer layer earth wire strands = 0.00175 m 
number of strands in the outer layer of conductors = 30 
number of strands in the outer layer of earth wires = 6 
number of conductors per bundle = 2 
earth resistivity = 100.0 Qm 
Hne length = 100.0 km 
number of transpositions = 2 

transposition matrix T = 

homogeneous Hne section lengths = 33.3333, 33.3333, 
33.3333 km 

'o 
1 
0 

0 
0 
1 

r 
0 
0_ 
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Line mofllloring and fault location using spread 
spectrum on power line carrier 

V.Taylor 
M.Faulkner 

Indexing terms: Power line communications. Remote sensing. Spread spectrum. Reflectometry. Pseudo noise codes. Line diagnosticf 

Abstract: Signals transmitted over the power line 
carrier system are used to locate faults and other 
impedance mismatches on EHV power Hnes. The 
compatibility and sensitivity performance 
requirements for doing this are summarised. 
Conventional remote sensing waveshapes are 
reviewed and direct-sequence spread-spectrum 
modulation is proposed for this application. 
Optimal signal processing techniques are outHned 
and frequency domain correlation techniques are 
detailed. Prototype hardware has been 
constructed and on-line results are presented for a 
225 km 330 kV line. Line reflections were 
identified within an accuracy of 1.6km even 
though the channel bandwidth was limited to 
50kHz by external constraints. It is shown that 
accuracy is dependent on channel bandwidth, 
signal-to-noise ratio and waveform energy. It is 
suggested that a further increase in accuracy is 
possible by referencing the received signal to 
known impedance discontinuities such as the 
transpositions. Fault location accuracy down to 
one span should be possible using this technique, 
which will work on both energised and de-
enereised Hnes. 

List of symbols 

6/? = error in range estimate 
( = speed of light 

= pulse width of rectangular pulse 
= RF bandwidth of line probing signal 
= energy contained in received signal 

A'o = noise power per Hz 
Tl, = period of spread spectrum signal 

chip (bit) rate 
= speed of propagation of signal down line 

line length 
code length 

R 

^(1) = transmitted signal 
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u{t) = bandlimited code 
/o = carrier frequency 
r(?) = received signal 

T = time delay between received signal and trans­
mitted signal 

R(f) = the Fourier transform of r(r) 
N,{f) = noise frequency spectra 

.i'm('r) = matched filter output 

.r(T) - correlator output with quadrature components 
\}ix}\ - correlation coefficient 
r,, T,- = discrete time samples 
/ i = discrete frequencies 
F - discrete fourier transform (DFT) 
F' = inverse DFT 
Â ^ = number of times waveform is averaged in 

receiver 
r„,.,.. A:,.,, A-,„ - microprocessor computation times 

1 Introduction 

This paper describes a remote sensing scheme that uses 
the power line carrier (PLC) communications network 
to transmit a waveform down an EHV line and to 
receive echoes reflecting off power-grid impedance dis­
continuities. It is capable of locating impedance 
changes on EHV power lines with high accuracy and 
good sensitivity. The scheme uses a direct-sequence 
spread-spectrum waveform, which has the potential for 
operation without affecting existing PLC transmissions. 

Spread-spectrum modulation, traditionally used in 
military applications, is a method of sending informa­
tion down a channel over a wide bandwidth with low-
power spectral density. These broadband signals can­
not be detected by users of the same spectrum and so 
are ideal for noninvasive probing of power grids, 

A previous paper [1] simulated the use of existing 
power line carrier equipment to transmit a spread-spec­
trum waveform down a faulted EHV line. Analysis of 
the reflections from impedance discontinuities showed 
that the signals accurately revealed the location of the 
line fault despite the presence of modal distortions 
inherent in multiconductor propagation. This paper 
describes prototype hardware designed for online meas­
urements and presents data obtained on a 330kV line 
of length 225km. 

7.7 Compatibility and performance goals 
A remote sensing system using the PLC network 
should ideally fulfil the following conditions: 
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nels occupying the Hmited spectrum available. The 
transmitted signal must not cause any appreciable 
interference to these channels 

(ii) It must not be affected by the strong in-band inter­
ference provided by concurrently operating PLC chan­
nels 

(iii) It must operate in the high noise enviroiraient of 
power lines and not be affected by modal distortion 

(iv) It should have high sensitivity to variations in line 
parameters to allow identification of the various anom­
alies causing reflections 

(v) It should have fast response to (possibly transient) 
deviations in line conditions 

(vi) It should be capable of operating on both electri­
fied and dormant lines, hence the clearance of faults 
may be verified without reclosing the circuit breakers 

(vii) It must resolve closely spaced reflections, prefera­
bly to within one span 

(viii) It should be capable of operating over the entire 
length of the line with high accuracy and discrimina­
tion of multipath reflections 

2 Time domain reflectometry waveform design 

This Section reviews some of the major ranging 
schemes that could be suitable for application on a 
PLC network. The following short summary follows 
[2^]. 

2.7 Repetitive pulse waveforms 
The conventional rectangular pulse radar with pulse 
width T and bandwidth B has a theoretical accuracy of 

High peak powers are required for greater maximum 
range coverage, and short pulse widths and wide band-
widths enhance both resolution and minimum range 
performance. High peak powers cause interference and 
require more expensive transmitter amplifiers to handle 
the peak signal. Existing PLC transmitter amplifiers 
might not be able to handle the peak power require­
ments. 

2.2 Pulse compression waveshapes 
Pulse compression waveforms separate the dependence 
of range performance on broadcast power by spreading 
the transmitted energy over a longer time interval, 
reducing the peak power rating and cost of the trans­
mitting equipment. In addition, the interference to nor­
mal PLC operations is reduced and often can be below 
the natural noise level on the line. Data processing of 
received echoes contracts the pulse into a shorter dura­
tion by means of matched filtering or correlation tech­
niques (the pulse compression ratio is the ratio of the 
uncompressed to compressed pulse lengths). These 
spread-spectrum signals share the characteristic that the 
product of waveform bandwidth (5) and waveform 
period (Tp) must be much greater than unity (BT^ 
» 1). The two most common techniques of waveform 
generation are described as follows. 

2.2.1 Frequency modulation: The most widely 
used types of frequency modulated waveform are chirp. 

where the carrier frequency is swept linearly with lime, 
and frequency hopping, where the frequency jumps in a 
pseudorandom manner. Cable fault location using a 
chirp waveform has a theoretical accuracy of 

SR='^. 
^ 

2 7rB(2E/Ao)'^2 
The main problem with this waveform in a power grid 
network is that it is subject to interference from other 
chirp generators. Frequency hopping waveforms have 
theoretically the same ranging capability as phase mod­
ulated waveforms. Historically, direct-sequence wave­
forms have been more widely used for ranging because 
of the greater technical difficulty in constructing high 
hopping-rate synthesisers. 

2.2.2 Phase modulation (direct sequence): A 
direct sequence waveform is generated by dividing a 
long carrier burst into a number of subpulses of equal 
duration but different phases varying in a periodic 
manner set by a finite periodic code [5]. Unlike chirp 
modulation, different direct-sequence waveforms can 
coexist in the same spectrum since each waveform is 
identified by its unique repeating code. The online 
results presented in this paper are for this modulation. 
The following Section describes their operation. 

'—; Cs(t-Tc)reflection2 

Fig . 1 Codes entering receiver Itave different lime delays and magnitudes 

2.3 Ranging with direct-sequence spread 
spectrum 
The inverse of the time duration of each subpulse is 
called the chip rate (Rf). The simplest modulation is 
biphase shift keying (BPSK) where the phase jumps 
between 0 and 180° [1]. Signal analysis of the received 
waveform reveals the time delays and magnitudes of 
the various reflected codes. Each code shift corre­
sponds to a different distance to the impedance discon­
tinuity causing the reflection. The amplitude of the 
reflected code is related also to the magnitude of the 
impedance change. As illustrated in Fig. 1 the received 
waveform r(/) consists of leakage from the transmitter 
through to the receiver together with the sum of all the 
different retum echoes. Neglecting the signal distortion 
caused by the line interface and line transfer function, 
the online transmit signal is ATs(t) and the leakage 
term is As(t), where ylj-and A are scaling factors. Also 
disregarding the modal distortion of multiconductor 
propagation one may assume the received echoes to be 
time delayed scaled copies of the transmit waveform 
s(t) 

r{t) = Asit) + Bs{t - TB) + Cs(t - TC) + . • • 
where B, C ... are the strengths of the retumed signals 
and XB, Xf ... are their respective time delays. 

Maximal length sequence (MLS) codes, also known 
as PN (pseudo noise) codes, are considered in this 
paper. These are repeating sequences of length L - T 
- 1 where n is the length of the shift register used in 
their generation (see [5] for more details). When used 
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for JRf should 
exceed the round-trip time taken for the smallest 
recordable (multiple) echo to reach the receiver. Nor­
mally Tp» IDIv where D is the line length and v = c 
is the speed of propagation of the wave. This will elim­
inate range ambiguity problems. The chip rate deter­
mines the resolution of the technique and bandwidth 
occupancy of the signal as illustrated in Table 1. 

Table 1: Performance parameters of bandlimited PN-
code BPSK waveforms used in ranging 

time resolution -MR^ 

distance resolution =v/(2R^) 

bandwidth 2R^ 

waveform period Tp {2n-'\)IR^» 2D/v 

chiprGte=Rc length = 2*-l 

PNcode 
•1 ^ 

-1 

u(t) BPSK 

pulse shaping filtep 
bandwidths Re (c\^ 

? 1 

s(t) 

s(t)=u(t)s,n(2Txfot) 
" earner fg 

Flg. 2 Generation of spread-spectnim transmitted signal sft) 

i, -1 
3 i, 

chip number 

5 0 20 40 60 80 100 120 lAO 160 180 200 

iifWWXAAAAZ; ^.. 
20 AO 60 80 100 120 1A0 160 180 200 

°° 0 20 AO 60 80 100 120 1A0 160 180 200 
sample number (sample fr€>quency = 2 MHz) 

Fiq,3 Typical waveforms used in generating a mainlobe bandwidth lim­
ited (BWL) BPSK remote probing signal 

Fig. 2 shows a block diagram of the signal generation 
process. For clarity the waveforms shown in Fig. 3 are 
for a carrier frequency/^ = 133.33kHz, a chip rate R^ -
66.67kHz and a sampHng frequency/, - 2MHz, giving 
30 samples per chip. PN codes have a [sin(x)/x]- power 
spectral density envelope with spectral nulls at multi­
ples of the chip rate R,.. A pulse shaping filter of band­
width R^ limits the code spectrum to the mainlobe. The 
transmit waveform is s(t) = u(t)sm(2Tcft). where uit) is 
the bandlimited code (lowpass filtered). In this paper, a 
PN code length of 1023 was used at a chip rate of 
25 kHz. The code was BPSK modulated on to a carrier 
frequency of 175 kHz giving a transmitted signal s([) 
that occupied a bandwidth of 50kHz located in the 
spectrum between 150 and 200 kHz, 

2.4 Optimal signal processing 
Radar performance parameters relevant to the analysis 
of data include the following two cases (from [2]). 

2.4.1 Maximisation of probability of identifi­
cation of authentic echoes: The (peak instantane­
ous) signal power to (mean) noise power ratio for an 
echo returning after a time delay of T seconds may be 
maximised by processing the received waveform 
through a matched filter which has a frequencj 
response given by 

H{f)^ 
1 R^if) 

A' . ( / )A7( / ) 
exp(- j27r / r ) 

where 
r(/) = received signal 

/

+ OC 

r{t) exp{-j2-ft)dt is the Fourier 
-oc 

transform of r{t) 
Ni(f) = noise frequency spectra (assumed stationary) 
* denotes complex conjugate 
T = delay between transmitted signal and received signal 
Clearly, to determine many different values of the 
unknown parameter x, a bank of filters would be 
required. Assuming the noise is white and the received 
signal is an attenuated duplicate of the transmitted sig­
nal delayed by a time x, the output of the matched fil­
ter v„(x) can be shown to be equivalent to the cross-
correlation between the received signal and a copy of 
the transmitted signal delayed by time x: 

ym(r) 
-l-oo 

r(t)s{t - T)dt 

where s{t) - transmitted signal. The transmit waveform 
s{i) - u{t)sin(2nf„t) is periodic with period 7^ and so 
the integration need only be performed over one 
period. To avoid oscillations in \\„(T) at the carrier fre­
quency one must take into account in-phase and quad­
rature components 

Vir) = | - / " r{t)uit - T) exp[-f27rfo{t - T)]dt (1) 
-'•p Jo 

n(t) is the bandlimited baseband code which is trans­
mitted and the factor exp[-J2nfo{t-x)] imposes the in-
phase and quadrature carrier components. The magni­
tude |v(x)| of the above equation is the desired output 
function. The factor 2/Tp is a scaling factor that 
ensures that each peak in the correlation coefficient 
|v(x)| (also called the compressed waveform) is approxi-

-200 )0 -100 u IW -Ci 
sample delay (sample frequency =2 MHz) 

F i g . 4 Normalised correlation coefficient for loopback direct sequence 
wavefomt 
MLS code of length 63 with chip rale R, = 6(JkHz and bandlimited to main 
lobe modulating carrier with frequency f, - 140 kHz; sample frequency 
/ , = 2 MHz 
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m gnitude of the 
corresponding echo in r(t) causing the peak. This 
processing is hardware intensive for real-time operation 
but is easily done in software if the processing time is 
available, 

2.4.2 Minimisation of probability of erroneous 
identification of echoes: Due to bandwidth limit­
ing by the pulse-shaping filter the compressed wave­
form has time sidelobes on each side of the main 
correlation peak. This is illustrated in Fig. 4 which is 
the correlation coefficient from eqn. 1 evaluated for 
the transmitter and receiver in loopback. An MLS code 
of length 63 with chip rate R^ - 60 kHz was bandlim­
ited to the main lobe using a rectangular window and 
modulated onto a carrier with frequency/Q = 140 kHz. 
The sample rate for the digitised waveforms is / , = 
2MHz. The central correlation peak has width 2/Rj. 
and has been normalised to unit magnitude. 

The residual correlation is 35.1dB (20dB/decade) 
down from the main correlation peak; this compares 
with the ideal code self-rejection ratio (residual correla­
tion) of 201og|o(63) = 36.0dB. The pulse-shaping filter 
of Fig, 2 removes the spectral sidelobes of the ideal 
code which produces a 0.9dB loss in residual correla­
tion from the ideal. The highest sidelobe is 31.1 dB 
down from the main peak. These sidelobes may either 
be mistaken for true echoes or mask an actual reflec­
tion. Two different approaches to sidelobe reduction 
may be used: 

(i) Frequency weighting of the bandlimited code uit) 
used in the transmitter and as reference waveform in 
the receiver processing 

(ii) Sidelobe suppression filtering of the matched filter 
output [6] 

In traditional radar system design, frequency weighting 
is done only on the reference waveform u(t) used in the 
correlator; this compromises the integrity of the 
matched filter processing [7]. Sidelobe reduction comes 
at the expense of both reduced resolution and reduced 
signal-to-noise ratio. In the present application this was 
not done as the prime objective was to obtain the sig­
nature of a healthy transmission line with maximum 
accuracy. Any deviation from this portrait, including 
the sidelobes. is of interest and indicates a change in 
line condition. 

I hne 
SFG Mcouphng • l i n e 

Fig. 5 Block diagram of data acquisition hardware 

3 Hardware description 

The hardware to test the viability of the proposal was 
designed as a research tool and so for maximum flexi­
bility digital signal processing (DSP) techniques were 
selected. The resulting signal transmission and acquisi­
tion equipment, illustrated in Fig. 5, has the capability 
of sending any arbitrary repeating waveform down an 
EHV line and recording the signals reflecting back off 
the line. 

Broadcast waveforms were generated in software as 
per Fig. 2 and downloaded from a personal computer 
to the transmitter memory: carrier frequency /Q. pulse 
shaping, chip rate (R^) and correlation sidelobes are all 
software controllable. The repetitive nature of the 
waveform means that only one code length of signal 
needs to be stored in memory. The transmitted signal is 
read out at high speed, converted to analogue form by 
the D/A converter and passed through the reconstruc­
tion filter before power amplification. 

The amplified voltages pass through the directional 
coupler (or hybrid) and into the separation filter group 
(SFG) which relays the signals on to the line-matching 
circuitry (LMC) which couples to the line. The SFG is 
used by the SECV to ensure adequate isolation 
between their different communication channels and 
the LMC matches the 75 Q communications room 
equipment to the 600Q impedance of the EHV lines. 
Signals coming back off the line follow the reverse path 
but travel through the directional coupler into the 
receiver. 

The waveform recorder has real-time averaging capa­
bility to combat interference from line noise and PLC 
channels operating simultaneously in the same spec­
trum. The averaging exploits the repetitive nature of 
the transmitted waveform to give the receiver a wide 
dynamic range. Waveforms entering the receiver first 
go through an antialiasing filter and protection cir­
cuitry before being digitised by a fast A/D converter 
and stored in high-speed memory. The received wave­
forms are downloaded for data analysis which is per­
formed offline in a workstation environment. 

Voltages registered by the receiver consist not only of 
signals coming off the line but also feedthrough of the 
emitted waveform from the transmitter through to the 
recorder. The directional coupler shown connecting the 
transmitter, transient recorder and SFG. increases the 
isolation between transmitter and receiver, preventing 
any leakage of the high-power signal from overloading 
the analogue front end and reducing the dynamic 
range. Even with the isolation of a directional coupler 
the received signal still contains a large feedthrough 
leakage component compared to the highly attenuated 
reflections from the line which must be isolated using 
subsequent offline correlation processing. 

The PLC channels used by the SECV go up to 
500kHz in frequency. Waveforms at this frequency 
have a minimum Nyquist sampling frequency of 
IMHz. A sample rate f = 2MHz was selected as a 
compromise between memory size and ease of analogue 
filter implementation for the reconstruction and 
antiaHasing filters. 

3.1 Data analysis 
Data analysis was performed offline on a Sun worksta­
tion. To increase processing speed cross-correlation of 
the data with the transmitted waveform was performed 
in the frequency domain according to the following 
equations 
G(A) = F[u{t,) exp(-j27r/oi,)]- H{h) = F[r(t,)] (2) 

y{T„) = ^F-'{G{h)H^h)] 
(3) 

(z,fc,n = 0 , l , 2 , . . , , A ' p - l ) 
Here, f = kflNp are the discrete frequency increments 
and x„ = nif and r, = ilf are the discrete time incre­
ments. F(A-(r,)) denotes the discrete Fourier transform 
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Reproduced by permission of Power Net Victoria 

(DFT) of the digitised time waveform x(r,) of length A''̂  
= Lf/Rc points and F"' is the inverse DFT, Also * 
denotes complex conjugate, and 2/Np is a scaling fac­
tor. In the graphs to follow the correlation coefficient 
functions lyixjl ^re plotted for each sample delay n 
between the waveforms s(t) and r(t). The normalised 
correlation coefficient is scaled so that the largest peak 
has unit magnitude. 

4 Hardware results 

Fig. 6 is an overview of the EHV circuits running from 
South Morang terminal station to Dederang terminal 
station (SMTS to DDTS) in Victoria, Australia, Line 2 
(on which some of the towers are illustrated e.g, T250, 
T234 and so on) runs the full 225 km distance in paral­
lel with line 1. The State Electricity Commission of Vic­
toria (SECV) took line 2 of the SMTS-DDTS system 
out of operation to upgrade a relay. Opportunity was 
taken of this short maintenance interval to attach the 
data acquisition equipment to the SFG, with band­
width 150-200 kHz, connected to the de-energised line 
in the SMTS. No short circuits were placed on the line 
and the far end of the PLC communications network in 
the DDTS was open circuit. 

Table 2: PLC channels on line 1 operating during the test 
(carrier frequency is listed first, i.e. single side-band 
channels transmit information in lower sideband) 

Go 
TX fSMTS-DDTS) 

(kHz) 

84-80 

100-96 

120-116 

136-132 

176-172** 

192-188** 

RETURN 
RX (DDTS-SMTS) 

(kHz) 

88-84 

104-100 

116-112 

132-128 

172-168 

188-184 

Function 

VFT* 

data (polling 
with ping-pong) 

VFT 

data 

VFT 

data 

* VFT = voice frequency tones 
** inband channels 

4.1 Line topology and geography 
Lines 1 and 2 are both horizontal, single circuit with 
two earth wires and have a separation of 110 feet; they 
cross rivers, distribution circuits (not shown in Fig. 6) 
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and a large body of water in Lake Eildon. The two 
transpositions on line 2 are also highlighted at tower 
362 (T362) and tower 168 (T168). hereafter these are 
referred to as transposition 1 (Tl) and transposition 2 
(T2), respectively. In addition, three other EHV lines 
travel for varying lengths in parallel with Hnes 1 and 2. 

4.2 Existing PLC channnels 
During the service period all the PLC communication 
channels were switched offline 2 (open-circuit termina­
tions) and diverted to line I. Table 2 lists the single-
sideband (SSB) PLC channels in operation on this line. 
The channels have bandwidths of 4 kHz and occur in 
pairs, one for the 'go' direction and the other for the 
return direction. Transmit powers were 1 watt. It is 
seen that the last two channel pairs lie within the 150-
200kHz band of the spread-spectrum Hne-probing sig­
nal. Even though these PLC signals were switched to 
the adjacent line, there was still a considerable amount 
of interference from these channels because of the high 
crosstalk coupling between the two lines. All six chan­
nel pairs were therefore present as an interference sig­
nal to the received spread spectrum waveform. No 
attempt was made to filter out the four channel pairs 
outside of the band of the probing signal. These were 
also coupled into the antialiasing filter and A/D con­
verter from line I, further reducing the available 
dynamic range of the receiver. 

0 50 100 150 200 250 300 350 AOO 450 500 
time, x0.5iis 

Fig.7 Line noise (time domain) 
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SECV line measurements have previously shown that 
there can be up to lOdB crosstalk between parallel lines 
sharing the same towers entering a terminal station. 
This usually prevents frequency reuse [8]. The crosscou-
pling will be less in this case because the lines do not 
share the same towers, even so the interference signal 
produced is still appreciable. Fig. 7 shows the interfer­
ence and noise on line 2 logged with the transmitter 
idle, and the upper trace in Fig. 9 is the windowed fre­
quency spectrum clearly showing the six PLC channel 
pairs operating on line 1 coupling into line 2. The 
power spectral density was derived from the 5040 data 
points using Welch's averaged periodogram method [9], 
with FFT and Hanning windows of lengths 1024 with­
out overlap. Near-end crosstalk is usually the strongest 
and comes from the six transmitters located at SMTS. 
Fig. 8 and the lower plot in Fig. 9 are the equivalent 
plots with the input waveform averaged JV^ = 4095 
times. Table 3 compares the statistics of the two 
recorded noise waveforms. 
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Fig. 9 Windowed spectra of line noise 
fil no averaging 
(ii) 4095 averaging 
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Fig. 10 Correlation coefficient of PN code of length 63 with noise and 
interference (transmitter idle; 
(i) no averaging 
(ii) 4095 averaging 

Table 3: Statistics of noise waveform both with and 
without averaging 

No averaging Averaged 4095 times 

Peak-to-peak voltage 

RMS voltage 

1.25V 

0.241V 

4.54 mV 

0.943 mV 

The averaging gain is 255 which is greater than the 
theoretical V(4095) = 64. This is probably due to the 
non-gaussian nature of the interference. Fig. 10 shows 
the cross-correlation between the noise and the PN 
code of length 63 according to eqn. 1 for both the 
averaged and unaveraged cases. Ripples at the chip 
rate of 25 kHz are evident in the unaveraged case and it 
is seen that the averaging improves the noise floor by a 
factor of about 2500. We conclude that signal averag­
ing is a very effective way of reducing noise and inter­
ference in this environment. 

4.4 Line profiles 
The PN code length used was 1023 with two different 
transmit powers and the average of 4095 received 
waveforms were recorded by the receiver. Fig. 11 
shows the correlation coefficient of Section 3.1 with the 
maximum transmitter feedthrough peak normalised to 
unity. The transmit voltage was 2.4V (0.08W) and all 
the PLC channels of Section 4.2 were operational. 
Fig. 12 illustrates the correlation coefficient with a 
higher transmit voltage of 8.7V (IW) and with the 
major inband PLC channel interference (176-172 kHz) 
disabled. Consequently the signal to noise ratio was 
improved. 

0.5 1.0 1.5 2.0 
normalised distance travelled 

Fig. 11 Normalised correlation coefficient of received signals with trans­
mitted PN code of length 1023 
Transmitted power = 0.08 W. all channels on line I operational 

432 

0.5 1.0 1.5 2.0 2.5 
normalised distance travelled 

Fig. 12 Normalised correlation coefficient of received signals with trans­
mitted PN code of length 1023 
Transmitted power = IW, channel 176-172kHz on line 1 disabled 

Figs. 11 and 12 are virtually identical indicating that 
the results are not dependent on the signal-to-noise 
ratio. In both graphs the horizontal axis is scaled to 
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give ^ ^._ _^ signals mak­
ing up the correlation peaks, with the length of travel 
of the primary reflection from the line end normalised 
to unity. The major correlation peaks are identified in 
Fig. 13 as reflections from the transpositions Tl and 
T2, and the line end (E). The time delays to all the 
peaks were determined by cubic spline interpolation 
and then converted to distance by interpolation 
between the known distance of 225.34km to the line 
end. 

DDTS |L,neend(E)~ 

200 i-

E 150 
12 

^^^^ 0 1 I 105 II I 1.0 I 1 1 1 5 
H Tl L T1*T1T2T1*L E L*T2 E^l E»L 

normalised distance travelled 
Fig. 13 Lattice diagram for SMTS-DDTS line 

To interpret the many other peaks in Fig 11 a lattice 
diagram for line 2 is drawn in Fig. 13. The lattice dia­
gram shows all signal paths with up to three reflec­
tions. The main reflections are the transpositions (Tl 
and T2), the line end (E) and a reflection from the 
transmission path over Lake Eildon (L). These are 
shown as soHd lines. The major signal paths involving 
more than one reflection are shown as dashed ( ) 
lines. Most of the major correlation peaks can be iden­
tified from these four main reflections. The remaining 
peaks can be attributed to other impedance changes, 
such as the change in ground constants when the lines 
pass over a range of wooded hills (H) and other geo­
graphical or physical conditions. 

Table 4: Estimated and actual distances to line transpo­
sitions 

Tl T2 

Distance calculated from Fig. 10 (km) 71.21 148.7 

Actual distance (km) 71.65 150,3 

The lattice diagram shows that a change in line con­
ditions at one point (such as a fault) will produce a 
number of peaks in the correlation output caused by 
the various reflection combinations. It is the first peak 
that determines the distance. Previous work by the 
authors [1] illustrated this effect using simulations 
where the first correlation peak caused by a fault had 
an amplitude comparable to that of a transposition 
near the line end. The distance to the fault was easily 
measured. Unfortunately for this test, the line con­
cerned was not out of service long enough to attach a 
short, but the transpositions can be easily detected indi­
cating that the method would have no trouble in dis­
cerning a fault. Table 4 shows the predicted and actual 
distance to the two transpositions. The accuracy is 
0.71% of the line length but would improve for a fault 

condition since Tl and T2 form an accurate reference. 
Further improvements in accuracy would require a 
higher chip rate R^ and so a larger bandwidth. This 
would reduce the relative widths of the correlation 
peaks allowing more detail as well as improved accu­
racy. 

It was found that over the 2 hour period the line was 
available for measurements the results of Figs. 11 and 
12 were highly repeatable. indicating that ever>- peak 
was caused by a line condition and not by external spu­
rious noise signals. The technique could therefore be 
used for monitoring small long-term impedance 
changes in the line by comparing the correlation plot to 
a previous correlation template. This method could be 
of benefit in long-term line diagnostics. 

The incoming line reflections after the primary reflec­
tion from the line end are around 60dB down from the 
transmitter feedthrough signal which is close to the 
bandwidth limited MLS code self-rejection ratio of 
201og,o(1023) = 60.2dB [5]. This indicates that consid­
erably more interference could be tolerated which raises 
the possibility of using spread-spectrum line-monitor­
ing techniques with existing PLC equipment operating 
on the same line. Alternatively, the amount of averag­
ing can be reduced or eHminated which will give a 
faster response time. 

5 Conciusions 

This paper has described the use of direct-sequence 
spread spectrum waveforms at power-line carrier fre­
quencies for remote line diagnostics. The technique is 
suitable for both energised and de-energised lines 
because it uses an active probing signal. 

The proposed method is sensitive enough to detect 
impedance discontinuities owing to faults, transposi­
tions and the line end. In addition large geographical 
anomalies appear as strong reflection peaks. Using the 
line end as a distance reference, the distance to the first 
transposition was measured to within 0.5km and the 
distance to the second transposition was measured to 
within 1.6km. If the technique was to be used for fault 
location, greater accuracy could be obtained because 
the transpositions as well as the line end could be used 
as a distance reference. Greater resolution and accu­
racy could be obtained by using a wider bandwidth 
spread-spectrum probing signal. In this experiment the 
bandwidth was limited to 50 kHz by a Hne-separation 
filter used by the existing PLC equipment. Bandwidths 
up to 450 kHz could be obtained if the line separation 
filters were bypassed. 

This performance was achievable in the face of 
strong interference from PLC channels operating con­
currently on an adjacent parallel line in the same band­
width as the probing signal. This robustness required 
the application of interference suppression techniques 
in this case the use of an averaging capability in the 
receiver. The use of a much longer code would be 
equally effective. Long codes increase the data analysis 
time and averaging requires a longer data acquisition 
interval. 

In the results shown here the processing was done 
offline on a computer workstation. However, real-time 
operation is possible with the use of modern DSP com­
ponents and typical data acquisition and processing 
times are listed in Table 5. The numbers in Table 5 are 
for Nj, (the number of samples in a code period) = 2'^ 
and/5^= 1.6 MHz. These figures are similar to the con-
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results. Acquisition time is determined by the signal 
transmission time needed to get the required number of 
averages (TpxN^ = LN^IR^). Processing time depends 
on the number of samples in a code period (N = r X 
= WK)- the particular algorithm implemented, and 
the performance of the DSP processor. From [10] the 
time required to evaluate the circular correlation of 
eqns, 2 and 3, using Fast fourier transform (FFT) rou­
tines, is 

Tctrc = 2kctXp l o g 2 ( A p ) + krr^Xp 

where k,., and k„ are constants depending on the speed 
of the particular processor being used, k,, is related to 
the time it takes for a single FFT butterfly operation 
and k^ depends also on the time required for a com­
plex multiply operation. While this equation assumes 
that A'̂  is a power of two, similar processing times are 
achievable provided that A'̂  has many factors. The 
approximate processing times listed in Table 5 are for 
the Texas Instruments TMS320C30 floating point dig­
ital signal processor running at 20 MFLOPS and are 
based on the radix-2 complex FFT routine listed in 
[11]. These processing times would be reduced using a 
split radix or higher radix algorithm, and using a real 
FFT for the forward transform H(fj,) - F[r(r,)] of 
eqn. 2. 

Table 5: Data acquisition and processing times on a 20 
Mflops TMS320C30 processor, with and without averag­
ing, for Np = 2^^ data points and sample frequency f, = 
1.6MHz 

data acquisition time 

data processing time 

total response time 

4095 averag 

167.73 sec 

0.49 sec 

168.2 sec 

ng no averaging 

40.96 msec 

0.49 sec 

0.53 sec 

The Table values for the processing and acquisition 
times are very conservative because of the large over-
sampling rate used in the measurements. It should be 
possible to reduce the sampling frequency closer to the 
Nyquist limit of 2 x signal bandwidth = 2 x 200 = 
400kHz. 

the method is flexible in that both low ana nign-
speed operation is possible. The first can tolerate 
strong interference, while the last requires little interfer­
ence (i.e. PLC channels switched ofO so that the aver­
aging and code length requirements can be reduced. 

Separate lines entering a terminal station may be 
probed simultaneously by using different codes on each 
line. Provided the crosscorrelation discrimination 
between the codes is sufficient to compensate for the 
crosstalk across the lines the method will be applicable 
to these network grids. 
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