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SUMMARY 

This thesis studies the topology optimisation of continuum structures. Two methods 

have been investigated, namely. Evolutionary Stmctural Optimisation (ESO) and Bi

directional ESO (BESO). The basic concept of ESO is that by systematically removing 

inefficient materials from the stmcture, the residual shape evolves toward an optimum. 

BESO is an extension of ESO by allowing for adding efficient materials. 

The ESO and BESO methods are applied to static (stiffness) and dynamic (natural 

frequency) problems. The design objectives are the mean compliance and natural 

frequency, respectively. The element sensitivity number a^is obtained by performing 

sensitivity analysis on the objective function. This number is a measure of element 

efficiency. The modification is conducted by removing elements of the smallest 

sensitivity number and adding elements around those of the largest sensitivity number. 

The stmctural analysis and modification proceed iteratively until an optimum is reached. 

The stiffness optimisation is extended to accommodate design dependent loads. The 

load dependency can be due to the transmissible loading, surface loading and gravity 

loading. In frequency optimisation, special issues are discussed and addressed, including 

the sensitivity of repeated and closely-spaced eigenvalues, and optimising the frequency 

of a particular mode shape. The latter involves a mode tracking technique known as 

MAC (mode assurance criteria). 

Several parameters are used in the ESO and BESO algorithms, including the 

modification ratio, addition ratio, stage ratio and initial stmcture. Their effects on the 

optimal solution are investigated and recommendations on parameter selection are 

made. Apart from those parameters, the solution can be affected by the finite element 

mesh discretisation. This mesh dependency problem is addressed by using a perimeter 

control technique. 



A number of 2D and 3D examples are presented. Solutions by ESO and BESO are 

similar and this demonstrated the feasibility of the evolutionary algorithms. BESO can 

provide a balance between the solution accuracy and computing efficiency. By 

introducing the perimeter control technique to BESO, the solution generally becomes 

convergent with respect to the finite element grid for 2D problems. And also, the 

configuration complexity can be controlled and the resulting topology is simpler and 

easier to manufacture. It is concluded that the ESO and BESO methods are effective in 

solving the stiffness and frequency optimisation problems and their variants. The 

procedure is simple in concept, and easy to implement and generalise. 
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Chapter 1 

Introduction 

1.1 Structural Optimisation 

Structural optimisation is closely related to stmctural analysis and design. A structure is 

designed to satisfy various requirements in mechanical, geometrical, manufacturing, 

functional and aesthetical aspects. At the same time, it is desired that the design be 

economical. These two aspects of considerations mostly conflict with each other. To 

find the 'best' possible design satisfying prescribed requirements with the minimum 

amount of material/cost is the main task of stmctural optimisation. 

The traditional design process is a 'trial-and-error' one. An initial guess of the design is 

first given from the intuition and experience of the designer. Then the stmctural 

performance is evaluated and checked against the prescribed requirements. An improved 

design is obtained by attempting to make the response closer to the requirements, 

followed by re-analysis procedure. This 'design-analysis-redesign' routine is repeated 

until a design satisfying the requirements is achieved. There are a few disadvantages in 

this routine. First, as the solution is not unique for most design tasks, how good or bad 

the final design is heavily depends on the designer's knowledge and experience. Second, 

although the design and analysis modules can be completed with the computer 

implementation, there may be not an automatic interface between them and the 

designer's interactions play a significant role. This interactive process can be trivial and 

time-consuming. 
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Stmctural optimisation is developed to overcome the above drawbacks. It integrates the 

analysis and design and the iterative process can be conducted automatically. Several 

factors have contributed to make this possible. First, the formulation of various methods 

for computational mechanics, typically, the finite element method (FEM). This has 

facilitated the numerical simulation and analysis of stmcture with considerable accuracy 

and generality. Second, the enhancement of computer power which significantly reduces 

the computing cost of stmctural analysis. 

Stmctiual optimisation is a broad field and there are different ways to classify it. The 

conventional classification is the size optimisation, shape optimisation and topology 

optimisation. Size optimisation is to find the optimal design by modifying the size 

variables, such as the section properties of a beam and the plate thickness. This is the 

basic kind of optimisation and most initial research efforts were focused on this sub-

field. Shape optimisation is mainly performed on continua where the extemal 

boundaries are modified to reach an optimum. Topology optimisation for discrete 

stmctures such as tmsses and frames is to find the spatial order and connectivity of 

stmctural members. For continuum structures, it is to determine both the extemal and 

internal boundaries. As the topology of a particular design is unknown a priori and may 

go beyond the designer's experience, size and shape optimisation performed on a fixed 

topology may be insufficient. At this point, it is necessary to conduct topology 

optimisation to find the best design. 

The earliest interest in stmctural optimisation may be dated back to 1700s based on the 

Newton classical mathematics. Systematic studies on this topic started in 1950s and 

various analytical and numerical methods have been developed. While analytical 

methods remained to be significant in the theoretical background, various numerical 

algorithms in the context of powerful and inexpensive computers proved to be efficient 

and robust, and pointed to the development trend. There are a few features during the 

course of development. First, optimisation algorithms for computer implementation are 

well established, among which mathematical mathematic programming (MP) and 
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optimality criteria (OC) are the most widely used ones. Based on the linear 

programming, non-linear programming algorithms are developed, such as feasible 

direction (Zoutendijk 1960), gradient projection (Rosen 1961) and generalised 

geometric programming (CGP) (Avriel and William 1970). As for optimality criteria 

algorithms, fully stressed design (FSD) (Gellatly and Berke 1971) £uid optimal layout 

theory (Prager and Rozvany 1977; Rozvany 1989) are two typical examples. 

Furthermore, the work on stmctural optimisation tends to be engineering oriented, e.g. 

the very early attempt was due to the optimal design of airplane wings. Understandably, 

the optimisation tool is particularly important for aerospace industries for mechanical 

and safety considerations. Additionally, many software packages performing stmctural 

optimisation were developed and used in practice, such as TSO (Lynch et al 1977) 

developed by Air Force Wright Aeronautical Laboratories and STARS (Wellen and 

Bartholomew 1990) by Royal Aerospace Establishment. 

It is noted during this development that while the research on size and shape 

optimisation has reached a mature level, investigations into topology optimisation are 

more recent due to its inherent difficulties. In topology optimisation, the traditional 

concept of design variables is not as straightforward as in size or shape optimisation. 

For skeleton stmctures, the node co-ordinate is usually chosen as the design variable. 

The fact that the co-ordinate can be discontinuous precludes the direct use of MP or OC 

algorithm. For 2D and 3D continua, the co-ordinates of key points of the boundary 

shape can be the design variable, which is also adopted in the boundary variation 

approach to shape optimisation. However, the boundary variation approach is 

inconvenient for topology optimisation as holes/boundaries can be created or eliminated 

and their dimensions and shapes can be significantly changed. The requirement of mesh 

re-generation further complicates the topology optimisation. To overcome those 

difficulties has proposed a ground stmcture approach. The ground stmcture is a design 

domain consisting of a large number of potential elements and nodes. Those potential 

entities can be present or absent and a sub-domain of optimal element distribution 

constitutes a solution. In such a setting, topology optimisation poses a typical discrete 

problem of binary (0 or 1) design variables. 
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Based on the ground stmctural approach, there have appeared various methods. Factors 

considered in classifying those methods can be: First, the treatment of discrete design 

variable as opposed to the conventional continuous ones, and second, the search 

direction, whether it being exhaustive search, gradient search or simply based on 

heuristics. It is noted here that exhaustive search methods like genetic algorithms (GA), 

despite a few successive applications (Chapman et al 1994), may not be efficient for 

topology optimisation due to the prohibitively high number of 'coding strings'. Given 

the above considerations, methods for topology optimisation can be classed into three 

groups (Bulman and Hinton 1999), namely, homogenisation based (h-based), evolution 

based (e-based) and hybrid methods. In the h-based method, the discrete problem is 

transferred to a continuous one, by either introducing microscopically composite 

material, or employing interpolation functions. The former is represented by the 

homogenisation design method (Bensoe and Kikuchi 1988) and the latter by Simplified 

Isotropic Material with Penalization (SIMP) (Zhou and Rozvany 1991). Mathematical 

programming and optimality criteria algorithms are employed in those methods as 

solution routines. In contrast, most e-based methods directly tackle the discrete 

problems. Heuristics such as mimicking the biological adaptive growth to reach a fiilly-

stressed design is associated in the initial development. Evolutionary Stmctural 

Optimisation (ESO) (Xie and Steven 1997) can be a representative of the e-based group. 

As this group can generate very sound engineering designs, 'e'-based can also be 

understood as 'engineering' based, as recommended in the literature (Fuchs et al. 2001). 

Hybrid methods are so called because they can have gradients of both h-based and e-

based methods. In Constrained Adaptive Topology Optimisation (CATO) (Bulman and 

Hinton 1999), for example, microstmctures are assumed and stress ratio as featured in 

fully stressed design is used. 

Let us further examine the ESO method as mentioned above. The principle of ESO is: in 

a finite element model of a stmcture, inefficient elements are removed from a ground 

stmcture in an iterative manner so that the residual shape gradually evolves towards an 

optimum. ESO can be called a hard-kill method, as opposed to the so-called soft-kill 
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methods, such as cellular automation generation (Inou et al. 1994) and Soft Kill Option 

(SKO) (Mattheck 1997). While the soft-kill criterion is usually based on the stress, ESO 

has been extended significantly to accommodate problems of a variety of 

objectives/constraints, such as stiffness/displacement, natural frequency or buckling. In 

comparison to using a stress ratio in the initial form of ESO, sensitivity analysis is 

involved in considering the above objectives/constraints. There have been a few variants 

and improvements of ESO from independent researches, including Reverse Adaptive 

(RA) (Reynolds et al 1999) and Metamorphic Development ( MD) (Liu et al 1999). 

Based on the similar principle to ESO of stress and/or stiffness criteria, those methods 

have their own features such as using adaptive mesh and/or defining 'groups' of 

removed and added elements. 

A technique called bi-directional ESO (BESO) (Querin 1997) was formulated, which 

allows elements to be added to the stmcture. BESO has a few advantages. First, in ESO, 

as the transition between two generations of designs should be gradual and smooth, the 

solution can be sensitive to the step size. BESO can alleviate this problem to some 

extend because it allows those previously deleted elements to be reinstated and new 

elements to be added. Second, it can be computationally more efficient because the 

finite element model in BESO can be much smaller than that in ESO. 

BESO for stiffness/displacement constraints has been studied by the candidate in a 

Masters study, which was focused on 2D plane stress problems. It is necessary to extend 

to 3D continua. There have been limited investigations reported in the literature on 3D 

topology optimization. Apart from the static problems, the dynamic design is of great 

significance in many engineering fields such as vibration control and stmctural aseismic 

design. ESO and BESO can be extended to address optimisation problems with dynamic 

requirements. 

1.2 Aims and Scope of Investigation 

The general aim of the study is to develop ESO/BESO methods to solve the stiffness 
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(static) and natural frequency (dynamic) optimisation for 2D and 3D continuous 

stmctural system. 

The specific aims are to: 

• Explore the general mathematical representation of the ESO/BESO for continuous 

stmctures. 

• Constmct algorithms to be implemented on PC in conjunction with finite element 

analysis. 

• Investigate general stiffness optimisation using the above mathematics model and 

computer algorithms. 

• Consider specific stiffness optimisation accommodating design dependent loading 

conditions, which can be due to transmissible loads, surface load and self-gravidity. 

• Investigate general frequency optimisation considering different objective frmctions: 

maximising a single frequency, maximising multiple frequencies and reaching a set 

of prescribed frequencies. 

• Address the repeated/close-spaced frequency problem by modifying the problem 

statements or sensitivity analysis. 

• Solve the optimisation of a prescribed mode shape by using a mode track technique. 

• Investigate the ESO/BESO algorithm reliability and stability, i.e. the accuracy of 

sensitivity analysis and the effect of algorithm parameters. 

• Investigate the effect of finite element mesh and propose methods to suppress the 

mesh dependency. 

• Conduct numerical tests and compare results to those obtained by altemative 

methods. 

The scope of the study thus consists of three major parts: 

Part 1. Stiffness Optimisation (3D) 

Part 2, Natural frequency optimisation (2D, 3D), 

Part 3, Numerical aspects of ESO/BESO, 
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1.3 Statement of Significance 

The work in this thesis will improve the theoretical basis of ESO and BESO, further 

extend its application scope to cover more engineering design requirements, thus 

facilitate its development into a practical design tool addressing real-life problems in the 

computer-aided-design context. 

As for the ESO/BESO theory, while the uniform stress design is the basic concept of the 

very early ESO investigation, the extension to the sensitivity analysis criterion ca be a 

significant milestone. The sensitivity analysis for general static and dynamic problems 

has been a mature topic and well addressed. In the static case, the previous work is 

mainly focused on the sensitivity of mean compliance with variations in an individual 

design condition, being it the physical modifications, boundary conditions (e.g. support 

locations), or load conditions. There is less study on the sensitivity due to combined 

stmctural variations, e.g. changes in stmctural boundaries which subsequently lead to 

load variations. This will be studied in length as the basis of optimisation involving 

design-dependent loads. As for the sensitivity of dynamic characterises, there have been 

extensive literatures dealing with eigenvalue, eigenvector and dynamic response. The 

contribution of this thesis lies in developing some simplified yet reliable methods for 

complicated problems such as repeated and close eigenvalues, or tracking a mode shape 

of interests. 

Another theoretical aspect is that BESO is more than a simple extension of ESO. It is a 

very promising tool in that it provides the possibility that a structure grows from 

'nothing'. It poses more problems, however, such as: 1) By which criterion the stmcture 

should 'grow' or 'shrink'; 2) How are its reliability and efficiency compared to ESO, so 

that a designer can choose a 'better' method for a particular problem. For stress-based 

problems, the stage of grow/shrink is based on a heuristic rule (Querin 1997; Young et 

al. 1998). For sensitivity based problems on 2D continua, there are some rigorous 

grow/shrink criteria, as investigated in the candidates Master's study. For 3D stmctures, 

the problem can be more involved, which will be addressed in this thesis. 
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As for the ESO/BESO scope, the research has been very extensive in terms of stmctural 

systems and objective functions/constraints. For 2D and 3D tmsses and plate type 

structures, the primary design requirements can be on the stress, stif&iess, or stability, 

which have been covered in a number of studies (Xie and Steven 1997; Manickarajah 

1998; Rong et al 2000b). For 2D and 3D continuous stmctures, the research status is 

shown in Table 1.1, where the shaded areas are already covered, and the ticked items are 

contributions of this thesis. 

Table 1.1. ESO/ BESO Research Status on Continuous Structures 

Static 

Dynamic 

Objective functions/constraints 

1.Stress based 

2.Stiffness/Displacment 

Fixed load condition 

Varying load condition 

1. Single frequency 

2. Multiple frequencies 

3. Frequency target 

4. Frequency of a particular mode 

2D 

ESO 

Continua 

BESO 

V̂  

V 

V 

V 
__2 

V 

V 

V 

V 
— 

3D 

ESO 

• ^ 

V 

V 

V 

V 

V 
V 

Continua 

BESO 

•-# 

V 

V 

V 

V 

V 

V 

1. Based on the previous study, an example or two will be examined. 
2. 2D structures have less basic mode shape types (axial, bending, etc) than 3D structures 

(axial, in-plane bending, out-of-plane bending torsion, etc.), thus only the 3D problem is 
studied in this category. 

Another contribution of this thesis is including the manufacturing constraint. The 

stmctural optimisation result can be a design of great performance, but may be too 

complicated to manufacture. In industries, there is a need to balance the stmctural and 

manufacture costs, and the optimisation method developed in this thesis can be a very 

practical design tool. 

Furthermore, a practical design package is to be user friendly. A user of basic stmctural 

analysis background should be aware of the impact of parameters input and be advised 
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of general guidelines. Such guidelines are results of a parameter study in this thesis. 

While ESO/BESO is to date an academic code, the work in this thesis will complement 

the previous research outcome, and is significant in its future development into a 

commercial design package. 

1.4 Layout of the Thesis 

The thesis consists of eight chapters. The first two chapters are for introduction and 

literature review, respectively. The last chapter is for the overall summary. The main 

body from Chapters 3 to 7 deals with three topics: Chapters 3&4 for stiffiiess 

optimisation. Chapters 5 for dynamic problems and Chapters 7&8 for parameter studies 

and design post-processing. An outline is given as follows. 

Chapter 1 discusses the general background of stmctural optimisation. The aims and 

significance of the thesis are stated. 

Chapter 2 is a literature review on stmctural optimisation. Analytical methods for 

optimisation including the differentiation calculus and calculus of variations are briefly 

introduced. This is followed by a review on numerical methods including the 

mathematical programming, optimality criteria and genetic algorithms. Methods for 

shape and topology optimisation of discrete and continuum stmctures are reviewed in 

more details. The major part of this chapter is devoted to methods for topology 

optimisation of continuum structures, such as the homogenisation design method. 

Simplified Isotropic Materials with Penalization (SIMP), soft-kill methods and hard-kill 

methods. 

Chapter 3 deals with topology optimisation with stiffness requirement for 3D 

continuous stmctures using the Evolutionary stmctural optimisation (ESO) and bi

directional ESO (BESO). The main body consists of sections devoted to the 
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mathematical basis of ESO (problem statement and sensitivity analysis), computer 

algorithms and implementations. A number of examples are given and results are 

compared with available benchmarks. Conclusions are drawn regarding effectiveness 

and efficiency of the ESO/BESO method. 

Chapter 4 is on a special type of stiffness optimisation where a changing loading 

condition is considered. Three factors can cause such changes. The first is the 

transmissible loading where the exact load location is not known but only a loading 

action line is prescribed. The second is the surface loading where the location of loading 

depends on the outer shape of stmctures. The third is the inclusion of self-weight in 

stmctural analysis. ESO/BESO can be easily adapted to these problems with minor 

modifications on the problem statement and/or sensitivity calculation. Examples on 2D 

and 3D are presented. 

Chapter 5 is for optimisation considering dynamic respects. The ESO/BESO method is 

used to address natural frequency optimisation with different objective functions, 

namely, to maximise a single frequency, to maximise multiple frequencies and to obtain 

a prescribed set of frequencies. They can be generalised in terms of sensitivity number. 

Also, three special topics are dealt with including the repeated eigenvalues, closely 

spaced eigenvalues and tracking a desired mode shape. A range of examples of 2D plane 

stress and 3D continua are presented to demonstrate the feasibility and effectiveness of 

the proposed method. 

Chapter 6 investigates a number numerical aspects associated with ESO/BESO, 

including the reliability of sensitivity analysis and parameter studies. Another attempt is 

on design post-processing. 

Chapter 7 deals with optimisation with non-stmctural constraints. One of many such 

constraints is the perimeter constraint on the optimal design. The investigation is 

motivated by reducing the mesh dependency of ESO and BESO algorithms as well as 

simplifying the design configuration. For 2D stmctures, the proposed perimeter control 

10 
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technique can achieve the above objectives. Though mesh independency can be still 

observed in 3D structures, the perimeter control technique remains its strength of 

reducing stmctural configuration. 

Chapter 8 draws the conclusions of the investigation of this _ thesis. Further 

investigations on this topic are recommended. 

11 



Chapter 2 

Overview of Structural Optimisation 

This chapter reviews the development in the field of structural optimisation. Sect. 2.1 

presents the basic mathematical formulation of the optimisation problem, on which 

analytical methods such as differential calculus and calculus of variations are 

formulated. Numerical methods are reviewed in Sect. 2.2, including the mathematical 

programming (MP), optimality criteria (OC) and genetic algorithms (GA). While those 

methods have been readily applied to size optimisation, shape and topology 

optimisations, are more involved and are presented in detail in Sect, 2,3. This section 

consists of two sub-sections. Sect. 2.3.1 deals with shape and topology optimisation of 

discrete stmctures and Sect. 2.3.2 is on continuum stmctures. In Sect 2.3.2, shape 

optimisation on continua using boundary variation approach is briefiy introduced. The 

remainder of this sub-section reviews the topology optimisation regarding topology 

description, design variables and problem statement. Various solution routines are 

grouped into three groups: those based on homogenisation, evolutionary methods and 

hybrid methods. Typical methods in those groups are introduced and their strengths and 

weaknesses are discussed. Towards the end, the application of stmctural optimisation as 

an engineering design tool is presented. 

12 
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2.1 Mathematical Formulation of Optimisation Problems 

2.1.1 Mathematic Statement 

The optimisation problem can be mathematically interpreted as determining the 

extremum (usually, the minimum) of functions subject to certain constraints (Haftka and 

Giirdal 1992), i.e. 

Minimise / ( x ) . (2.1a) 

Such that ^.(x) = 0,J = 1,...,«,, (2,1b) 

hj{x)>0,j = n^ + l,...,n^, (2.1c) 

x < x < x , (2-1 d) 

where x is the vector of design variables and/(x) is the objective function. gj{x) and 

hj{x) are equality and inequality constraints, thus the problem is called constrained 

optimisation. Similarly, problems without constraints are called unconstrained 

optimisation. Equation (2.Id) is the side constraint where x and x are the lower and 

upper bounds of design variables. 

In stmctural optimisation, the objective function f{x) is usually chosen to be the 

criterion/criteria representing the stmctural volume, weight, cost, performance, 

serviceability or their combinations. Constraints gj{x) or hj{x) can be imposed on 

stmctural behaviour such as stress, displacement or mean compliance. They can also be 

limitations on the functionality and manufacturing tolerance, such as requirements on 

the number of stmctural components or cross-sectional dimensions. Design variables 

are independent quantities which define a stmcture system and can be modified to 

obtain an optimal solution. 

Stmctural optimisation can be classed into three types: 

13 
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Size optimisation: the design variable can be the thickness of plates or shells, cross 

sectional properties of bars, beams or columns, either being the section area or the 

moment of inertia, etc. 

Shape optimisation: It mainly deals with modification of stmctural geometry. 

Geometrical variables can be the coordinates of member joints in discrete stmctures, the 

length and location of supports of beam stmctures and the height of shell stmctures. 

Shape optimisation for continuous stmctures is usually performed by varying existing 

boundaries. 

Topology optimisation: for discrete skeletal stmctures such as tmsses, frames or 

honeycombs, topology optimisation is also known as layout optimisation. It is used to 

determine the pattem of member connection as well as the number and spatial sequence 

of nodes and elements. Both size and geometrical variables can be involved. For 

continuous stmctures, the optimal topology design is to find the optimum profile of 

extemal and intemal boundaries. Topology optimisation is usually accompanied by size 

and shape optimisations and is the most difficult and challenging task among the three, 

as will be firrther discussed in Sect. 2.3. 

2.1.2 Analytical Approaches 

Differential Calculus 

In differential calculus, conditions for existence of extreme values are stated as that the 

first order of derivative of objective functions with respect to the design variable is 

equal to zero, i.e. 

y/;(x) = 0, i = l,2,...,n. (2.2) 

14 
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The solution vector {Xy,X2,...,x„} to the system of equations constitutes the extreme 

points. 

The above situation can only be applied to very simple cases of unconstrained 

optimisation. For equality constrained optimisation, there are two techniques for 

deriving the necessary conditions. Firstly, if the constraint equation can be solved to 

obtain the relationship between dependent design variables, the constrained problems 

are transformed into unconsfrained ones. Secondly, in cases where constraints are 

implicit functions of design variables, a general method called Lagrangian multiplier 

can be used, i.e. an auxiliary ftmction using the Lagrangian multiplier Xj is formulated 

as follows: 

L{x,X) = f{x) + t,Xjgj (2.3) 
J=x 

with the necessary conditions of an extremum expressed as 

dL 
— = 0, z = l,. 
OXi 

dL 

. , « , 

•.«e 

(2.4) 

Optimisation is to solve the above system of equations with altogether n+ n^ unknowns. 

The number of Lagrangian multipliers n^ is equal to that of constraints. 

For a general class of problems with both equality and inequality constraints, the 

necessary condition for an extremum is summarised as the Kuhn-Tucker conditions, 

which can be expressed in a simple form as: 

y/:(x)+2]>,.Vg/x)-h 2lXj'7hj{x) = 0, i = l,2,...,n, (2.5) 
j=\ J='i. + X 
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The complementary slackness conditions are needed to consider in the above equation 

and the Lagrangian multipliers for inequality constraints A.̂  {j =n^+l ,...,n) are 

required to be greater than zero. 

Calculus of Variations 

It is a generalisation of the differentiation theory. It deals with optimisation problems 

having an objective function /expressed as a definite integral of a functional F defined 

by an unknown function >̂  and some of its derivatives (Haftka and Gurdal 1992). 

The objective ftmction can be defined as 

^ = ^(^'^'f'-^>*' (̂ •̂ > 
where y is directly related to the design variable x. Optimisation is to find the form of 

function y = y{x) instead of individual extreme points. 

Analogous to the case of differential calculus, the necessary condition for an extremum 

is the vanish of the first order of variation, i.e. 

8 / = f f ^ + ~+. . .U = 0. (2.7) 
"ydy oy J 

Applying boundary conditions, after arrangement, equation (2.7) can be finally 

expressed in form of Euler-Lagrange Equation as follows: 

dF_ d_ 

dy dx .dy'j 
= 0, (2.8a) 
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with the natural boundary conditions {x=a and x=b): 

dy' 
0, and = 0 (2.8b) 

The differential calculus and calculus of variations emphasize the analytical exploration 

of optimisation problems. Their earliest application to stmctural design might be due to 

Maxwell (1895) in designing the least weight layout of frameworks. The later research 

on the optimal topology of tmsses by Michell (1904) was well known as Michell type 

stmctures. Except for those results, the application of classical analytical methods is 

very limited because of the mathematical complexity and impractical idealisations. 

Nonetheless, analytical methods are of fundamental importance in that they explore the 

mathematical nature of optimisation and provide the lower bound optimum against 

which the results by altemative methods can be checked. 

2.2 Basic Numerical Algorithms 

2.2,1 Mathematical Programming 

Mathematical programming (MP), initially formulated in 1950s (Heyman 1951), can be 

the most popular optimum search technique. It starts from an initial design defined by a 

selected set of design variables. An improved design is searched in the direction of 

gradient of behaviour functions in the form of Lagrangian auxiliary functions. At each 

step, the value of behaviour function of a new stmctural design is evaluated. Design 

variables are modified gradually until the objective function achieves convergence. 

At the earlier stage, the mathematical programming method is limited to linear problems 

where the objective functions and constraints are linear functions of design variables. In 

1960s, nonlinear programming (NLP) was integrated with finite element analysis as 

first suggested by Schmit (1960). Since then, numerous algorithms of nonlinear 

programming techniques have appeared such as feasible direction (Zoutendijk 1960), 

17 
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gradient projection (Rosen 1961), penalty function methods (Fiacco and McCormick 

1968) and generalised geometric programming (CGP) (Avriel and William 1970), Each 

technique can suit a certain type of problems. For example, CGP combined with a 

monomial treatment can handle problems with a large number of mixed equality 

/inequality constraints (Bums 1987). 

2.2.2 Optimality Criteria 

Optimality criteria (OC) method was analytically formulated by Prager and co-workers 

(Prager and Shield 1968; Prager and Taylor 1968). It is then developed numerically and 

becomes a widely accepted stmctural optimisation method (Venkayya et al. 1968). It 

also adopts concepts of objective functions and constraints and defines a prior criterion. 

The optimum is achieved when the criterion is satisfied. Defining such a criterion may 

take advantage of special design conditions and engineering judgement. 

In general, most of OC algorithms consist of four fimdamental steps: stmctural analysis, 

stating criteria, scaling and resizing. 

The Kuhn-Tucker condition constitutes the optimality criteria: 

Ze .̂X. = l, i = l,2,...,n, (2.9) 

Where eij = —^ / — , is the Lagrangian energy density, and L is the Lagrangian 
dxj I dXj 

multiplier. Equation (2.9) means that in an optimal design, the weighted sum of 

Lagrangian energy density is the same for all structural elements. The equation can be 

transferred to a recurrence formula to resize the design variable. 

The mathematical programming and optimal criteria methods are the two best 

established and widely accepted optimisation techniques. Mathematical progranuning is 

18 
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featured by its mathematical elegance and generality. It is less problem specific and is 

particularly suitable for problems of multiple constraints problem. However, the 

computational cost increases dramatically when a large number of constraints or design 

variables are considered. This somehow limits its application to large size stmctures. In 

contrast, optimality criteria method is less size dependent and offers ̂ -bigh convergence 

speed. Although the convergence may become unstable, especially in the case of 

inappropriately defined initial designs, the relatively low computational cost of OC 

makes it particularly appealing for large stmctural systems. 

These two methods are reconciled, to a large extent, by formulating dual MP methods 

(Fleury 1979), which can be interpreted as generalised OC methods. In dual methods, 

the constrained primary minimisation problem is transformed into the maximisation of a 

quasi-unconstrained dual function which is only related to the Lagrangian multipliers. 

When the primal problem is convex, explicit and mathematically separable, use of dual 

methods is very effective by introducing some intermediate design variables. Based on 

the use of reciprocal design variable, the convex linearisation method (CONLIN) 

(Fleury and Braibant 1986) was well developed, and was later generalised as the method 

of moving asymptotes (MMA) (Svanberg 1987). As dual methods search the optimum 

direction in the space of Lagrangian multipliers instead of that of the primal design 

variables, it can save considerable computing efforts when the number of constraints is 

smaller than that of design variables. 

2.2.3 Genetic Algorithms 

Genetic algorithms (GA), as originally developed in 1970s (Holland 1975), has been 

extended to solve the stmctural optimisation problems (Goldberg 1989). Its principle 

uses Darwinian's theory of survival of the fittest and adaptation. The procedure consists 

of reproduction, crossover and mutation. In the beginning, an initial population of 

designs (individuals) is randomly created, with design variables represented by a code 

of bit strings. The fitness of each individual is evaluated according to a fitness function. 

Those fittest members are allowed to reproduce and cross among themselves, resulting 
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in a new generation with member having higher degree of most favourable 

characteristics than the parent generation. This process repeats until the best individual 

of the population reaches a near-optimum solution. 

Genetic algorithms may not be as efficient as traditional MP or OC methods because 

they are quite computationally intensive. Nonetheless, they still serve as reliable and 

robust techniques for their merits. Compared to the gradient-based search methods, 

genetic algorithms search the solution more extensively in that it involves a set of 

candidate solutions (individuals). They work on the objective function itself rather than 

its derivatives and is more likely to converge to a global optimum. Furthermore, genetic 

algorithms fransfer design variables into a code representation, typically, into a binary 

bit-string, which is integer in nature. Therefore, it is highly potential for problems 

involving a mix of continuous, discrete and integer design variables, such as 

optimisation of composite stmctures (Nagendra et al. 1993; Le Riche and Haftka 1994). 

When using the above MP, OC and GA algorithms to perform size optimisation, i.e. 

changing the size variables, aspects as to design variable, objective and constraints 

poses no particular problems. Indeed, size optimisation has been well addressed and 

reached a mature level, both in research and industrial applications. Recently, there has 

been increasing interest in shape and topology optimisation and this is fiirther discussed 

in the following sections. 

2.3 Current Methods for Shape and Topology Optimisation 

Compared to size optimisation, shape and topology optimisations are more complicated 

due to difficulties associated in parameterising the optimisation problems. The design 

variable for describing the geometry or topology is not straightforward. Also, the 

variable may not be explicit in expressing the objective function and constraint. In this 

section, methods are reviewed on optimisation of discrete stmctures and continuum 

stmctures. 
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2.3.1 Layout Optimal Design for Discrete Structures 

Topology optimisation for discrete stmcture is referred to as optimal layout design. The 

topic has its origin in Michell's least weight design of tmss stmctures (Michell 1904). 

His work has been fiirther developed by Prager and Rozvany and the results are well 

knovm as the layout theory (Prager and Rozvany 1977; Rozvany 1989). A survey on 

this topic is give by Topping (1993). 

In layout optimisation, there are size variables (the section property) and geometry 

variables (e.g. the coordinator of stmctural joints). In the geometry approach (Schmit 

1960), the number of joints and connecting members is fixed unless some joint coalesce 

leads to change in the structural configuration. As the mixed design variables can be of 

magiutude of rather different orders, it may cause difficulties in overall convergence. 

This leads to the formulation of the hybrid approach (Vanderplaats and Moses 1972). 

The size and geometrical variables can be divided into two design spaces and 

accordingly, there are two steps in updating design variables. 

The most recent approach might be the ground structural approach. A ground stmcture 

consists of a dense set of nodes and a large number of potential connections between 

those nodes. The number and position of nodes are fixed while the number and size of 

connecting elements are altered. Size variables are still continuous, but if the section 

area of some elements reduces to zero during optimisation, these elements are deleted 

from the stmcture and the stmctural topology changes accordingly. 

2.3.2 Shape and Topology Optimisation for Continuous Structures 

2.3.2.1 Boundary variation approach to shape optimisation 

The stmctural shape .boundary, either extemal or intemal, can be represented by 

parameters, and the shape optimisation is described by moving the boundary. There are 

many literatures on shape optimisation regarding the mathematical model, description of 
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boundary shapes, generation of finite element mesh and solution strategies (Bennett and 

Botkin 1986; Haftka and Grandhi 1986). 

The description of boundary shapes is essential to the boundary variation approach. 

There are several ways to represent the boundary, such as the boundary nodes, 

polynomials and splines. In the survey by Ding (1986), different ways are compared in 

respects of design variable selection, numerical accuracy and optimal shape. For the 

numerical implementation of the boundary variation approach, a capability of automated 

mesh refinement is indispensable. The refinement can be undertaken either globally by 

re-dividing the whole stmcture or locally by introducing additional elements or 

increasing the order of finite elements. 

The above boimdary variation method only modifies stmctural boundaries which are 

existing. It is not able to remove an existing boundary or create a new one, thus 

precludes changes in the connectivity of the stmctural geometry. The optimal design has 

the same topology as the initially given topology, which somehow restricts the optimal 

solution. In fact, any fine tuning of the stmctural boundary cannot offset an improperly 

defined topology. 

In topology optimisation, the topology in not known in prior, but is allowed to change 

during the solution procedure. The final design may be significantly different from the 

initial guess. Topology optimisation can generally produce designs of improved 

performance and lower cost than the shape optimisation. 

2.3.2.2 Ground structure approach to topology optimisation 

Topology optimisation has been a topic of extensive research in the last two decades. 

While algorithms such as mathematical programming and optimal criteria are well 

developed, the complexity in topology optimisation firstiy lies in the description of the 

topology and definition of design variable. Use of parameterised geometry as in the 

boundary variation approach is not adequate because there are boundaries or holes of 
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different shape, dimensions and numbers. For this limitation, methods for topology 

optimisation are largely based on the concept of a ground stmcture. 

In a continuum setting, let Q be the given candidate design domain consisting of the 

loading and displacement boundary conditions. The topology optimisation consists of 

finding the sub-domain Q^ of Q, with the prescribed volume K * in which a given 

objective function / i s extremised. In other words, the connectedness, the shape and 

number of holes are to be decided in the design domain. If one defines the material 

density as the design variable, the optimisation problem can be written as 

Minimise / ( p ) . (2.10a) 

Subject to g=^pdx<V*, (2.1 Ob) 

p(x) = 0 o r l , x 6 Q . (2.10c) 

In a finite element model of the continuum, the density at each node is taken as the 

design variable, and the problem is translated to: 

Minimise / ( p ) . (2.11a) 

Subject to g = ̂  * - ^ p.x. =0, (2.11b) 
;=1 

p,e{0,l}, i = l,...,n. (2.11c) 

The optimisation problem is thus intrinsically discrete. A natural way to solve it is to 

use the genetic algorithms (GA) as the binary design variable is analogous to the 0-1 

coding. There are some successful examples, such as optimising of 2D continua 

(Chapman et al. 1994). However, in an exhaustive search method, the scale of the 

problem solved is limited by the high computing demands. In fact, methods based on a 

limited search direction (e.g. gradient direction) are more practical and popular. 
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Alternatively, the search can be based on heuristics, e.g. stress ratio as adopted in 

practical design routine. Those methods can be classified into three groups (Bulman and 

Hinton 1999): 

1) Those based on the homogenisation theory, or h-based, typically represented by the 

homogenisation (Bendsoe and Kikuchi 1988) method and Simplified Isotropic 

Material with Penalization (SIMP) (Zhou and Rozvany 1991). In these methods, the 

discrete optimisation problem is transferred to a continuous one, by either 

introducing micro-structures or assuming continuous densities and interpolation 

ftmction. 

2) Those based on evolution, or e-based, which are initially developed from the 

heuristic concept of fully stressed design (FSD). A design of uniform stress can be 

evolved by gradually 'killing' elements of low stress in hard kill methods such as 

ESO (Xie and Steven 1993), and in soft-kill methods such as adaptive biologic 

growtii (Mattheck 1997). While the soft-kill methods focus on stress-based 

optimisation, ESO has been significantly extended to accommodate other design 

objectives and constraints. Sensitivity analysis rather than stress ratio is used as the 

evolution criteria. 

3) Hybrid methods, which shares characteristics of the above two methods, such as the 

Constrained Adaptive Topology Optimisation (CATO) (Bulman and Hinton 1999). 

The algorithm has the same feature of stress ratio as in the e-based methods, but may 

also involve microstmctures as in the h-based methods. 

The first two groups form the base of stmctural topology optimisation and the remainder 

of this section reviews typical methods in these groups. 

Homosenisation Design Method 
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This method assumes that the continuum stmcture includes materials with periodic, 

perforated microstmctures. There are many types of microstmctures, such as a square 

cell with square hole, a rank-1 layered material and a rank-2 layered material. The 

homogenisation theory (Babuska 1976 and 1977) as used for composite material is 

applied to compute the material properties, e,g, elasticity tensor. The design variable 

used here is the microstmcture orientation and density which are calculated from 

microstmcture geometries. 

Use of continuous density means that there are three phases of material in the stmcture: 

soUd material (1), void (0) and intermediate material (0~1). It is necessary to exclude the 

intermediate material and force a manufacturable design of 0-1 density. Techniques for 

suppressing the chattering design can be either introducing a priori restriction on the 

microstmctures (Suzuki and Kikuchi 1991) or imposing postiori penalty on the 

intermediate value of material density (Allaire and Kom 1993), 

The homogenisation method has been used successfully since its numerical 

implementation first presented by Bens0e and Kikuchi (1988). It has been extended to 

optimisation under multiple loads (Diaz and Bens0e 1992) and design of complaint 

mechanism (Ananthasuresh et al 1994; Saxena and Ananthasuresh 1998). In stmctural 

dynamic design, the method has addressed the eigenvalue problems (Tenek and 

Hagiwara 1993; Ma et al 1995), stmctural harmonic response (Ma et al 1993), 

transient response (Min et al 1999), and unified static and dynamic designs (Min et al 

2000). Apart from 2D problems, 2D plate/shell microstmcture and 3D microstmcttire 

have been examined (Kikuchi et al 1991; Diaz and Lipton 1997; Olhoff et al 1998). A 

full presentation and detailed bibliographies can be found in books on this topic 

(Bends0e 1995; Hassani and Hinton 1999). 

Simplified Isotropic Material with Penalization (SIMP) 

This method transfers discrete variables to continuous ones by introducing interpolation 

functions (Bends0e 1989; Zhou and Rozvany 1991). The continuous variables are often 
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interpreted as material densities p . Physical quantities, say, the elasticity tensor E can 

be expressed as: 

E{p)=p''E„ (2.12) 

where E^ is the elasticity tensor of the fixed material and P is some chosen power. 

Unlike in the homogenisation method where p corresponds to a certain microstmcture, 

the density here is considered rather as a programming strategy than a realistic material 

type. For this reason, the SIMP method has been previously regarded as an 'artificial' 

material model. However, it has been proved recently that the approach can be 

physically permissible if the power satisfies simple conditions (Bendsoe and Sigmund 

1999), e.g. /? > 3 for Poisson's ration equal t o j , 

By using a power greater than one, the stiffness at an intermediate density is penalised 

in that a certain amount of material gives less than proportional stiffness (as p < 1). The 

power has significant effects on the solution. A reasonable range can be 1.2-4,0. By 

increasing the value, the penalty on the intermediate density becomes heavier which 

leads to a more distinct black-and-white topology. Also, the value of the penalty 

exponent can be varying during iterations and this technique is called the continuation 

approach (Jog 1993). Theoretically, a sufficiently high value of P steers solutions to 

discrete 0-1 values. In practice, altemative strategies are used in SIMP to obtain a black-

and-white topology, such as the filter technique (Sigmund 1994) and perimeter control 

(Haber et al. 1996). A survey on SIMP is given by Sigmund and Petterson (1998). 

Soft Kill Methods: 

There are various heuristically based methods for topology optimisation using the 

concept of 'soft kill'. The objective is normally a fully stressed, or uniform stress 

design. This design is obtained by strengtiiening the over-stressed part and decreasing 

the under-stressed part, which to some extent mimics the adaptive biological growtii. In 

the soft kill option (SKO) (Mattheck 1997), the Young's modulus E is adjusted at each 
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iteration by setting the value of the element stress. This means that the stronger part 

will sustain more loads, and the weaker part will become even weaker and eventually be 

'killed'. Similarly, in the cellular automation generation method (Inou et al 1994), 

elements of low elasticity modulus are gradually killed by applying some 'birth-and-

death' mle. 

Hard Kill Methods: 

In the above methods, the discrete problem of topology optimisation is replaced with 

some continuous approach, by either heuristic rules or some more mathematically 

rigorous approaches. In contrast, hard kill methods direct deals wdth the 0-1 discrete 

variable. 

• Evolutionary Structural Optimisation (ESO) 

It is based on the concept that by systematically removing inefficient materials from the 

stmcture, the residual shape evolves toward an optimum (Xie and Steven 1993). There 

are two kinds of removing criteria, which can be based on a certain average stress or on 

the sensitivity number. The former was the original form of ESO and the latter is a 

significant extension. 

When using the stress as design criteria, a cut-off element stiess is defined as the reject 

ratio {RR) times the maximum stress. Elements with stress lower than the cut-off stress 

(i.e. a^ <RRiG^^, where / is the iteration step) are removed. This procedure repeats 

until there are no elements satisfying the inequality. This means that the cut-off stress 

should be increased, and the removal ratio is updated to RR^^^ = RR/ + ER where ER is 

the evolution ratio. By this procedure, the stress distribution in the stmcture becomes 

more uniform. 

There are a few variants in the stress-based approach, such as: 

• Nibbling ESO: elements can only be nibbled away from the stmctural boundary and 

thus no inner cavity is produced. The stmcture evolves to a shape of uniform stress. 
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• Reduction of stress concentration: shapes of cut-out, hole, joint, etc. are optimised in 

order to reduce the maximum stress. 

• Thermal stress optimisation: to obtain the optimum design of uniform stress under 

the thermal load conditions (Li et al. 1997), 

• Elastic contact: the contacting profile of several separate bodies is optimised to 

reduce the maximum contact stress (Li et al. 1998). 

• Nonlinear problems: stmctures with material and geometric nonlinearities are 

investigated where the sfrain energy density is used as the evolution criterion 

(Querin ^r a/. 1996). 

In the class of ESO based on the sensitivity number, the element removal is based on the 

value of element sensitivity, defined as the change in objective functions/constraints as a 

result of element to be removed. It is calculated by stmctural sensitivity analysis on the 

finite element model, such as the mean compliance sensitivity and eigenvalue 

sensitivity. This means that the general solution routine of ESO can be applied to 

problems of different objectives/constraints. Indeed, the range of problems solved by 

ESO includes the stiffiiess/displacement (Chu 1997), natural frequency (Xie and Steven 

1994), stmctural vibration (Rong et al 2001a) and stmctural buckling (Manickarajah et 

al 1998). Furthermore, different stmctural systems have been accommodated including 

2D and 3D discrete stmcture, 2D plate and 2D and 3D continuum. It is also noted that 

size, shape and topology optimisation can be addressed respectively or simultaneously. 

One improvement of ESO is its extension to bi-directional ESO (BESO). This is to 

allow for both element removal and addition (Querin 1997). It has the advantage of 

correcting some prematurely removed elements or admitting new elements. As such, it 

can start from a small initial design instead of an over-sized ground stmcture. This can 

save computing cost of finite element analysis. 

To include non-stmcture constraint is a recent development of ESO/BESO. The ICC 

(intelligent cavity control) method can effectively control the number of cavities in 

stmctures and reduce the stmctural complexity (Kim et al. 2000). The stmctural 
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complexity can be alternatively controlled by bounding the stmctural perimeter and this 

is one topic of this thesis. 

• Reverse Adaptivity (RA) 

The method is based on the same principles as ESO of stress criteria, i.e. removal of 

low-stress elements (Reynolds et al. 1999). Its added feature is that procedures of finite 

element subdivision and mesh refinement are involved during evolution. The term 

'reverse' is used because the subdivision is carried out in the element of low stress 

element, as opposed to the conventional finite element adpativity in region of high 

stiess. After each finite element analysis, a certain averaged stress is calculated at each 

element. The total elements are sorted in a stress-ascending order until the r percent of 

the material is the reached and the corresponding stress is the 'cut-off stress. The 

elements with stress smaller than the cut-off stress are then subdivided. The subdivision 

is based on the element edge length of evolving boundary which is calculated from the 

area of the current design and a user-specified number of elements. Take a triangular 

element for example, the two element bisection algorithms are adopted for subdivision. 

The stmcture is re-analysed based on the refined model and low stressed elements are 

re-identified and removed. 

Use of an adaptive mesh has a few advantages over the ESO method. Firstiy, the mesh 

refinement helps to increase the accuracy of structural response calculation. Although 

the stmcture becomes smaller and smaller during evolution, RA ensures that there are 

sufficient number of elements to represent the structure. Furthermore, one can start with 

a relatively coarse mesh and then successively refine it. This means a much smaller 

scale of finite element problems than simply defining a fine mesh from the out-set. 

Additionally, the clement refinement results in a fairly smooth stmctural boundary 

which make the design highly practical. 

The RA algorithms can be semi-automatic or fully automatic. The former includes the 

Interactive Design Refinement procedure (IDR) (Christie et al 1998). ft mainly 

involves plotting the stress contour, then defining the stmctural boundary and remeshing 
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within it. These procedures are conducted automatically in the fully automatic RA. It 

has the added capability of judging and handling stmctural integrity and maintaining 

stmctural symmetry. The most recent improvement in RA is introducing material 

addition procedure and this technique is called evolutionary material translation (EMT) 

(Reynolds et al 2001). It is similar in principle to BESO but possesses the advantages 

of RA. Additionally, in the ground stmcture, as the solution is a sub-domain of the 

ground stmcture, it can be non-optimal if the ground stmcture is under-defined. 

However, the design domain in EMT can be unbounded instead of being confined to the 

ground stmcture. This reduces the dependency of solutions on the initial stmctural 

definition. 

• Metamorphic Development (MD) 

The basic idea of 'development' or evolution is same as ESO/BESO for stif&iess 

optimisation (Liu et al 1999). It is characterised by the element modification strategy. 

Firstiy, the element efficiency is judged by both the stress and strain energy. Secondly, 

instead of removing or adding a single element, the modified entities are in groups. 

Elements are added around some types of 'growth cone', defined according to the 

stress/strain energy distribution pattem. Typically, the added element group consists of a 

series of rectangular elements in the middle and triangular elements at ends (i.e. the so-

called 'bus' pattem). This helps to fillet or align the stmctural boundary thus reduces the 

jag-saw feature. Like the EMT method, MD can use an unbounded design domain. 

For the above-mentioned methods for topology optimisation, each has its strength and 

weakness. The homogenisation based methods are more mathematically rigorous with 

issues regarding the existence of solution and convergence well addressed. As the 

element material is orthotropic, the topology can form toward the lines of the force 

transmission and the convergence can be rapid. The disadvantage is that more design 

variables are involved. An element with a rectangular void, for example, has two void 

dimension variables and one orientation angle variable. In contrast, SIMP uses only one 

design variable, i.e. material density. This also makes SIMP more general in 

implementation. 
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Although evolution-based method, typically ESO, was initially based on heuristics for 

stiess-related problem, sensitivity analysis and gradient search form indispensable 

features for other problems. The strength of these methods is that they generate more 

appealing engineering designs. To relate the stmctural optimisation and engineering 

design practice, the common design stage of conceptual-preliminary-detail stage can 

correspond to the topology-shape-size optimisation. Topology optimisation to yield the 

best conceptual design is at a critical phase. The optimal topology, which may not be 

unique in most cases, should have such features as being easy to be interpreted for 

detailed stmctural sizing. This is a feature of the evolution-based methods as design is 

distinctly black-and-white. In the meantime, as for the various design requirements, the 

ESO/BESO m-Cthod has a systematic routine, which is easy to understand and 

implement. 

To date, various computer packages for stmctural optimisation have been developed. A 

certain optimisation algorithm can be embedded in some commercial fine element 

analysis packages such as ASPTROS, Genesis, NASTRAN and ANSYS. There are also 

specific packages with more sophisticated functions of size, shape and/or topology 

optimisation such as Reshape, OptiStruct and HyperShape. This is a natural outcome of 

the extensive research in these fields. Structural optimisation, developed from an 

academic topic, is gradually establishing itself as a design tool serving the practical 

design of industries and engineering. 
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Chapter 3 

ESO and BESO for Stiffness Optimisation 

This chapter presents the basic concept and implementation of the ESO and BESO 

methods. The theoretical aspects are first discussed including the problem statement, 

optimal criteria and sensitivity analysis. Then procedures for computer implementation 

are presented and applied to a number of 3D examples. Results are discussed and 

compared in terms of optimal design and computational efficiency. Although this 

chapter is focused on stiffness optimisation of 3D stmctures, the fimdamental idea and 

notations can be easily generalised for a wide range of problems, and employed in 

chapters followed with only minor modifications. 

3.1. Mathematical Background 

3.1.1 Problem Statement 

From the elementary continuum mechanics, for an admissible displacement field, the 

potential energy in a linearly elastic body can be expressed as (Cook et al 1989) 

n = | i s ^ E 8 ^ F - | u ^ F J K - p T J - S - D ^ Q , ^ -̂̂ ^ 

where 

s = the strain field. 

E = the material property matrix. 

u = the displacement field. 

32 



Chapter 3. ESO and BESO for Stiffness Optimisation. 

p = body forces. 

X - surface tractions. 

D = discrete displacement of the stmcture. 

Q = discrete extemal loads. 

V,S = volume and surface area of the structure, respectively. 

Using the finite element procedure, Eq. (3.1) becomes 

n = i D ^ K D - D ^ P , (3.2) 

where K is the global stiffness matrix, P is the assembled load matrix, consisting of 

original nodal loads and the contribution of body forces and surface tractions, i.e. 

P = Q + R, (3.3) 

i—n 

where R = ^ r / 

and r, = |N'"Fi/K+ | N ^ T J S , 

where N is the shape function matrix, Ve and Se are the element volume and area, 

respectively, and n is the total number of stmctural elements. 

The static equilibrium equation is: 

KD = P . 

To be consistent with the conventional notations in this thesis, we replace D with u, i.e. 

Ku = P, (3.4) 

where u is the nodal displacement vector (rather than the continuous displacement field 

inEq.(3.1)). 
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The overall stiffness of a structure can be evaluated by the mean compliance, i.e. the 

extemal work of loads P done with the real displacement u . Maximising the stmctural 

stiffness is equivalent to minimising the mean compliance. Therefore, the problem 

statement of stiffness optimisation can be written as 

Minimise / = C(x) = P^u. (3.5a) 

Subject to g = w*-Y, W.,Xi = 0, (3.5b) 

X, e {0,1}. (3.5c) 

Where W^ is the weight of an individual element and W * the prescribed total stmctural 

weight. The binary design variable {0,1} declares the absence (0) or presence (1) of an 

element. 

Note that 

P"u = u^Ku. (3.6) 

The mean compliance can be written as the summary of contribution of each single 

elements as follows: 

C = u'Kn = ±{u,'K,u,) = ±2q, (3.7) 
/=i (=1 

where K; and Uj are the stiffness matrix and displacement vector of the/th element. 

.̂  1 T 
C, = — Uj K.Uj is the element strain energy. 
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3.1.2 Evolution Criteria 

3.1.2.1 Sensitivity analysis 

In evolution algorithm, the evolution proceeds in the gradient direction and thus requires 

the sensitivity of the objective function and constraints. A presentation of sensitivity 

analysis is given in this section based on which the optimality criteria are derived. 

The mean compliance is 

C = P^u. (3-8) 

Supposing that there is a change in stmcture, the resultant change in the mean 

compliance is 

AC = P'"Au + AP''u. (3-9) 

So far we assume that structural modification has no effect in loading conditions, i.e, 

AP = {0}, thus 

AC = P^Au. (3-10) 

From tiie equilibrium equation together with the assumption of AP = {0}, it follows 

AKu + KAu = 0. (3-11) 

Pre-multiplying the above by P^K"' (i.e. u^) leads to 

P'K-^KAu = -u^AKu. (3-^^) 

Referring to equation (3.10), the derivative of the mean compliance is 

AC = P^Au = -u^AKu. (3-^3^ 
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Supposing that the modification is due to removal of an element, i.e., AK = -K; , Eq. 

(3.13) becomes 

AC = u /K iUi=2C, , (3.14) 

where all entities are at an element level. 

3.1.2.2 Optimal criteria 

The Lagrangian function for problem (3.5) is 

L{x,X) = f-Xg (3.15) 

= C{x)-X{W*-t,W,x^), 
1=1 

where X is the Lagrangian multiplier. 

The optimality criterion for problem of continuous design variables is 

dL df dg 

I I I 

However, as the design variable is discrete in ESO/BESO, the derivative in equation 

(3.16) is replaced with the ftmction increment, i.e. 

AZ. =—Ax,= ^AX:-X-^Ax,= 0, i = l,...,n. (3.17) 
ox,. OX; OX: 

Recalling Eq. (3.14): 

¥ 
~Ax.=AC = 2C,, and (3.18a) 

~-AXf = -AW = W,,i = l,...,n. (3.18b) 
ox.. 
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Substituting Eqs. 3.18(a) & (b) into Eq. (3.17) results in 

2C,-XW,=Q,OJ: 
(3,19) 

2C 

W, 

Eq. (3.19) is the optimality criterion on stiffness of the evolutionary algorithm. It is 

consistent with the well-known condition regarding the overall stuffiness optimisation. 

That is, at an optimum the ratio of element strain energy to its weight is the same for all 

stmctural elements (Venkayya et al 1973; Morris 1982). In other words, the final 

optimum is an idealised status of uniform strain energy with respect to the element 

weight. To reach or approach such a state requiring re-distributing the strain energy by 

stiengthening areas of high sfrain energy and/or shrinking areas of low energy. As a 

special problem of distinct design variable in evolutionary method, this is simply a 

procedure of adding and/or removing elements according to its strain energy/weight 

ratio. Using Eq. (3.14), Eq. (3.19) can be re-written as 

u/K.U: (3-20) 
a , = • • 

which is defined as element sensitivity number. It is the indicator of element efficiency. 

3.2 Implementation of ESO and BESO 

3.2.1. Procedures of ESO 

In brief, the evolution procedure consists of two modulus, namely, structural analysis 

and stmctural modification. They are performed in an iterative manner. The structural 

modification module is to implement functions of sensitivity analysis as presented 

above and of removing and/or adding elements. In ESO, only removal procedure is 

employed and it proceeds as follows. 
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1. For the given boundary and loading conditions, define the ground structure. 

2. Perform FE analysis to obtain information on displacement and/or stress. 

3. Calculate the sensitivity number a^ for all elements from Eq. (3.20). 

4. Remove elements of the smallest a^. 

5. Repeat Steps 2 to 4 until the stmcture reaches the prescribed weight. 

In the above procedure, the evolution starts with a ground stmcture which includes all 

potential elements and nodes. It is a fixed mesh as no new nodes (d.o.f s) are introduced 

during evolution, thus it is basically a large, fmely-discretised domain. The ground 

stmcture has effects on the final design and this aspect v^ll be discussed in Chapter 7. 

As for step 4, the sensitivity analysis assumes that changes in stmctural properties and 

response are small. Therefore, only a very small fraction of elements are modified and it 

is determined by a parameter called "modification ratio" (MR) and a reference stmcture. 

For example, if MR=l%) is assumed and the current stmcture with 1000 elements is 

taken as the reference, totally 1000x0,01=10 elements will be removed at the current 

iteration, A reference stmcture can be either the current stmcture or the initial stmcture. 

3.2.2. Procedures of BESO 

BESO involves an element addition procedure. It was originally intended to address the 

following two problems: to recover prematurely removed elements and to save 

computational time. These two advantages have been observed in most, if not all, of the 

applications in 2D problems (Querin 1997; Querin et al 1998; Yang et al 1999a). More 

recent use of BESO has the added advantage of addressing numerical instability and 

Chapter 7 is to discuss this in detail. 

The procedure of BESO is as follows: 

1. Within a ground stmcture, define the initial structure. This can be a very small 

portion of the design domain which consists of the loading and boundary conditions. 

2. Perform FE analysis. 

3. Calculate the sensitivity number a^ from Eq. (3.20). 
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4. Remove elements of the smallest a^ and at the same time, add elements around 

those of the highest a^. 

5. Repeat Steps 2 to 4 until the stmcture reaches the prescribed weight. 

There are two other parameters involved in BESO, namely. Addition Ratio {AR) and 

Stage Ratio (SR). Using the previous example and we define AR=Q.3, then there are 

totally 10 elements modified, among which lOx 0.3=3 are added and the other seven 

removed. It is obvious that^i?<0.5 will see stmcture "shrinking" and^i?>0.5 growing. 

As the initial stmcture is normally very small compared to the target weight, BESO 

proceeds in such a way that a stmcture first grows up to a certain point before it 

decreases, i.e. AR>Q.5 at early stages then AR0.5. There are two ways to decide this 

turning point. 

The first is to define a Performance Index (PI) and the turning is decided at the point 

when PI reaches a maximum. This measure has been used for 2D plane stress and tmss 

stmcture as these kinds of finite elements are 'scalable' (Chu 1997; Yang et al 1999a; 

Liang 2001). For example, for a stmcture divided by 2D plane stress elements, suppose 

the design has a weight W^ and mean compliance C^ at the rth iteration, and W^ and Ĉ  

at the 5th iteration. If W^ = W^, the comparison between these two topologies is 

stiaightforward, i.e. the design has the smaller mean compliance is better. However, to 

make designs of different weights and mean compliances comparable, we need to set 

one quantity the same and simply compare the other. Keeping this in mind, we scale the 

stmcture thickness of different weights to a same target weight by a scaling factor 

W*/W^ or W*/W^-while retaining the current structure topology. As the element 

stiffness matrix is linear to the thickness (K = / (? ' ) ) , and all elements are scaled by the 

same factor, the global stiffness matrix is changed to: 

W* 
KL/e=-—K, , (3.21a) 
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and the displacement vector is 

W, 
scale w . u , . (3.21b) 

As a result, the mean compliance of the scaled stmcture is 

C r..r P'u scale 
K 
W 

T..r P'u 
W. 

W' 
'-C\ (3.22) 

By this means, the topology at different iterations / are compared in terms of the 'scaled' 

mean compliance C'^^^,^. The topology with a smaller value of C'^^^,^ is a 'better' design. 

It is noted that the above scaling procedure is the similar to that adopted in the 

Optimality Criteria method, which is used to scale the design to the constraint boundary. 

For the sake of convenience, the scaled mean compliance Ĉ^̂ ẑ  can be made non-

dimensional by choosing a reference stmcture, say, a ground stmcture or initial 

stmcture, and the performance index PI is defined as 

pj _ ^ scale _ '^'^ref ^'^ref 

c: scale W-.y^C, 
(3.23) 

where the target weight W* has vanished. Apparentiy, a larger value of P/corresponds 

to a better design. 

For a 3D brick element, however, there is not clear physical meaning of scaling and of 

PI, thus an altemative Stage Ratio is used. For example, a value of ^7?=50% means the 

stmcture keeps growing up to 50% of the ground stmcture before starting decreasing. 

Elements are added around the stmctural boundary, i.e. elements with free sides or 

surfaces can be attached with additional elements, as sketched in Fig. 3.1. 
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'f. 

h 

Fig. 3.1. Elements added around the boundary (2D & 3D). The elements in dark are 
currently existing ones, and those in grey are potentially added elements. 

The procedures of ESO and BESO are summarised in a flowchart in Fig. 3.2. As for the 

finite element analysis shovm in the flowchart, one can choose to write the code for this 

function or use commercial software. The FEA analysis engine employed here is a 

software package STRAND6 due to its easy handling of element status in the FE model. 

Similar to the binary representation of design variables, STRAND6 records an existing 

element as 1 and an absent one 0 and thus change in the element status is as simple as a 

switch-off or switch-on operation. This saves the effort in mesh re-generation or node 

and element re-numbering. Based on the result of finite element analysis, a FORTRAN 

code ESOBRK is written to perform the sensitivity analysis and element 

removal/addition. Commands of FE analysis and ESOBRK are then written into a batch 

file and an evolution is performed automatically. It is noted that there are some 

altemative choices of implementation. Indeed, a similar method called meta-morphic 

development (MD) using ABAQUS and Unix platform has been working equally well 

(Liu et al 1999; Liu et a/.2000). 
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Fig. 3.2. Flow chart of ESO/BESO procedure. 

3.2.3. Suppression of Checkerboard Pattern 

The checkerboard pattem is a region where solid and void elements distribute in an 

alternating manner. Designs with checkerboard patterns are unrealistic and undesirable 

in practice. One effective way to suppress it is the noise filter technique where the 

checkerboard is analogously treated as unwanted noises (Sigmund 1994) thus signal 

processing technique can be applied. In ESO and BESO, a similar technique is used 

called the average sensitivity method. 

The common feature of the above two techniques is to take the contribution of the 

neighbourhood element into account thus the strain energy is smeared in a local area. 
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Firstiy, the element sensitivity number calculated from Eq. (3.20) is assigned to each 

node, thus the nodal sensitivity number is calculated from 

Z^, (3.24) 
7 = 1 

where x, is the design variable in Eq. 3.5(c ) and is equal to either 0 or 1. «*is the 

maximum number of elements shared the nodey, which is generally equal to the number 

of sides or surfaces of the employed finite element. For example, for a mesh uniformly 

divided by linear elements, n" =4 for 4-node elements and «*=8 for 8-node brick 

elements, a, is the sensitivity number of the elements joined at nodey. 

Subsequentiy, the nodal sensitivity is assigned back to all the sharing elements. For 

example, a four-node element has four nodal sensitivity numbers a}^^^, o?^^, of^^^ and 

^lode • Its new sensitivity is worked out by taking an average, i.e. 

a =^=' 
n' 

The above technique is included in the application of 2D plane stress problems and 

proves to be very effective (Yang et al. 1999a). 

Another way to eliminate checkerboard pattem is to use elements of higher order, such 

as 8-node quadrilateral elements (Manickarajah et al. 1998). However it is not as 

efficient as the above average method because of high cost of mnning FEM. This thesis 

adopts the average sensitivity technique. 
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3.2.4. Maintaining the Structural Symmetry 

For a symmetric stmcture, it is usual to define a symmetric finite element model. If the 

stmcture is symmetric in all respects including the material, geometry, boundary and 

loading conditions, the symmetry can be generally maintained during the evolution 

process as well as in the final optimal design. In a stmcture with one symmetric axis, for 

example, the symmetry can be kept by simply modifying an even number of elements. 

However, if there are elements lying on the axis of symmetry, this measure will become 

ineffective as modifying element on the axis will violate the above 'even number mle'. 

In such a case, an altemative check-up measure is used. At the current iteration, after 

say, 20 elements have been removed as calculated by the modification ratio, record the 

sensitivity number a^of the last modified element (i.e. 20*). This number is then 

compared to the sensitivity number of the remaining elements. Elements with the same 

value (judged by a relative difference smaller than 10"^) are regarded as being 

symmetric to the last one and are removed accordingly. 

In some cases, the stmcture may be geometrically symmetrical but loading and 

restraints are asymmetric. It is often expected that the geometry symmetry can be 

retained in the optimal topology. However, as the sensitivity numbers of geomettically 

symmetrical elements are not equal, i.e. a^, ?ia^2 ^-^en, where «^is the total number 

of symmetrical elements, the stmcture would lose the symmetry from the very 

beginning if elements were removed according to their individual sensitivity number. 

Therefore, it is necessary to define a common 'group' sensitivity number for all 

symmetrical elements. The procedure is as follows: 

1. Record the symmetric information, i.e. an array containing the information of the 

corresponding symmetric elements. This is done once only at the first iteration. 

2. At each iteration, read the symmetric information. After calculating the sensitivity 

using Eq. (3.20) and Eqs. (3.24) & (3.25), average the sensitivity among the 

symmetric elements, i.e. 
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j=". 

n = 
esym 

11% (3.26) 

n. 

3. Assign the a,^„, to each symmetrical element in the group, i.e. replace 

a ,̂,a^2»•••««,, with a^^„,, thus all symmetrical elements have a same group 

sensitivity numbera^^^^,. In the subsequent element modification, if the /th 

symmetrical group has the largest sensitivity number â  ^̂ , all elements in the 

group are removed. This is the same with the addition procedure. 

3.3. Examples 

In this section, the ESO and BESO methods are applied to two examples of 3D 

continuum stmctures. The finite element used here is 8-node brick element and 

computer time is referred to that of running on Pentium 533 MHz PC. ESO and BESO 

are performed comparatively. In BESO, addition ratio ^i?=0.25 (or 0.75) and state ratio 

SR=50% are used unless otherwise specified. In presenting the numerical results, the 

stmctural weight W and mean compliance are set dimensionless by scaling with respect 

to the corresponding values of the ground stmcture W^ and CQ, respectively. 

Example 3.3.1 A deep beam. 

As shown in Fig. 3.3, a deep beam of box shaped cross section is the design domain. 

The beam is clamped at one end and a point load 7̂ = 1.0x10^ kN acts at the centriod of 

the free end. The elastic modulus £=210 GPa and Poisson's ratio v=0.3 are assumed. 
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Fig. 3.3. A deep beam. 
Fig. 3.4. Finite element model, initial 
design of BESO, half model. 

A finite element mesh of 21x14 x 7=205 8 is used to divide the domain and this is a half 

model due to symmetry with respect to the mid-plane. BESO defines a sub-domain of a 

small cantilever beam as the initial design, as shown in Fig. 3.4. The crossed area at the 

back is the plane of symmetry. Two cases are studied: (1) W*=40%Wo and (2) 

W*=lOyoWo. A modification ratio Mi?=2% is used for ESO and BESO, and the stage 

ratio is SR=60%. 

The evolution history of ESO is shown in Fig. 3.5. The element removal starts from the 

top and bottom of the free end, then extends to the middle of the beam and to the 

supporting edges. The later stages see the emergence of a Michell type stmcture in the 

plane and an 1 shaped beam section. 
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(a) W/Wo=90%, iteration 5. (b) W/W„=SO%, iteration 11. (c) W/Wo=10%, iteration 17. 

(d) W/W,=6Q%, iteration 24. (e) W/W =50%, iteration 33. (f) W/WrSO%, iteration 57. 

(g) W/Wo=20%, iteration 75. (h) W/W„=15%, iteration 99. 

Fig. 3.5. Iteration history of ESO. 
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^3i 

(a) W/W„=10%, iteration 5. (b) W/Wo^20%, iteration 15. (c) W/Wo=30%, iteration 25. 

(d) W/Wo=40%, iteration 35. (e) W/Wo^50%, iteration 45. (f) W/Wo=60%, iteration 55. 

(g) W/Wo=55%, iteration 64. (h) W/Wo=50%, iteration 73. (i) W/Wo=45%, iteration 84. 

Fig. 3.6. Iteration history of BESO. 

The evolution history of BESO is shown in Fig. 3.6. Figs.3.6(a)~(f) see stmcture 

growing and 5(g)~(i) structure decreasing. Initially, the stmcture grows more in the 

height because it has more significant contribution to the flexural stiffness {Ixh^ 

compared to I ccb). The flexural behaviour is fiirther reflected by tapering with the 

beam outer shape and the emergence of an 1-shaped cross section. Fig. 3.6(f) is the 

sti^cture with the largest weight tiiroughout iterations W=60%Wo, Fig. 3.6(e) and (h) 
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correspond to each other with an almost equal weight (50.34% vs. 49.97%), but the 

latter has a smaller mean compliance 47.55 N.m, compared to 47.81 N.m for the former. 

This means a stmcture is normally better developed after the largest design is reached 

(60% in this example). Indeed, optimum solutions are generally sought in the decreasing 

stage. 

From front 

From back 

(a) BESO. (b) ESO, 

Fig,3.7, Optimal topologies: W/WoMO%. 
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From front 

From back 

(a) BESO, (b) ESO. 

Fig.3.8. Optimal topologies: W/Wo=lO%>. 

Figs.3.7-3.8 are the optimal topologies for the two prescribed weights. Comparison 

between the columns shows that though there are differences in inner configuration 

details, the two methods generate topologies of similar outer shapes and profiles. For a 

design of low volume fraction, a truss configuration is evolved which reveals the 

analytical solution reasonably well and agrees well with its equivalent 2D structure 

(Michell 1904; Xie and Steven 1997). 

From Table 3.1, it is seen that the corresponding mean compliance by the two methods 

is very close and BESO solution is slightiy better. This can be explained by BESO's 
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ability to admit more elements at any stage of evolution. However, as BESO involves 

two stages which take far more iterations than ESO (almost twice in this example), the 

solution time is longer than ESO. 

Table 3.1. ESO & BESO Results (icxample 3.3.1) 

Prescribed 

W*/Wo 

40% 

10% 

ESO 

BESO 

ESO 

BESO 

Iteration 

44 

98 

127 

262 

Computing 

time 

(Min.: Sec.) 

19:14 

22:22 

30:01 

50:40 

Mean Compliance 

C/Co 

1.419 

1.406 

4.859 

4.696 

Example 3.3.2. A cubic block subjected to inclined pull-out forces. 

100 

Fig. 3.9. A block applied with point loads. Fig. 3.10. Initial design of BESO. 
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Fig. 3.9 shows a cubic block fixed at its four comers at the bottom. It is subjected to 

four diagonal pull-out forces at the top. Each point load is at an angle of 45° to the x, y 

and z axes and three load components are Px=Py=Pz=lQ kN respectively. The elastic 

modulus E=210 GPa and Poisson's ratio v=0.3 are assumed. A quarter model divided by 

12x12x24=3456 elements is used. The initial design for BESO is shown in Fig. 3.10. A 

larger modification ratio Mi?=4% is used in BESO as compared to MR=2% in ESO. 

Fig. 3.11 gives the topologies of three prescribed weights. The left column is solutions 

by ESO and the right by BESO. A quadropod stool is obtained which consists of four 

big legs connecting loads with the nearest supports. Interconnections between the 

bottom of neighbouring legs are present in Figs. 3.11(a) & 3.11(b) which transfer the 

shear force as a component of the diagonal loading. The shear force may be insignificant 

as the connection is removed when the structure weight becomes smaller, as shown in 

Fig. 3.11(c). 

(a) w*=40%W^ 

Fig. 3.11. Topologies from ESO and BESO. 
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(b) W*=10%W^ 

(c) W*=S%W^ 

ESO. BESO. 

Fig. 3.11. (cont.) Topologies from ESO and BESO. 

53 



Chapters ESO and BESO for Stiffness Optimisation. 

From Table 3.2, it is seen that BESO has a slightly larger mean compliance than ESO 

which may be mainly due to a larger value of MR. However, the savings in computer 

time due to BESO are significant. The time is primarily divided by running FE analysis 

and stmctural modification. In most situations the former is much higher tiian the latter. 

This is particularly tme in this example because of a larger number of finite elements 

and a large bandwidth in solving the equilibrium equations. Using a twice as large MR, 

BESO takes a more or less equal iterations but only half of the solution time. 

It is noted that a similar problem was investigated by Olhoff e/ al (1998) where a the 

applied force was vertical in direction instead of an inclined one. Fig. 3.11(c) is similar 

to their topology but direct comparison is not available. In fact, ESO/BESO generates 

distinctiy black-and-white topology but solutions based on the homogenisation of 

composite material or SIMP present grey area. In the reference, the resulting topology is 

a design with material density less than 0.8 removed by using some penalty techniques. 

Table 3.2. Results of ESO & BESO (Example 3.3.2) 

Prescribed 

W*/Wo 

20% 

10% 

8% 

ESO 

BESO 

ESO 

BESO 

ESO 

BESO 

Iteration 

82 

70 

145 

164 

163 

184 

Computing 

time 

(Min.: Sec.) 

2:18 

0:46 

2:29 

1:03 

2:32 

1:05 

Mean Compliance 

C/Co 

1.073 

1.076 

1.214 

1.216 

1.288 

1.293 
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3.4. Conclusions 

The basic form of ESO/BESO is presented in this chapter, ft can be mathematically 

regarded as optimal criteria method and the sensitivity analysis gives the 

search/evolution direction. The evolution is then conducted in an iterative manner by 

removing and/or adding elements. 

The application to 3D problem is successfully. Together with the experience with 2D 

continuum and discrete stmctures (tmss and frame), it can be said that ESO/BESO are 

effective methods for a range of stmctural systems. In fact, as the stmctural analysis can 

be conducted by any FEA package, the implementation of ESO/BESO is almost similar 

for different stmctures, consisting of calculation of sensitivity analysis and element 

removal/addition. 

Moreover, ESO/BESO is not restricted to the stiffness optimisation. It can be easily 

extended to different design objectives and this will be detailed in later chapters. For 

stiffiiess compliance design itself, it is not restricted to single loading conditions or to 

global stiffness. In fact, multiple load cases and local stiffness (e.g. individual 

displacement) have been studied on 2D continuum stmctures (Chu 1997; Yang 1999). 

By using virtual load technique, the sensitivity analysis on the mean compliance and on 

a concerned nodal displacement has a similar form. For multiple load cases, the 

sensitivity takes the average of contribution of all active load cases. These can be 

equally applied to 3D continuum stmctures. 

For 3D problems, the computing cost is more critical than for 2D because of larger finite 

element problems. The BESO method is proposed to improve the algorithm efficiency 

by means of using a smaller FE model. With the same value of modification ratio MR, 

there may be not much difference in the solution time of ESO and BESO. However, 

BESO has the flexibility to use a larger value of Mi? without losing the solution quality, 

and significantiy saves solution time. The formulation BESO verifies the feasibility of 

evolutionary algorithms as ESO and BESO converges to similar results. 
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Chapter 4 

On Topology Optimisation with Design Dependent 
Loading 

This chapter carries on the investigation into stiffness optimisation of the last chapter 

but involves more complicated cases where the loading condition is not fixed and needs 

some degree of optimisation. The uncertainty in loading can be due to the dependency 

of loading location on the stmctural topology or profile, such is the cases of so-called 

transmissible loads and surface loading. Another case is the inclusion of self-gravity in 

stmctural analysis. The ESO/BESO routine as detailed previously can be used to handle 

these three special cases only with a minor modification or amendment. In considering 

the transmissible load, the transmissible condition is treated as an additional constraint 

and a simple form of optimal criteria is derived. Modifications are introduced in the 

finite element model and the original ESO/BESO methodology is followed. In dealing 

with the surface loading and gravity loading, the methodology is modified in sensitivity 

calculation by including an additional term considering loading contribution. A range of 

examples of 2D and 3D structures are tested with the proposed techniques. It is 

concluded tiiat ESO/BESO can be well adapted to this category of load-dependent 

problems. 

4.1. Introduction 

The problem formulation of a basic topology optimisation consists of a permissible 

design domain, prescribed supporting conditions and given loading conditions. 
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However, there are many situations where the loading conditions are not prescribed and 

needs some degree of optimisation. In designing an arch bridge, for example, the self-

weight is a major concem and an important component in the load combinations. The 

final optimum design thus includes information on physical configuration as well as the 

body force as a part of global load conditions. Apart from the stmctural gravity, the 

extemal load can be uncertain and depends on the design shape or topology, such as the 

wind and snow loading on a building roof, the water pressure applied to a dam or other 

underwater constmctions/vehicles, the flow considered in turbo machinery or aircraft 

design. 

Topology optimisation of load dependent problems was first dealt with by analytical 

solution and the results were the so called 'Prager stmctures' (Rozvany and Prager 

1979). They are basically Michell type stmctures (Michell 1904) which is the least-

weight solution with stress-constraints (e.g. fully stressed). The load applying position is 

not prescribed but allowed to move along a prescribed 'action line' and the load is thus 

referred to as 'movable' or 'transmissible'. The optimal solution presents the optimal 

load applying location, and constitutes a solution of the main bearing stmctures. An arch 

bridge is cited by Fuchs and Moses (2000) for example to describe this point. The 

bridge consists of an arch (primary bearing part), deck (load applying part) and spokes 

between them (load transferring part). The arch usually accounts for a significant 

proportion of stmctural weight, being it an upper-deck or lower deck bridge. This gives 

rise to the idea that one forgets about the exact loading location but only allows for the 

primary bearing stmcture to emerge which finally gives the optimal loading location. 

It is noted that transmissible loading is such that only the location changes with the 

design. It is natural if one allows for both location and direction changing. This 

extension leads to the topology design subject to pressure loadings, as the pressure 

direction is normal to the stmctural boundary. Work on this problem is presented by 

Hammer and Olhoff (2000) on 2D continuum stmctures, which proves to be feasible 

and practical. 
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To some extend, this chapter parallels the work of Fuchs and Moses (2000) and 

Hammer and Olhoff (2000), and incorporates their concepts into ESO/BESO. The main 

content consists of three sections, namely, sect. 4.2 for transmissible loading, sect. 4.3 

for gravity loading and sect. 4.4 for surface load. In each section, the problem statement 

is given first. Then the methodology of ESO/BESO is presented including sensitivity 

analysis and algorithms. Examples are given for verifications. 

Y Y Y Y V Y Y Y Y 

(a) (b) 

(c) 

Fig. 4.1. Illustration of sliding loads compared to fixed loading 
(Fuchs and Moses 2000). 
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4.2. Topology Optimisation with Transmissible Loads 

A transmissible load is a load of given magnitude and direction which can be applied at 

any point along the load action line (Fuchs and Moses 2000). An illustrative example is 

given in Fig. 4.1. In comparison to Fig. 1(a) or 1(b) where a series of point loads are 

applied on the top or bottom, each load can slide along a vertical action line. Based on 

such a definition, we first present the problem statement of stiffness optimisation, then 

derive the optimality criteria. ESO/BESO procedure in corporation with the criteria is 

presented and tested by a few examples. 

4.2.1 Problem Statement 

We assume that the transmissible loads are aligned with the global coordinate system, 

and use Fig. 4.1(c) as illustration. Adding the transmissible condition to the basic 

problem statement in Eq. (3.5), it follows: 

Minimise y-^ -̂Z-̂ N pr̂ ^ . (4.1a) 

Subject to 
g = W*-Y,W,x,=0, (4.1b) 

;=1 

x,^{0,l}, (4-Ic) 

where I is the total number of transmissible loads and M is the number of nodes alone 

each line of action, for example, in Fig. (Ic), 7=9 and A/=8. 

The Lagrangian function is 

L{x,X,iij,p.J=C{x)-X{W*-J]W,x,)-'^^^{Y,Pj„.-Pj) 
(=1 ye/ nieM 

(4.2) 
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Taking derivatives with respect to X and )j,̂  results in Eq. (4.1b) and (4.Id), 

respectively. Further, from chapter 3, taking derivative with respect to x,. leads to 

^A.,= 2C,-XW„ ( « ) 
dXj 

and taking derivative with respect to Pj„, results in 

dL dC ^ (4.4) 
= 11, = 0 , ^ ^ 

where 

dC ^d?\ ^j. dvi 
= ( )u + P^(-ir_) 

= 2 ( ^ ) u 

'^Pj'" (4.5) 

FromEq. (4.Id) 

,3P^ dp, (4.6) 
(-r-) = ( 0 , 0 , . . . - ^ ,0,0) = (0,0,...,1,0,0), 

^Pj. dPjm 

which only has one non-zero component at the d.o.f corresponding to the load /?̂ .„,. 

5P^ 
Denote the displacement at this d.o.f as u = w „, Submitting Eqs. (4.5)&(4.6) into 

^Pj. 

(4.4) leads to 

. 1 (4.7) 
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As pointed out by Fuchs and Moses (2000), Eq. (4.7) means that by introducing 

transmissible loads, one assumes that the d.o.f at the action line has a uniform 

displacement, 

4.2.2 Evolution Procedure 

We find from the last section that optimisation related to transmissible loads is largely 

the same as the basic optimisation and difference is the introduction of uniform 

displacement on the action line. In finite element model, constraints are usually used to 

impose a relationship among d.o.f s, which can be single-point (i.e. prescribe the value 

of displacement), or multiple-point. A uniform displacement condition as considered 

here invokes a multiple-point constraint, i.e. among the action line : 

Dy(2) = Dy(l) 

Dy(3) = Dy(l) 

Dy(8) = Dy(l) ^ '̂̂ ^ 

where Dy is the nodal displacement at y direction (global system) and node 1 is chosen 

as the master node. Many FEM packages have the capability of including constraint by 

different methods, such as coordinate transformation, Lagrange multipliers and penalty 

functions. 

Therefore, in building the FE model in the design domain, a set of initial constraint 

functions is input. During the evolution, some functions may need updating due to the 

removal of the master node, otherwise, the evolution procedure is the same as those 

outlined in Sect. 3.2. The flowchart for the procedure is shown in Fig. 4.2. Items in 

shaded frames are features different from the basic ESO/BESO procedure. 

61 



Chapter 4. On Topology Optimisation with Design Dependent Loading. 

START 

I.Set up ModelandInput 
2. Build constraint function 

> Finite Element Analysis 

Sensitivity Analysis 

ESO: remove element 
BESO: remove & add elements 

Update constraint function 
in FE model. 

No 

fSTOP ^ 

Fig. 4.2. Flowchart: ESO/BESO procedure for optimisation 
considering transmissible loading. 

4.2.3 Examples 

Examplel 4.2.3.1 A hinged beam structure. 

Take the 2D design in Fig. 4.1(c) for example, where the rectangular area of 5mx2.5m is 

divided by 1250=50x25 4-node square finite elements. ^=210 GPa, v=0.3 and the plane 

stress condition are assumed. The prescribed weight is W*/Wo=20%. The initial 

structure for BESO is a thin bar of one layer of elements connecting the two endpoints, 

as shovm in Fig. 4.3. 
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'Vt?S'f'?vvWvvfl̂ \'tttf1' 

Fig. 4.3. Initial design for BESO. 

Firstly, the optimisation problem of fixed loading as defined in Figs. 4.1(a)&(b) are 

solved. From Fig. 4.4, it is evident that the top-loaded bridge has the load transfer zone 

as stmts in compression, and the bottom-loaded bridge has it as ties in tension. An arch

like primary stmcture is distinct in both designs. 

111J III l|8^ M i|iF^ii 11 Sy 

(a) Top-loaded. (b) Bottom-loaded. 

Fig. 4.4. Optimal topologies for fixed loading conditions (ESO solution). 
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Secondly, the transmissible loading case is solved and an optimal topology is shovm in 

Fig. 4.5. It is seen that despite the hollow region around the support, an arch assuming a 

parabolic profile is quite clear, which confirms the solution of Fuchs and Moses (2000). 

Indeed, parabolic curving fitting presented here matches the 2D model well. It has a 

height-to-length ratio ///I=2.4/5.0=0.48, compared to H/L=0.419 in reference (Fuchs 

and Moses 2000), and 0.433 for the analytical solution as Prager arch stmctures 

(Rozvany and Wang 1983). The BESO solution is shovm in Fig. 4.6, which is similar to 

that of ESO and also has H/L=0.4S. 

Fig. 4.5. Optimal topologies for 
transmissible loading conditions. 
(ESO solution). 

Fig. 4.6. Optimal topologies for 
transmissible loading conditions 
(BESO solution). 

The mean compliance for the transmissible loading is C=13.82 N.m (ESO) and C=13.97 

N.m (BESO), which are compared favourably to the fix loading case where C=45.06 

N.m (top loaded) and C=51,79 N,m (bottom loaded), respectively. 

Now we replace the distributed loading with a point load at the mid-span, as shovm in 

Fig. 4.7. Results for BESO procedure are shown in Fig. 4.8. It again predicts a 2-bar 

Prager structure, with each bar having an angle to the horizontal line equal to 45°. The 

tmss interpretation is given in Fig. 4.9. 
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Fig. 4.7. Initial design for BESO. Fig. 4.8. Optimal topologies for 
transmissible loading conditions (BESO 
solution). 

L L 

Fig. 4.9. Tmss interpretation from 2D continuum design. 

From the above theoretical and numerical exploration, it is demonstrated that ESO and 

BESO are feasible and easily adapted to the problem considering transmissible loading. 

4.3. Topology Optimisation with Gravity Loading 

When the gravity loading is included in finite element analysis, removing/adding an 

element may lead to changes in the loading vector, thus it is necessary to include its 

contribution to the mean compliance sensitivity with respect to the design variable. 

Sensitivity analysis is dealt v^th in Sect. 4.3.2. Sect. 4.3.1 presents an introduction to 
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the load conversion related to the body force as the expression of the load derivative is 

needed for the sensitivity analysis. Based on the theoretical aspects of these two 

sections. Sect. 4.3.3 provides a few examples. 

4.3.1 Load Conversion 

We note in the static equilibrium Eq. (3.3) that the global load vector P consists of the 

actual nodal loads, equivalent loads produced by body force and by surface traction. Eq, 

(3,3) is derived on the principle of work equivalence, and results in consistent loads as it 

is based on the same shape function as used to derive the stiffness matrix. Consistent 

load conversion is the most commonly used one and is also adopted in this thesis. 

The topic on load conversion can be readily found in the literature on the finite element 

method (e.g. Cook et al 1989). We hereby briefly present the expression from Eq. (3.3) 

for some cases as considered in this chapter. Take an 8-node solid isoparametric element 

for example, it has the shape functions: 

N,=^{l + ̂ ,m + rj,Tj){l + CQ, (4.9) 

where ^ , rj and ^ are dimensionless Cartesian coordinates, and ^, =±1, TJ^ =±land 

Suppose the body force is due to the gravity of constant intensity q and its direction 

aligns with the global Z axis. Consider the loads distributed on Node 1 for example. 

r;^JlN,qdV = JlN,qJd^dr]dC, 
(4.10) 

where / is the determinant of the Jacobian matrix. It is in general a function of ^, rj and 

C. For special solid elements which have all its six faces as rectangles (e.g. 8-node 

brick elements), it is a constant and J = -V, . Therefore, Eq. (4.10) becomes 
8 
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r:=^qKlN,d^d^d{;^\qK, (4.11) 

which means that the element body face is equally distributed to each individual node. 

Similarly, it can be found that for a 4-node rectangular element uiider plane stress 

condition, each node carries a quarter of the total body force, i.e. r = —qV . 
e 4 " ^ " 

4.3.2 Sensitivity Analysis 

The static equilibrium in an incremental form is 

(K + AK)(u + Au) = P+AP . (4.12) 

Ignoring the second-order terms, 

AKu + KAu=AP. 

Thus 

; P^K-'AKu + P'^K-'KAu = P'^K-'AP, 

U ^ A K U - F P ^ A U = U ^ A P , 

P'Au = u"AP-u^AKAu. (4-13) 

The increment of mean compliance C is 

AC = P^Au + AP^u. (4.14) 

FromEq. (4.13), 

AC = 2AP^u-u^AKu, (4-15) 

which consists of an addition term compared to Eq. (3.13). 
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1. Removal Criteria 

Recalling Eq.(4.11), if an 8-node solid rectangular element is removed, the change in 

load vector AP can be written as 

1 1 T (4.16) 
AP, = {0,0,--qV,Q,0,--qV...)i^,, ^ ^ 

o o 

where it is again assumed that the gravity is in line with the global z direction. 

Therefore, for the three d.o.f s at x, y, z of each node, only the component at the z 

direction is non-zero. Obviously, AP, can be calculated at the element level. From Eqs. 

(4.15)&(4.16) and recalling Eq. (3.20) and thatAK = - K i , we define tiie element 

sensitivity number as 

u.^K:U.+2AP/u= (4-17) 
a;= ' ' ' 

W, 

The first term in the numerator representing the strain energy is always positive. The 

second term is equal to - 2 P / u,. As u, is usually in the same direction as Pj, this term 

is negative in most cases. 

2. Addition Criteria 

There are two altemative ways to consider the addition criteria. The first one is that 

adopted in the basic BESO, i.e. adding elements around the elements of the largest 

strain energy (i.e. U / K ; U,) . This will in general help to disperse the strain energy and 

make a more uniform distribution. However, it is only an approximate means as the 

change in the load vector induced by the addition is ignored. The accuracy is acceptable 

if the change is small but not for the case of large changes. Meanwhile, how significant 

the change is can be uncertain and problem dependent. 

The second way is to directiy calculate the sensitivity number for potentially added 

elements using Eq. (4.15) or (4.17) with some variations in the signs of AK, and APj. 
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However, it is noted that the displacement of a potential added element is to be 

extrapolated according to the assumed displacement field. For incompatible 2D or 3D 

elements as adopted in this thesis, the extrapolation for one node is not unique and 

varies with the nodes employed as the base displacements. In this respect, an average 

value can be taken but it raises the same question of accuracy as concerned in the first 

way. 

For the above arguments, we exclude the addition criteria for the problem considering 

self weight, i.e. ignore BESO and only ESO is performed. This is acceptable as the role 

of BESO is not indispensable but complements the ESO and serves as an altemative 

way. The ESO procedure is present in the flowchart in Fig. 4.10. 

No 

TSTART") 

' ' 

Set up Model and Input 

' ' 

Finite Element Analysis 

' ' 

Sensitivity Analysis * 
(Eq.(4.17)) 

^ 

ESO: remove element. 

<r^ \A/-

STOP 

Fig. 4.10. Flowchart: ESO procedure for optimisation 
considering gravity loading. 

69 



Chapter 4. On Topology Optimisation with Design Dependent Loading. 

4.3.3 Examples 

Example 4.3.3.1 A 3D arch bridge. 

A 3D version of arch bridge is shovm in Fig. 4.11. The design domain is a rectangular 

block of dimensions of Z,x/fx5=1.2mx0.6mx0.2m. Its two end sides are hinged to 

supports. E=210 GPa, v=0.3 and density of p =2700 kg/m^ are assumed. The design 

objective is to minimise the mean compliance imder gravity loading only for a given 

weight W*/Wg=l5%. A half model is divided by 3375=50x25x3 8-node brick elements. 

Fig. 4.11. Design domain under gravity loads. 

It is well known that the 'optimal' design in this case is an arch bridge. Following the 

ESO procedure presented in the previous section, we obtain an optimum topology as 

shown in Fig. 4.12, which is quite different from our prediction of an arch. However, 

such a design is exactly what the optimisation intends to. In fact, the stiffest solution is 

two columns on the top of the end supports. As each support only has one row of nodes, 

tiie columns would tumble inwards. The small arch joining the columns is thus 

presented to prevent the tumbling. 
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This can be explained further from the calculation of mean compliance. Examining the 

n n 

expression, J^PjU; can be written a s ^ jgF(u, +u.^...^ru^).. As the converted gravity 
1=1 /=i 

nodal load jqVis the same for all elements, the contribution of each element is largely 

determined by the displacements u^,u.^...u^. (which are in the same direction as the 

gravity load in most cases). Elements in the mid-span, for example, have the largest 

displacement, thus contributing the most to the mean compliance. The elements around 

the supports, however, have the smallest displacement so their contribution is small. 

This may explain the tendency of accumulating material towards the supports region. 

On the other hand, the material in the support region has very low stress, so it is 

expected that it would have been removed on a stress criteria. To verify this point, an 

optimisation based on sfress criteria is performed. 

As presented in Chapter 2, stress based optimisation was the very first attempt of ESO 

based on which a systematic method has been developed (Xie and Steven 1997). Its 

fundamental idea is that by slowly removing elements of low stress, the stress 

distribution in the stmcture becomes more uniform. For static determinate stmcture, the 

solution has all its element/member with the same stress, and is a full-stressed design 

(FSD), as pointed by many researchers (Rozvany and Prager 1979; Haftka and Gurdal 

1992). 

In this example, instead of removing elements of the lowest sensitivity number of mean 

compliance, the element efficiency is measured by a von Mises stress. The resulting 

topology optimum is shown in Fig. 4.12, which is a 3D arch bridge as expected with a 

height-to-length ratio H/L=0.42. Table 4.1 compares the mean compliance and stress for 

solutions obtained by stiffness (case 1) and stress-based (case 2) optimisation. The stress 

uniformity is evaluated by a simple measure as ratio of the minimum stress to the 

maximum one (Xie and Steven 1997). It is observed that: 

1. In terms of the maximum element von Mises stress aJJ^, the stress-based case has a 

lower value than the stiffness case, and a much higher value of stress ratio. This 
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conforms to the optimisation objective as obtaining a more uniform stress 

distribution. 

2. In terms of mean compliance, the stiffness-based case has a smaller value than the 

stress-based one. This verifies the design objective of stiffness optimisation. 

Therefore, it can be said that the solution is in line with its intended design objective. 

Table 4.1. Comparison of Example 4.3.3.1 

w 

<^Z (Pa) 

<^Z (Pa) 

VM1 VM 
min max 

C (N.m) 

Stiffness optim. 

14.99% 

0.72802x10^ 

0.41769x10^ 

0.57% 

0.1534x10^ 

Stress-based optim. 

15.04% 

0.68268x10' 

0.11924x10^ 

17.46% 

0.1680x10^ 

Fig. 4.12. Topology design (stiffness optimisation). 
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Fig. 4.13. Topology design (stress-based optimisation), H/L=Q.42. 

Example 43.3.2 A box block 

Fig. 4.14. Design domain of a box block. 
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As shown in Fig. 4.14, the design domain is a solid block fixed at four bottom corners. 

E=210 GPa, v=0.3 and p=2700 kg/m^ are assumed. Gravity loading is applied only. 

Like the previous example, both stress-based and stiffness based optimisation are 

performed. The prescribed weight is W*/Wo=lO%. Symmetry is used and a quarter 

model is divided by 3375=15x15x15 8-node brick elements. 

IP? ^ ^ 

Fig. 4.15. Topology design (stiffness optimisation). 

^Kui 

Fig. 4.16. Topology design (stress-based optimisation). 

In Fig. 4.15, the design of minimum mean compliance is quadrilateral court enclosed by 

combinations of four arches. In comparison, stress-based design is a dome like stmcture 

where the central top roof is connected to the closest supports. Table 4.2 compares the 
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mean compliance and stress of these two designs. The same observations as in Example 

4.3.3.1 can be made. 

Table 4.2. Comparison of Example 4.3.3.2 

w 

^Z (Pa) 

<yZ (Pa) 

min max 

C(N.m) 

Stiffness Optim. 

10.01% 

0.492532x10^ 

0.300505x10'' 

0.610% 

0.8019x10^ 

Stress-based Optim. 

10.01% 

0.490792x10^ 

0.105779x10^ 

2.155% 

0.8662x10^ 

Example 4.3.3.3 A cable bridge. 

Fig. 4.17. The design area. 
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As shown in Fig. 4.17, A box beam is fixed at two supports. £=210 GPa and v=0.3 are 

assumed. A combination of gravity loading and extemal loads are considered, with 

density of p =2700 kg/m^ and distributed loading of intensity ^-=0.094 MPa. These 

values are such that the work done by these two load components in the ground 

stmcture is almost equal. 

Due to symmetry, a quarter model is used and the quarter domain is divided by a mesh 

of 45x18x9. Fig.4.18 shows the optimal design in a form of cable bridge. It has a mean 

compliance of C=0.575 N.m. 

In comparison, a case considering only the extemal loading is solved and the topology is 

shown in Fig. 4. 19. Its mean compliance is C=0.274 N.m. 

Fig. 4,18. Topology design (including gravity). 
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Fig. 4.19. Topology design (extemal loading only). 

In the above examples, the ESO method has effectively found optimal solutions to 

problems including gravity loading. For a 3D element, a simple 8-node brick element is 

employed as it is sufficient for the concemed design problems and is much more cost -

effective (e.g. compared to 20-node element). If other kinds of elements are employed, 

the load conversion becomes more involved, but the expression for sensitivity analysis 

is the same. 

Stiffness and sfress-based problems can be largely equivalent which is observed in many 

ESO applications (Li et al 1999). In some special cases such as tmss stmctures 

(2D&3D), they are exactly the same with the optimal solution as a static determinate 

stmcture. Despite differences in these two optimisation problems observed in 3D 

continuum, comparisons show the solution of each optimisation case fulfils its intended 

design objective. 
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4.4 Topology Optimisation with Surface Loading 

4.4.1 Basic Concept 

Topology optimisation considering surface loading was successfully addressed by 

Hammer and Olhoff (2000). The loads are pressures applied to a subdomain surface 

which connects some defined points or points allowed to move along some prescribed 

lines. Based on the SIMP algorithm where the element density is the design variable, 

iso-volumetric density spline curves are defined to make a smooth surface for applying 

the pressure. The pressiue is then converted to consistent nodal loads at each element. 

Defining the iso-volumetric density curves in the above procedure adds considerable 

complexity to the optimisation problem. As an initial investigation of surface loads 

using ESO/BESO, we may simplify the problem and assume that the load only changes 

at the applying location but keeps its direction. As shown in Fig.4.20(a), vertical 

downward pressures are applied at the upper surface of the stmcture (xy plane). If the 

design changes to Fig. 4. 20(b) after removing element Rl, P.2 & R3, the pressure will 

be still vertical downward, and applied to the new surface, precisely, the segment of 

local xy plane of each element. This implies that the total extemal loads are constant and 

equal to the summation of loads carried by mdividual surface. Understandably, if one 

loaded element is removed at one step, the loads will move along its direction to the 

element connecting to and closest to it, and be applied at the corresponding face (or 

edge), for example, the upper face of elements Rl, R2&R3 vs. the upper face of 

elements 4, 5&6. It is the same with the case of 2D element, as shown in Fig. 4.21. 
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(a) (b) 

Fig. 4.20. Moving of surface loading (3Dj. 

?tw, wmJmiiwM jm 
R2 R3 

Ml 

Fig. 4.21. Moving of surface loading (2D). 

4.4.2 Sensitivity Analysis 

Similar to the case of gravity loading, we shall first convert the surface loading to nodal 

loads, then the change in global load vector is to be addressed. 
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Again, take simple cases as example, using Eq. (3.3) and follow similar procedure to 

Sect. 4.3.2, it is found that 

• For a 4-node rectangular element wdth uniform normal stress q at one edge, 

r̂  =—qL^, where 4 is the edge length. 

• For an 8-node brick element with tmiform normal stress T on one face only, 

r =—TA, where A, is the surface area. 
e ^ e 

1. Removal criteria 

In Figs. 4.20 and 4.21, for a 4-node element to be removed, if it is a loaded element, 

removing cause change in load vector 

A?.,=^qL{0,l,0,l,0,-l,0,-l}l, . (4.18) 

Similarly, for an 8-node element, 

APi={^^{0,0, 1,0,0, 1,0,0, 1,0,0, 1 (4.19) 

0,0,-1,0,0,-1,0,0,-1,0,0,-1) T 
24x1 

? 

where the nodes of one element follows the numbering mles as shovm in Fig. 4.20&21. 

Therefore, all are knovm in calculating the element sensitivity number. In summary, for 

elements with applied loads, using Eq. (4.17); for elements without loads, simply using 

Eq. (3.20). 

It is worth noting that the sensitivity analysis is based on the assumption that the change 

in the physical modification and load fields is very small. To ensure a sufficient load 

change, we introduce two heuristic rules: 
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1. Only shape optimisation is performed, i,e. materials are nibbled away from the 

stmctural boundary, thus the load changes between corresponding elements are 

gradual, i.e. layer by layer, as shown in Figs 4.20 & 21. 

2. In the case where topology optimisation is performed, if the element has no element 

connected in the load direction (i.e. there is a gap between iwo elements), as 

elements 1&2 in Fig. 4.22, they are kept unchanged and removal are not allowed. In 

fact, the sensitivity calculation from Eq. (4.17) is no longer applicable in this case. 

Fig. 4.22. Special types of elements which are kept unchanged. 

2. Addition criteria 

As discussed in Sect. 4.3.2, changes in load vector make sensitivity analysis for added 

elements difficult, be it a gravity load or surface load. However, there are differences in 

these two cases. While gravity load is in general applied to each node of the whole 

stmctures, the surface load can act on part of stmcture only and not all nodes have to be 

involved. Given the simple case as studied in this section, it is assumed that the 

stmcture is only applied with surface loading in one plane which is the projection of one 
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of xy,yz or zx planes. Therefore, for a 3D element, one element is either free or loaded at 

only one face. By using some measures, it is possible to keep the load vector unchanged 

when adding elements: 

Firstly, for load-free elements, addition will not affect the load vector. For this kind of 

element, one sensitivity number is calculated using Eq. (3.20) and it is used for both the 

removal and addition criteria, i.e. if the number is among the smallest, it is removed; if 

being the largest one, extra elements are added around. 

Secondly, for loaded elements, it is specified that the elements are only added around 

the load-free faces so that the load vector will not change. For this kind of elements, two 

sensitivity numbers are calculated and used separately for removal and addition criteria. 

First, calculate No.l using Eq. (4.17) and check with the removing criterion. Second, 

calculate No.2 using Eq. (3.20) (i.e. element strain energy) and check with the addition 

criterion. A problem associated with using different removal and addition sensitivity 

numbers is that one element can be in both pools and eligible for removing and 

addition. Though very rare in practice, this case is handled with a conser/ative mle by 

choosing an addition operation. 

Therefore, both ESO and BESO can be applied for optimisation with surface loading. 

The flowchart is shovm in Fig. 4.23. 
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fSTART 

Setup Model and Input 

Finite Element Analysis 

Sensitivity Analysis 
(Eq. (4.17)or(Eq.3.20)) 

ESO; remove p\e^mp-ni 
BESO: add to Ic-

No 

(STOP ) 

Fig. 4.23. Flowchart: ESO/BESO procedure for optimisation 
considering surface loading. 

4.4.3 Examples 

Example 4.4.3.1 2D arch bridge. 

The optimal design carrying the transmissible loading has studied in Sect. 4.2.3. As an 

extension, we change the problem to finding the optimal topology that carries the 

downward surface loading at the top. ESO procedure is used. The final design is shown 

in Fig. 4.24. 
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Fig. 4.24. Optimum topologies for surface loading. 

The design has a mean compliance C=24.7 N.m, which is between C=13.7 N.m for 

transmissible loading and C=51.0 N.m for fixed loads. For surface loading, while the 

load location is optimised compared to the case of fixed case, the extent of optimisation 

cannot be compared to the case of transmissible loading. In fact, there are many other 

possibilities regarding how the load can be allocated along the action line, instead of just 

imposing the load on one surface node. The transmissible loading can be the 'best' 

possibility as it allows for the largest extent of relaxation on loading conditions. 

Example 4.4.3.2 A block supporting pressure. 

This example is inspired by the work of Fuchs and Moses (2000), as shown in Fig. 4.25. 

The block is hinged at four bottom supports and the top surface is subjected to the 

uniformly distributed pressure. 

The problem is treated in the reference as a transmissible loading case. In the same 

attempt to solve it by using ESO and BESO, it is found the running time for finite 

element analysis is prohibitively high due to the introduction of a large number of 

constraint equations (e.g. for a mesh of 15x15x15, 16x16x15=3840) equations in the 

ground stmcture). Formulating the problem as surface loading, however, adds no extra 

cost in finite element analysis thus a computationally more feasible way for this 

example. Both ESO and BESO are performed, M?=2% for ESO, and MR=4%, AR=0.33 

and SR=0.50 for BESO. 
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Fig. 4.25. Design domain of a rectangular block, uiuform pressure at the top face. 

Fig. 4.26. Initial design for BESO, quarter model, hatched areas are symmetric surface. 

Only a quarter of model is used due to symmetry and it consists of 15x15x15=3375 

elements. The initial design for BESO is shown in Fig. 4.26. The optimal designs with 

10% of the weight by ESO and BESO are shown in Fig. 4.27. They are very much the 

same. A full model of BESO design is shown in Fig. 4.28. A shape resembling a gothic 

vaulting emerges, clearly revealing the arches between adjacent supports and two arches 

supported diagonally (Fig. 4.29). 
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(a) ESO. (b) BESO. 

Fig. 4.27. Optimal topologies (quarter model). 

From top 

^^i^=§^:^^^^>:<^^^„-m..^-*A'^'^^^'''^M\ From below 

jrSSi 

m«n 

« ^ 1 | | , 

Fig. 4.28. Optimal topologies (full model of BESO result). 
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Fig. 4.29. Extract of a diagonal arch from the full model. 

^ ^ ^ ^ ^ From top 

From below 

Fig. 4.30. Topology of design supporting top pressure. 
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It is natural to compare the above result with cases of fixed load location, i.e., the 

pressure remaining on the top. The loaded top layer is assigned non-design elements 

which are not modified during evolution. The optimal design is presented in Fig. 4.30. It 

turns out to be a table like structure with the top face, four main legs transferring load to 

the supports and zones of small bars connecting the top and legs. 

Table 4.3. Results on Surface Loading and Fixed Loading 

Cases 

Fixed loading 

Surface 

loading 

ESO 

BESO 

ESO 

BESO 

WAA/* 

15.29% 

15.47% 

10.4% 

10.1% 

Iteration 

146 

116 

145 

145 

Computing 

Time 

(Hour: Min.) 

8:50 

3:57 

7:16 

2:58 

Mean Compliance 

C/Co 

1.380 

1.379 

1.380 

1.379 

Table 4.3 provides the numerical results for two cases by both ESO and BESO. It is 

noted that while the optimal designs for fixed loading and transmissible loading have 

more or less equal value of mean compliance, the latter has a much smaller weight (10% 

to 15%), which point to its strength in finding an 'optimum' load locations. Further, the 

comparison in computing time sees BESO is far more efficient for this case. Firstly, a 

larger value of MR is used thus the number of iterations in ESO and BESO are almost 

comparable. BESO normally uses a smaller FE model than ESO at each iteration, which 

results in savings in computing efforts. At the same time, the solution quality is not 

sacrificed for the savings, as the values of mean compliance are almost the same. 

Quantitative comparisons to other benchmark solutions (Fuchs and Moses 2000) are not 

available, firstiy due to variations in problem formulation (surface vs. transmissible), 

and secondly due to slight difference in the geometry and physical properties. However, 

as cases of transmissible loading and surface loading is similar in a non-rigorous sense, 

qualitative comparison shows that the image of the topology design as a 3D vault agrees 

reasonably well. 
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4.5 Conclusions 

The basic ESO/BESO is extended to solve optimisation problem considering load 

variations. The transmissible loading is considered as a constraint on uniform 

displacement among the action line. The gravity and surface loading has an effect on the 

sensitivity analysis. Apart from these aspects, the procedure and computer algorithms 

are almost the same as those for basic ESO/BESO, This demonstrates that the 

evolutionary algorithms are easy to generalise and adapt. 

Comparing to fixed loading conditions, designs allowing for surface loading provides a 

better solution because the load location is optimised to some extent. Transmissible 

loading, which allows for the largest degree of relaxation on loading conditions, is the 

'best' design and able to reveal a clear pattem of loading bearing stmcture. For 

optimisation including self-weight, differences are observed in stiffness and stress-based 

topologies. It is verified that they are the optimal solutions for each intended problem 

formulations. 

As observed in Chapter 3, BESO can be computationally more efficient than ESO for a 

large FE problem. 

89 



Chapter 5 

ESO and BESO for Frequency Optimisation 

This chapter applies ESO and BESO to frequency optimisation of 2D and 3D stmctures. 

The basic problem statement is presented with respect to objective functions of single 

frequency and multiple frequencies. Sensitivity analysis of objective function is 

performed and element sensitivity number is derived. The ESO and BESO procedures 

are proposed which are similar to those for static problems. Several issues related to 

frequency optimisation are discussed, including repeated eigenvalues, closely-spaced 

eigenvalues and optimisation of a desired mode shape. They are incorporated into the 

ESO/BESO methods vsdth minor modifications. A range of 2D and 3D examples are 

given for verification. 

5.1. Introduction 

Stmctural dynamic design and optimisation are of great importance in various fields, 

such as aircraft flutter control, aseismic design of high rise building, and the design of 

space stmcture and their control system. The objective functions and constraints in 

dynamic optimisation can be dynamic displacement or stress and natural frequency. 

When the optimisation is focused on direct dynamic response, the dynamic behavior can 

be analyzed in either frequency or time domain, depending on the nature of the loading. 

The former has been effective in addressing optimisation of systems under harmonic 

excitation or random excitation and the latter for transient response under impact 

loading. In dealing with the frequency response problem, the objective can be tiie 
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response amplitude and the stress (Sadek 1995), or equivalent dynamic mean 

compliance corresponding to a single excitation frequency or over a frequency spectmm 

(Ma et al 1993). In optimal design under random excitation, the mean square response 

can be taken as the constraint (Rong et al 2001a). Time domain analysis is less popular 

due to the high cost associated with numerical integration of a large scale problem. The 

most recent results might be on the transient response under impulsive loadings where 

the design objective is the mean dynamic compliance within a specified time integral 

(Min et al. 1999). Explicit direct integration is used to solve the transient problem. 

Alternatively, the impact-type dynamic loading can be transformed to the equivalent 

static loading on the principle of same displacement pattem. Then the optimisation 

routine for static problems can be followed (Kang et al 2001). 

Dynamic response is significantly affected by the natural frequencies in many ways. 

Excessive response will be caused if the stmctural frequency is close to the excitation 

frequency. It is also desirable that the frequencies be sufficiently spaced for some wide 

spectrum excitation. In some situation such as designing a bell, the first several 

frequencies are rigorously specified and such a shape design poses a real challenge. 

There has been extensive research on natural frequency optimisation and a survey by 

Grandhi (1993) gives a list of bibliography, covering the problem statement, algorithms 

and sensitivity analysis. The objective functions/constraints are normally maximising a 

single or multiple eigenvalues. The sensitivity analysis for distinct frequencies has been 

well addressed (Fox and Kapoor 1968) and much effort has been devoted to non-distinct 

or repeated frequency (see Seyranian et al. 1994 for a survey). As for eigenvector 

sensitivities, there are Nelson's method (Nelson 1986), the modal method (Mills-Curran 

1988), an improved modal method (Ojvalvo 1988; Wang 1991) and modal truncation 

method (Liu er a/. 1994). 

It is noted that there have been great advances in dynamic optimisation by changing 

topologies, compared to the previous size and shape optimisation. The homogenisation 

methods together with its variants, for example, have solved frequency optimisation for 

2D and 3D stmctures, v^th single and multiple frequencies (Diaz and Kikuchi 1992; 
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Tenek and Hagiwara 1993; Ma et al 1993; Ma et al 1995; Mijar et al 1998). In 

ESO/BESO, results have been obtained on 2D stmctures with the natural frequency or 

random response being the design objective (Xie and Steven 1994; Xie and Steven 

1996; Yang etal 1999b; Rong et al 2001a). 

Based on the above ESO/BESO research, this chapter presents the frequency 

optimisation on 2D and 3D stmctures. It is organised as follows: Sect. 5.2 presents the 

problem statement and sensitivity analysis, followed by proposing the ESO/BESO 

procedures. Three special issues are dealt with in Sect. 5.3, namely, repeated 

eigenvalues, closely-spaced eigenvalues and keeping tracking of a desired mode shapes 

using a modal assurance criterion (MAC). Sect. 5.4. provides a range of examples 

covering problems of single frequency, multiple frequencies, closely-spaced frequencies 

and mode fracking. Both ESO and BESO are performed and results are compared. 

5.2. Basic Concepts 

5.2.1. Problems Statement 

In a finite element model, the vibration of a free, undamped elastic stmcture system is 

governed by an eigenvalue equation: 

(K-VM)(t)^'=0, (^-1) 

where K and M are global stiffness and mass matrices, and V and (j)̂  are thejth 

eigenvalue and eigenvector, respectively. 

The optimisation problem can be stated as 

Maximise / = V . (5.2a) 

Subject to g^W*-YP^x,. = 0, (5.2b) 
; = 1 

X, e {0,1}. (5 •2c) 
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There are a few variations based on the above formulations. In some cases, a problem is 

presented as to satisfy a given individual or series of eigenvalues (or circular frequency 

in Radial) (o'^°,co*^^'''''\...,co'^". To consider such a multiple objective function, a 

fimction is built as the average distance between the actual and target circular 

frequencies: 

k=j„ f^^k ^'k\2 
. . . . . . . x^" (CO —CO ) 

Minimise f = 2^c, , (5.3) 
k=Jo (® ) 

where ĉ  is some user-defined weight coefficient. 

The above definition can also be applicable for maximising a set of frequencies, where 

the target frequencies are given by the maximum obtained by optimising each single 

frequency as stated in Eq. (5.2). 

5.2.2. Sensitivity Analysis 

By applying variation operations on Eq. (5.1), the eigenvalue sensitivity is calculated by 

the following equation (Fox and Kapoor 1968): 

^^.y{AK-VAM.)^' 

y^'M^' ' (5.4) 

It is common that mode shapes are orthogonal with respect to the global mass matrix, 

i.e. (j) ̂ ^M(|) -̂  = 1. And also, when removing one element /, the change in the stiffness 

and mass matrices are AK = -Ki andAM = -Mi , respectively. Therefore, Eq. (5.4) 

becomes 

a/= AXj = (j)/^(VMi-Ki >!)/, (5-^) 
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Where a / is the sensitivity number of theyth eigenvalue due to the removal of element 

/. (])/ is the eigenvector with only the element entities. Theoretically, removing an 

element of positive sensitivity will increase the frequency and removing the largest one 

will be the most efficient. To be consistent with the presentation on the stiffness 

optimisation in the previous chapters and the statement that the removal is first 

conducted on the smallest sensitivity, we define the element sensitivity number as 

7/ = - a / = - A V =(t)/"(K.-VM,)(l)/ . (5.6) 

Fmthermore, for multiple frequency optimisation of Eq. (5.3), the sensitivity of 

objective function in is 

*-4" 2(a)*-co*) , *-!," (co*-a)**),, , , , *^" , , (5-7) 

where 6. = 
( G ) * ^ * * ) 

* (co**)^co* 

5.2.3. Evolutionary Procedures 

1. Define the ground structure and initial stmcture (BESO only). 

2. Perform dynamic analysis to obtain eigenvalues and eigenvectors. 

3. Calculate the element sensitivity number y/ or y, using Eq. (5.6) or (5.7). 

4. Removing elements of the smallest sensitivity number and adding elements around 

those of largest ones. Parameters such as modification ratio MR and addition ration 

AR are used in deciding the number of removed and/or added elements. 

5. Repeated Steps 2-4 until the prescribed weight is reached, or the improvement in 

frequency or objective fimctions is very small. 
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5.3. Special Issues Related to Frequency Optimisation 

5.3.1. Optimisation Involving Repeated Eigenvalues 

Sensitivity of repeated eigenvalues has been a subject of extensive research (Choi et al 

1983; Bartholomew and Pitcher 1984; Cher 1993). As the eigenvectors associated with 

the repeated eigenvalues are not unique but can be any linear combination of the 

involved eigenvectors, the sensitivities cannot be determined uniquely using the 

formulas of Eq.(5.4). Instead, the following sub-problem is to be solved. 

dx, dX: dx. 

where O consists of the original orthogonal eigenvectors that are associated with the 

same repeated eigenvalue X"', and [/] is the identity matrix with a dimension 

corresponding to the multiplicity {r) of the repeated eigenvalues. 

Eq, (5,8) is apparently an eigensystem with the repeated eigenvalue sensitivity 

9A-"7Sx:, being its eigenvalue and a„, the corresponding eigenvector. If the eigenvalues 

of this smaller eigensystem are distinct, the unique eigenvector a,„ can be used to 

determine the unique eigenvectors that is associated wdth the repeated eigenvalues by 

the following linear combination of eigenvectors: 

r=Oa.,. (5.9) 

After determining the unique eigenvectors for the repeated eigenvalues, Eq. (5.4) can be 

used again to calculate the eigenvalue sensitivities for those repeated eigenvalues, 

altiiough the solutions have already been found by solving tiie eigensystem of Eq. (5.8). 
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Based on the above sub-eigenvalue approach to repeated eigenvalue sensitivities, some 

simplification techniques have been proposed. Equation (5.8), can be written as an 

increment form: 

{̂  + Ar}a„,=0, 

where 

(5.10a) 

A = 

"-12 ••• ^ I r 

"^21 ^: 22 

L'^rX '^rl 

^2r 

andyt,, =(j)' {AK-X'"AM)^' 

(5.10b) 

(^ = 1,2, ,r;t = l,2, ,r) (5.10c) 

It is found that if all the off-diagonal elements are zero, the eigenvalue sensitivity 

increment is in a simplified form, i.e. 

If k^,={),s^t,s,t = 1,2,...,r , 

AXj=kjj,j=l,2,...,r. 

(5.11a) 

(5.11b) 

Eq. (5.11b) is similar to Eq. (5.4), thus the distinct and repeated eignenvalue problems 

have the identical formulae of engienvalue sensitivities. This simplification is obviously 

hinged to the satisfaction of Eq. (5.11a) which can be realised in some cases. For 

example, for 2D plate bending problem where the symmetry nature of stmcture incurs 

repeated eigenvalues, Eq. (5.11a) can be enforced as an additional constraint in the 

optimisation problem statement which means that AK and AM (basically, increment in 

design variable zix,.) are forced to fulfil Eq. (5.11a) (Krog and Olhoff 1999). 

Alternatively, by reducing the design space of a symmetric plate using a symmetry 

reduction methods (Kosaka and Swan 1999), Eq. (5.1 la) can be automatically satisfied. 
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5.3.2. Optimisation Involving Closely-Spaced Eigenvalues 

Repeated frequencies are inherent for symmetric stmctures and are most encountered in 

the size optimisation of discrete tmss or frame stmctures and optimal plate bending 

designs. While in most situations the nature of repeated eigenvalues can be predicted 

from the outset by using the symmetric information, the occurrence of closely-spaced 

eigenvalues is more uncertain. In maximising one frequency, for example, the frequency 

of interest can be increased up to the point of its neighbour frequencies and the stmcture 

becomes 'multi-modal'. Then the mode shape may interfere with each other and 

evolution can be discontinuous. 

Closely-spaced eigenvalues can be generally considered in the problems statement. For 

example, instead of maximising a single eigenvalue, all multiple closely-spaced 

eigenvalues of r are needed to be optimised. Those multiple objective fimctions are 

accounted for by a simple average technique, i.e. Eq. (5.2a) is replaced with 

Maximise f = -J^X'. (5.12) 
f s=X 

Accordingly, the sensitivity of the objective function is 

1 ^ . (5.13) 

While intending to increase the average of all participating eigenvalues, it is not 

guaranteed in the above average technique that each frequency is increased or the 

eigenvalues X^''\...,X^^' are kept over ?L*in the next iteration. This consideration has 

given rise to an improved strategy which defines a set of element 'eligible' for 

modifying by taking account of the distance between the closely-spaced eigenvalues 

A.*̂ ' -A.*,., and X,*̂ "- X.*, Reported results have shown moderate improvement (less than 

3%) over the average method (Rong et al. 200lb). 
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In this chapter, close eigenvalues are handled by the average methods for its 

effectiveness and relative simplicity, which has demonstrated in many applications (Ma 

et al 1995; Xie and Steven 1997). 

5.3.3. Optimisation Considering Mode-Tracking 

One difficulty associated with frequency optimisation is the swap of the mode shapes 

during iterations. The evolution may not follow the same mode shape during stmctural 

modification. In some design problems, a desired mode is of particular interest and calls 

for tracking the mode during the course of evolution. 

There are several ways of mode-tracking, such as higher order eigenpair perturbations, 

the cross-orthogonality checks and modal assurance criterion (MAC) (Eldred et al. 

1993; Ting et al 1993). The inclusion of mode-tracking in topology optimisation has 

been effective, based on a MAC technique (Kim & Kim 2000). As pointed out in their 

application, MAC has a few features appealing to the application of topology 

optimisation. Firstly, it does not involve orthoganality thus considerably reduces the 

computing time. Secondly, despite the decreasing number of nodes or d.o.fs., MAC can 

be calculated with satisfactory accuracy. Thirdly, MAC needs not to be included in the 

objective ftmction or constraints thus simplifying the algorithm routine. 

In view of the above advantages of MAC, this section studies its incorporation to 

ESO/BESO to address optimisation of a specific mode shape. MAC is defined as 

MAC((j)",(j)*) = 
r>'' 

( r r)(<i>* ^*) 
(5.14) 

where (j)" and (j)* are the modes to be correlated, MAC has also been widely used to 

check the correlation between the numerical results and experimental data. 
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To realise a mode tracking capability for ESO and BESO, a reference mode (j) , is firstiy 

defined. It is usually based on the the ground stmcture as it consists of the largest 

number of nodes. At each iteration, all the calculated modes (say, the first eight) are 

checked in terms of MAC based on (j)̂ ^̂ . The one with the largest MAC is regarded as 

the desired mode shape which <̂ hares the most similarity to the reference. Then the 

sensitivity analysis using Eq. (5.4) are conducted on this mode. In fact, the general 

problem statement and procedures are the same as the basic frequency optimisation but 

only an additional procedure to identify the mode of interest is introduced. 

It is noted that multiple frequencies can occur in the case of mode tracking. This is dealt 

with using the same strategies as presented in section 5.3.2. 

5.4. Examples 

Six examples of 2D plane stress and 3D continuum stmctures are presented in this 

section. 4-node rectangular elements and 8-node brick elements are used, respectively. 

The following data apply to all examples unless otherwise specified: the modification 

ratio MR, addition ratio AR and stage ration SR are 1%, 0.25 and 50%, respectively, the 

weight coefficient c,. in Eq. (5.3) is 1.0 where applicable. All 2D examples are 

conducted on a Pentium 233 PC, and 3D examples on a Pentium 533 PC. 

Example 5.4.1. A frame to be reinforced. 

As shovm in Fig. 5.1, a two-bar tmss is to be reinforced by adding material in the 

rectangular domain to increase its first frequency. For simplicity, the Young's modulus 

E = 100, Poisson's ratio v = 0.3, thickness / = 0.001 and density p = 1 are assumed. 

A mesh of 64x40 square elements is used. The initial 2D continuum model shovm in 

Fig. 5.2, covers 23.6% of the ftill design domain and it has the first eigenvalue, X^ = 

0.177x10'. 
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Four cases are smdied where the relative volume of the added material V^ is specified 

respectively as 6.4%, 11.4%, 21.4%) and 31.4% of the volume of the full design domain. 

To solve the reinforcement problem by using BESO, the evolution starts from the 

original frame. Once the stmcture grows to the target volume, it is modified by adding 

and removing the same number of elements to keep the volume constant. The results are 

shovm in Fig. 5.2. 

For comparison, topologies obtained by ESO for the first two cases are shovm in Fig. 

5.3. Clearly, ESO solution with two bars intersecting with each other provides a better 

reinforcement effect, as seen in the value of eigenvalues in Table 5.1. Though BESO 

has the strength of adding elements, they can be added only around the stmctural 

boundary and this to some extend limits the design domain for addition. The diagonal 

cross in Fig. 5.3 can be only evolved after the stmcture is fiilly developed, which is not 

the case in this example as the structure only grows to its target weight which is 

relatively low. As a higher target weight is used, the difference in solutions by the two 

methods becomes smaller, as also seen in Table 5.4.1. 

^ _ l m — > 

Full design 

Initial design 
Vo=23.6% 

~^ 

L6 m 

_\L 

Fig. 5.1(a). A two-bar tmss. Fig, 5.1(b), Finite element model. 
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(a) V'=6.4%,X = 45\,. (b) K^ = 11.4%,?.= 6.9^0. 

(c) r = 21.4%,A.= 11.1\. (d) K^ = 31.4%, :?i= 13.8 ̂ . 

Fig. 5.2. Optimal topologies for BESO. 

(a) r =6.4%,?i = 4.5\ . (b) r = 11.4%, ;i= 6.9\ . 

Fig. 5.3. Optimal topologies for ESO. 
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Table 5.1. Eigenvalues and Solution Time of Optimum Designs (Example 5.4.1) 

Cases 

Case 1 

V* = 6,4% 

Case II 

V^ = 11.4% 

Case III 

F^=21.4% 

Case IV 

r =31.4% 

BESO 

ESO 

BESO 

ESO 

BESO 

ESO 

BESO 

ESO 

Iterations 

74 

89 

146 

73 

109 

53 

71 

44 

Eigenvalue 

X/\ 

4.5 

6.0 

6.9 

7.0 

11.1 

12.7 

13.8 

15.0 

Solution 

time (Min.) 

60 

137 

120 

125 

135 

110 

70 

95 

Example 5.4.2 A diagonal supported plate. 

Fig. 5.4(a) shows a plate supported at its two diagonal comers with a full design domain 

of dimensions 0.15 m x 0.1 m. The Young's modulus E =10 GPa, Poisson's ratio v = 

0.3, thickness r = 0.01 m and density p = 2700 kg/m' are assumed. The design domain 

is divided into 50 x 50 rectangular elements. The prescribed weight is W*=50%Wo. The 

initial design for BESO is shovm in Fig. 5.4(b). Three cases are considered: 

I. Maximising the first frequency; 

II. Maximising the second frequency; 

III. Maximising the first three frequencies. 

Fig. 5.5 shows the topology of the optimist 1" frequency by performing BESO, which is 

similar to the results of ESO, It agrees well with the design obtained by the 

homogenisation methods (Tenek and Hagivara 1993), The history of the first three 
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frequencies is shovm in Fig, 5.6. A constant increase in the first frequency is seen 

through the evolution and the second and third drop in the later iterations. 

0.15 m 

" ^ 

0.1 m 

- ^ 

Fig. 5.4(a). A diagonally supported plate. Fig. 5.4(b). Initial design for BESO. 

Fig. 5.5. Optimal design of maximising the first frequency. 

10000 , 

.1st Frequencies 

.2nd Frequency 

3rd Frequency 

20 40 60 80 100 120 

Number of Iterations 

Fig. 5.6. Evolutionary history of the first three frequencies: 
maximising first frequency. 
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In maximising the second frequency, as shown in Fig. 5.7, the second and third 

frequencies become close at later stages. Then the new element sensitivity number is 

calculated by -(aj^^+a^^) using Eq. (5.13). The optimal topologies for BESO are 

given in Figs. 5.8 and Fig. 5.9. They are similar to the corresponding topologies 

obtained by ESO. The frequency history is shovm in Fig. 5,10 for the case of 

maximising the first three frequencies. It is noted that each individual frequency 

gradually approaches the corresponding single maximum which is denoted by the 

horizontal lines. 

12000 

J 10000 
.1st Frequency 

.2nd Frequency 

.3rd Frequency 

4th Frequency 

0 20 40 60 80 100 

Number of iterations 

Fig. 5.7. Evolutionary history of the first four frequencies: 
maximising second frequency. 

Fig. 5.8. Optimal design of maximising 
the second frequency. 

Fig. 5.9. Optimal design of maximising the 
first three frequencies. 
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10000 3.00 

N 
X^ 
(f) 

"o 

qu
er

 

8000 

6000 

4000 

2000 

.1st Frequency 

.2nd Frequency 

3rd Frequency 

.Objecti\« function 

0.00 
20 40 60 80 

Number of Iterations 

100 120 

Fig. 5.10. Evolutionary history of the first four frequencies: 
maximising the first three frequencies. 

Table 5.2. Frequencies and Objective Functions of 
Initial and Optimum Designs (Example 5.4.2) 

Cases 

Initial Design 

Casel 

Case II 

Case III 

-

BESO 

ESO 

BESO 

ESO 

BESO 

ESO 

BESO 

ESO 

Frequencies f (Hz) 

1st 

340.2 

2361.6 

3293.7 

3283.7 

2372.3 

1749.3 

2845.5 

2667.6 

2nd 

1352.8 

4671.3 

4204.2 

4188.1 

6780.1 

6026.2 

6376.6 

5906.5 

3rd 

3015.2 

4750.8 

6026.3 

5988.6 

6922.0 

6209.1 

6768.4 

7265.5 

Objective 

Function f 

1.9071 

0.3748 

— 

~ 

— 

~ 

0.0887 

0.0952 

ft is shovm in Table 5.2 that ESO does not work as well as BESO in this example. This 

may be due to the initial design which has very close second and third frequencies. The 

stmcture becomes multi-modal from the outset and both frequencies can only increase 

slowly. Such a problem can be circumvented by using BESO which can flexibly choose 
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the initial stmcture definition. Also, BESO takes less solution time in both cases with 

the maximum time of 1.5 hour in contrast to 2.5 hour in ESO. 

Example 5.4.3 A simply supported beam. 

In this example, ESO and BESO are applied to a multi-frequency optimization with the 

first three frequencies given. The stmcture is simply supported at both ends and has 

three concentrated masses at the bottom, as shovm in Fig. 5.11. The final designs is to 

have 34% of the weight of the rectangular design area. The initial design of one row of 

element connecting the two supports is adopted in BESO, as shown in Fig. 5.12. Five 

cases are considered: 

Cases I, II and III: Maximizing the first, second and third frequency, respectively. 

Cases IV and V: Specifying the first three frequencies: (a) / ,* = 80 Hz, /2* = 130 Hz 

and f* = l60 Hz; and (b) f* = 50 Hz, /2 * = 130 Hz and / j * = 210 Hz, 

As shovm in Table 5,3, BESO yields better results than ESO in the first three cases. The 

topologies by two methods are given in Fig. 5.13. Designs by ESO cover a larger space 

while those by BESO only grow to about half the total allowable height. Additionally, 

as ESO involves an oversized design domain, it tends to produce stmcture with skeletal 

representations if the target weight is small (say 35%). Nonetheless, The corresponding 

designs share some similarity in extemal shape and internal configurations. 

In cases IV and V, it is noticed that though frequencies oscillate around the target 

values, the objective functions generally converge to nearly-zero, as shovm in Fig. 5.14. 

Two topologies of the specified frequencies are given in Fig. 5.15. The average 

computational times in five cases for BESO and ESO are 30 minutes and 90 minutes, 

respectively. 
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/ 

k- 6 cm -M 

\ w « « 

J 
2 cm 

Z^ 

Fig. 5.11. The design area of a simply Fig. 5.12. Initial design for BESO. 
supported beam. 

(al) (a2) 

• •VHT . 
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S ^ S ^ ^ B ^ . , ™ ^ . ^ ^ ; , . , ^ ^ ^ ^ 
._ . . - | l - i - m - i | ->-m 

(bi) (b2) 

liST (SD . .. IET3BE31, - E m n U l J l TU ^3333-
1¥1¥!3 

n~ rcn — ni^T^i_' ^"fTTti 

..cr 
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3323333333333^33; 

M? 

(cl) (c2) 

33??333fl^3^-

33Si^'^^lS, 3533 ^Ti*S>s S^ H-ir" ^ ^ ^ - • : d ^ 5 S 3 3 -

m-l^-n•^^m^^T-n-^^^-l^^^^-n 

03^33i:*D3333jil333^±S3i>3333±)^333333. 
S3SA33I33333323^333i)33D3J&! 

Fig. 5.13. Topologies of independently maximised single frequencies, comparison of 
BESO and ESO: 

(al & a2) Maximising the first frequency: BESO and ESO. 
(bl & b2) Maximising the second frequency: BESO and ESO. 
(cl & c2) Maximising the third frequency: BESO and ESO. 
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200 

\I\I^YW^'^'^ 

3.00 

2.50 c 
o 

2.00 ^ -
3 

1.50 " i 
> 

1.00 o _ 

0.50 O 

1st Frequency 

2nd Frequency 

3rd Frequency 

Objective Function 

0.00 
30 60 90 120 

Number of Iterations 

150 

Fig. 5.14. Evolutionary history of the first three frequencies: 
(a) / ,* = 80 Hz, /2 * = 130 Hz and f* = 160 Hz. 

(a) / ,* = 80 Hz, /2 * = 130 Hz and/3* = 160 (b) / ,* = 50 Hz, /^ * = 130 Hz and Z * = 210 
Hz; Hz. 

Fig. 5.15. Topologies with the target frequencies. 
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Table 5.3, Frequencies and Objective Functions of Initial 
and Optimum Designs (Example 5.4.3) 

The number in parenthesis is the frequency target f*. 

Example 5.4.4 A diagonal supported block. 

Cases 

Initial Design 

Casel 

Case II 

Case III 

Case IV 

CaseV 

BESO 

ESO 

BESO 

ESO 

BESO 

ESO 

BESO 

ESO 

BESO 

BESO 

Frequencies /'(Hz) 

1st 

2.6 

154.2 

121.0 

114.7 

39.2 

44.3 

47.0 

49.2 

79.6 

(80.0)* 

48.5 

(50.0) 

2nd 

7.4 

166.2 

123.4 

120.2 

166.7 

160.6 

127.0 

124.3 

131.4 

(130.0) 

130.7 

(130.0) 

3rd 

15.8 

332.4 

150.9 

137.5 

218.2 

167.9 

318.1 

295.7 

161.2 

(160.0) 

208.8 

(210.0) 

Objective 

Function f 

2.6300 

~ 

~ 

— 

— 

— 

— 

— 

0.0002 

0.001 

Fig. 5.16. A diagonally supported block. 
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Study a 3D version of Example 5.4.2, as shown in Fig. 5.16. It has the first frequency// 

=68.05 Hz. The initial design for BESO (not shown here) is an empty box connecting 

the two diagonal edges with / =45.25 Hz. Optimal designs for W*=l>OVoW, are shovm 

in Fig. 5.17. They are similar to their 2D counterparts as shown in Fig. 5.5. ^ig. 5.18 

gives the frequency history during optimisation. Multi-modal eigenvalues are observed 

in the later iterations. 

(a) ESO:/=113.13 Hz. (b) BESO:/=116.73 Hz. 

Fig. 5.17. Optimal topologies: W*=30%Wo, 

4th Frequency 

3rd Frequency 

2nd Frequency 

1st Frequency 

20 30 40 50 60 

NUMBER OF ITERATIONS 

70 80 

Fig, 5.18. Evolutionary history of the first four frequencies. 
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The following are two examples on optimisation of a desired mode shape using MAC 

mode-track method. 

Example 5.4.5 A cantilever beam: to track the torsion mode. 

Fig. 5.19 gives a 3D cantilever beam of box section with four lumped masses attached at 

the end. The dimensions are IxHxB=30x 10x0.8 and £=210 GPa, v=0.3 and p=2700 

kg/m^ are used. To simulate an actuation suspension, the design objective is to 

maximise the frequency of torsional mode and the target weight is W*IWo=50%. Both 

ESO and BESO methods are applied. MR=0.2, AR=0.25 and 572=50% are used. 

Fig. 5.19. A cantilever beam. 

For reference, the first three mode shapes of the ground stmcture is give in Fig. 5.20. 

The torsion mode corresponds to the 3"* mode. The initial design for BESO is a hollow 

box as shovm in Fig. 5.21, together with the first four mode shapes. The torsion mode is 

ordered the 4*. 

In Table 5.4, it is seen that the torsion mode remains the third in ESO with a few times 

when tiie 5*̂  mode has the largest MAC, as shown in the MAC history in Fig. 5.22. In 
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BESO, the mode switches from 4 to 3 in the final optimum. In fact, the 3"* mode takes 

over at a very early stage and dominates onward, as seen in Fig. 5.23. The history of the 

first eight frequencies is given in Fig.5.24 and 5.25 where the 3"* and 4* mode have very 

close frequency at the optimum. Fig. 5.26 gives the topologies and corresponding mode 

shapes for ESO and BESO. They are very similar to each other. In Table 5.5 it is seen 

that the results and solution time are comparable in the two methods. 

>nd 

Fig. 5.20. Mode shapes of the first three modes for reference. 
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Fig. 5.21 (Cont.). Mode shapes of the first four modes for initial model of BESO. 
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10 

NUMBER OF ITERATIONS 
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Fig. 5.22. MAC history: ESO. 
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Fig. 5.23. MAC history: BESO. 
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Fig. 5.24. History of the first eight frequencies: ESO. 
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Fig. 5.25. History of the first eight frequencies: BESO. 
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Section display 

Torsion mode shapes 

Fig. 5.26. Optimum topologies. 
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Table 5.4. MAC: Initial and at the Optimum (Example 5.4.5) 

Mode orders 

4 St 

2nd 

3rd 

4th 

gth 

6'^ 

ESO 

Initial 

0.3170x10-^ 

0.4757x10-^ 

1 

0.1483x10-^ 

0.5022x10-^ 

0.3445x10^ 

Optimum 

0.4505x10-« 

0.6616x10-^ 

0.7064 

0.5094x10-^ 

0.7520x10-^ 

0.1460x10^ 

BESO 

Initial 

0.4798x10-^ 

0.7207x10-s 

0.1816 

0.8082 

0.4453x10* 

0.2468x10-^ 

Optimum 

0.4341x10"^ 

0.6464x10-^ 

0.8260 

0.1575 

0.5631x10^ 

0.1711x10-^ 

Table 5.5. Frequency at Optimum, W=50%Wo (Example 5.4.5) 

ESO 

BESO 

Iteration 

29 

36 

Compt time 

(Min.: Sec.) 

2:30 

2:23 

Z"' Frequency 

(Hz) 

22.23 

22.09 

Example 5.4.6 A hinged block: to track the bending mode. 

The previous example is used again but the block is hinged at its bottom comers. The 

first four mode shapes for the ground stmcture are shovm in Fig. 5.27, representing the 

overturning, the first bending mode in yz plane, the first bending in xy plan and the 

second bending mode in>'z plane. The design objective is to track and optimise the first 

bending mode in yz plane with W*/Wo=45%. It is corresponding to the 1" mode in the 

initial design of BESO, as shown in Fig. 5.28. 
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From Table 5.6, it is seen that at the optimum, the desired bending modes are the 3"* in 

both ESO and BESO. From the MAC history of ESO in Fig. 5.29, it is seen that the 

early stage sees swaps between the 2"'' and 3"* and then the 3"" dominates towards the 

end, with a few occasions of switching to the 4*. In Fig. 5.30 for BESO (MAC<10'̂ ^ is 

not shown), the bending mode is the T' in the begiiming, switches to 2"'' for a few 

iterations and ends up with 3"*. The change course is clearly reflected in the frequency 

history, as shown in Figs. 5.31 and 5.32. Fig. 5.33 displays the optimal topologies and 

corresponding torsion mode shapes. Table 5.7 compares the frequencies obtained by 

ESO and BESO. ESO has a better solution but BESO takes much less time. 

Fig. 5.27. Mode shapes: ESO. 

118 



Ch2£teL±,E3fl^n£L^^-^0 ^°^ F''e^^^"^y Optimisation, 

10 

NUMBER OF ITERATIONS 

20 30 40 50 

Fie. 5.29. MAC history: ESO. 
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NUMBER OF ITERATIONS 

10 20 30 40 50 60 

Fig. 5.30. MAC history: BESO. 
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Fig. 5.31. History of the first eight frequencies: ESO. 
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Fig. 5.32. History of the first eight frequencies: BESO. 

Fig. 5.33. Optimum topologies. 
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In this example, as in the previous one, ESO and BESO start from the different order of 

mode shapes but converge to the same one. This demonstrates that the mode tracking 

technique based on MAC and the search strategy based on sensitivity number are 

effective. 

Table 5.6. MAC: Initial and at the Optimum (Example 5.4.6) 

Mode orders 

4 St 

ond 

3rd 

4th 

5^ 

Qth 

ESO 

Initial 

0.4750x10-« 

1 

0.2488x10-^ 

0.5469x10* 

0.1426x10-^ 

0.1449x10* 

Optimum 

0.1661x10* 

0.6487x10-^ 

0.5018 

0.9284x10* 

0.1026x10-^ 

0.1436x10-2 

BESO 

Initial 

0.3168 

0.7770x10-^5 

0.1032x10-'^ 

0.9836x10-'^ 

0.2305x10-'^ 

0.9406x10-^ 

Optimum 

0.1573x10* 

0.2304x10-^ 

0.5186 

0.8106x10* 

0.9263x10* 

0.2872x10* 

Table 5.7. Frequency at Optimum, W=45%Wo (Example 5.4.6) 

ESO 

BESO 

Iteration 

27 

40 

Compt time 

(Min.: Sec.) 

2:24 

1:28 

3'̂ ° Frequency 

(Hz) 

54.16 

53.5 

5.5. Conclusion 

The ESO/BESO methods are easily generalised to natural frequency optimisation. The 

procedure is almost the same as those for static problems as presented in the previous 

chapters, and only the module for calculating sensitivity number is different. The 

sensitivity of closely-spaced eigenvalue is calculated by a simple average method, 

which is easy to understand and implement and proves to be effective. To optimise and 
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keep track of a desired mode, a procedure for identifying the mode shape of interest 

based on MAC is incorporated into ESO/BESO and its effectiveness is verified. 

ESO and BESO in most cases converge to very close results. BESO can be 

computationally more efficient in most 2D cases. 
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Chapter 6 

Various Aspects of Numerical Implementation and 
Image Processing 

While Chapters 3 to 5 develop the ESO/BESO methods and focus on different design 

objectives in static and dynamic behaviours, this chapter deals with aspects associated 

with the evolutionary m.ethod in general. The accuracy of sensitivity calculation is first 

studied and measures to ensure the reliability are introduced. Then the effect of 

parameters on solutions is studied, including the modification ratio in both ESO and 

BESO, and addition ratio, stage ratio and initial design in BESO. As the two methods 

are both based on a finite element model, an initial attempt on post-processing the 

results is made using AutoCAD. The objective of this chapter is to increase the 

reliability of the ESO/BESO methods, to provide user guidelines as to parameters 

selection as well as to enhance the method capability as a viable computer aided design 

tool. 

6.1. Introduction 

A numerical method can be evaluated in various aspects, such as: 

1. Reliability 

In ESO and BESO, the algorithm reliability is primarily dependent on the so-called 

element sensitivity number, which is the criterion driving the evolution process. There 

are many reasons that the calculation will lose its accuracy. Firstly, the sensitivity 
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analysis does not assume a continuous change but a jump in design variables (0 to 1 or 1 

to 0), which may cause abnormal changes in the objective function. Secondly, the 

sensitivity analysis is largely based on the linear expansion of the objective function, i.e. 

the first order. There is the possibility that a higher order of expansion should be 

considered. 

One sign of inaccurate sensitivity is the jump in the objective fimction, as opposed to 

the assumption that it would change smoothly. If such a big jump is observed at an 

iteration, the evolution needs to be reversed at this point to avoid being misled. This is a 

simple operation of cancelling the last stmctural modification and restoring the mesh, 

i.e. deleting the added elements and recovering the removed elements. To allow the 

evolution to continue, those elements should be excluded from modification for some 

times. 

The above technique is effective in correcting the inaccuracy of sensitivity analysis and 

finding a smooth search path to the optimum. However, there are some cases where the 

inaccuracy is irreparable because of inherent features of a particular problem. A typical 

example is given in a discussion paper (Zhou and Rozvany 2001), which cannot be 

solved by the present ESO/BESO due to the specifications of extreme loading and 

supporting conditions. Though regarded as an isolated case, this reminds us that like any 

other method, ESO/BESO has its own limitations. However, for ordinary problems 

encoimtered in practical engineering design, the feasibility and effectiveness have been 

well demonstrated. 

2. Stability 

Despite the extensive research on topology optimisation, study of numerical instability 

is limited. A systematic survey is given by Sigmund and Petersson (1998) summarising 

various aspects of the issues and solutions. The instability can be stated as the 

checkerboards, mesh-dependencies and local minima. The following briefiy describes 

these aspects and adds to the features associated with ESO/BESO. 
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• Checkerboard 

Checkerboard, as detailed in Chapter 3 (Sect.3.2.3), refers to regions of altemative solid 

and empty material distributing like a checkerboard pattem. The underiying 

mathematical reason for it may be the nonconvergence of the FE solution. The 

checkerboard is prone to appear in a coarse mesh and/or a mesh of lower order of 

elements. In homogenisation based topology optimisation or SIMP, procedures to 

control or reduce the checkerboard are proposed, such as the use of higher order finite 

elements, patches, noise filtering or imposing extra constraints. 

ESO/BESO deals with the checkerboard pattem using a technique similar to the noise 

filtering and involves averaging the sensitivity in a neighbourhood. In the application on 

problems of 2D plane stress, plate bending and 3D solid elements, the averaging 

technique proves to be effective in preventing the formation of checkerboard and is also 

computationally efficient. In fact, only negligible amount of computing is involved. 

• Mesh dependence 

It refers to generating qualitatively- different solution from different finite element grids. 

While a finer mesh is expected to reveal a design at a higher resolution, it actually 

produces designs with more configuration details. There are two categories of mesh 

dependency problems. The first one is due to the nonexistence of solution for the 

inherent 0-1 discrete problems. Same techniques for checkerboard suppression can be 

adopted to remedy this kind of problems, such as the filtering and perimeter control. 

The second category is the non-uniqueness of solution and a typical example is a bar 

under uni-axis tension. Manufacturing constraints such as bounding the area can be a 

solution to this category. 

In ESO/BESO method, the mesh dependency can be remedied by a perimeter control 

method. This topic is left in the next chapter for a detailed presentation. 

• Local minimum 

126 



Chapter 6. Various Aspects of Numerical Implementation and Image Processing. 

Topology optimisation problems normally have many local minima, and different 

solution can be obtained by changing algorithm parameters or initial conditions. In the 

simplest case as a single-variable function with the range of the variable being given, 

the condition of a global optimum which can be searched in the gradient direction is that 

the function is convex with respect to the variable. For the 2D plane stress condition, if 

we take the plate thickness t as the design variable and the mean compliance C as the 

objective fimction, it is found that C is not convex as C = f{t~^). Thus it is likely that a 

search method based on the sensitivity analysis may not find a global optimum. This is 

further complicated by the fact that the design variable is not single but multiple as a 

stmcture is normally has more than one element. In this case, each design variable is 

updated respectively instead of by the same magnitude. For the above reasons, an 

optimisation algorithm is highly likely to end up with a nearby stationary point or local 

minimum. In the mathematical programming (MP) algorithm, for example, the solution 

is susceptible to the change in parameters such as move limits, definition of design 

domain and penalty power. 

While local minimum solutions are not desirable from the mathematical point of view, 

they represent feasible designs and provide useful design options to engineer. It is then 

up to the engineer to decide which design addresses the requirements best, e.g. by taking 

into account of other factors (such as manufacture or assembly). 

The local minimum in ESO/BESO can be due to variations in parameters such as the 

ground stmcture and initial structure (BESO), modification ratio, addition ratio and 

stage ratio (the last two for BESO only). Parameter effects on ESO/BESO have been 

studied in many literatures (Chu 1997; Yang 1999), covering different stmcture systems 

and objective functions. This chapter intends thus for continuum stmctures where mean 

compliance/frequency is the objective, as complementary to the previous study. 

Apart from the above mentioned various numerical aspect, this chapter also suggests a 

possible way of post-processing. Based on a fixed finite element model, there is a gap 

between the actual analysis model and final design draft. Switching between these two 
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models is critical in practical engineering design. Some complete packages 

incorporating post-processing to topology optimisation have been developed, such as 

FIDO by the ADOPT research Group (Hinton et al 1998). Using the 2D and 3D 

continuum finite element models, image extraction techniques such as boundary surface 

fitting or skeleton thinning are used to process the finite optimum topologies. 

Post-processing for ESO/BESO is largely based on the use of available software, such 

as SolidwWoks and AutoCAD. This chapter presents a few results of 3D continuum 

post-processed by AutoCAD. 

6.2. Verification of Sensitivity Analysis 

6.2.1 Measure of Accuracy 

• £ J -Change between two cycles. 

The sensitivity analysis is valid when the change between two cycles is small. As the 

first measure, we define 

fim) _ f(m-X) 

Zx=- A > (6-1) 

where / denotes the objective fimction which can be the mean compliance, single or 

multiple eigenvalues. The superscript in brackets denotes the iteration cycle. 

• 82 -Difference in the predicted and actual objective functions. 

To complement the above measure, we examine the predicted value of the objective 

function: 

J -J +AJ , ^^2) 
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where A/*""" is the predicted increment in the objective function, which is the sum of 

the sensitivity number for all removed elements, i.e. 

Nr 

A/'"-->=X«,, (6.3) 

where Nr is the total number of removed elements. 

We compare the value of the objective function predicted from the current iteration with 

the actual value, and define 

" 7 S2= Toio—• (6-4) 

Ideally, 82 is equal to 0, or as small as possible. It is noted that BESO has Sj and ESO 

has both s, and 83. 

In frequency optimisation, £f\s defined only when the optimisation problem is exactly 

the same between two neighbour iterations. This is because that the predicted value is 

based on the same order of eigenvalues and its sensitivities. Therefore, 82 measure is not 

activated in such situations: the mode shapes swap orders, the stmcture becomes multi

modal from 'single' modal (or single to multiple), or the multiplicity changes. 

6.2.2 Numerical Implementation 

At each iteration, the two measures e, and z^ ^̂ ^ checked up against its prescribed 

limit: 

Kl^e , , (6.5a) 

£ , < 8 , . 
' " ' (6.5b) 

129 



Chapter 6. Various Aspects of Numerical Implementation and Image Processing. 

From experience, e, =5% and §"2 =2% can be used. If both of the above expressions are 

satisfied in ESO, or the first is satisfied in BESO, the evolution goes ahead without 

intermption. Otherwise, it is regarded that a 'sharp' change has happened, most possibly 

due to inaccurate evaluation of the sensitivity analysis. The first step is to resume the 

stmcture to its previous configuration by cancelling the last iteration, i,e. removed 

elements are reinstated and added elements are excluded. To avoid repeating modifying 

these elements at an immediate iteration, they are set as temporarily 'frozen' for the next 

few iterations, denoted by Nj-. It is noted that a too small Nj will cause oscillation in the 

designs, for an extreme case, Nj- =0 means the iteration just repeat itself and caimot go 

any further. On the other hand, those elements cannot be frozen too long, as this 

assumes a reduced set of design domain. The experience shows that A^ =3 works 

effectively, i.e. after 3 cycles after the sharp changes happen, the temporarily 

unavailable elements are unfrozen. 

This measure is effective in getting over the local anomalies and allowing the evolution 

to proceed. However, if very frequent sharp changes happen and the design just 

oscillates around a point, it is regarded that no further improvement can be achieved by 

modifying the stmcture, and the evolution comes to a termination. Namely, the 

accumulated occurrence of sharp change Â^̂^ exceeds a prescribed upper bound N^^^, 

which is usually taken as 15. 

The above check-up procedure can be written into the ESO/BESO procedure as a small 

loop, as shown in the flowchart of Fig. 6.1. 
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(START) 

Nf =0,Nosc = 0 f 

ESO/BESO Core 

Fig. 6.1. Flow chart: procedure dealing with sharp changes: 
Checkup-recover-freeze-unfreeze. 
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6.2.3 Examples 

Examples in this section are chosen from chapters 4-6 for verifying the sensitivity 

analysis and demonstrating the above proposed procedures. All physical and geometry 

properties and design parameters are as previously given. In the chart or table 

demonstration, the mean compliance is given in percentage related to the groimd 

stmcture, i,e. C/Cg. Only ESO is considered for it includes both measures of errors, 

6.2.3.1 Basic Stiffness Optimisation: External Loading Only. 

Example 4,3,3.3 as a cable bridge is studied for this purpose. Fig. 6.2 shows the 

evolution history of 300 iterations and the stmctural weight is from 100% to 14%. The 

left axis is for the errors 8, and 82, and the right axis is for the relative mean 

compliance. 

It is seen that the mean compliance gradually increases as the stmcture degenerates. The 

evolution is rather smooth in the first 100 iterations or so before the stmcture reduces to 

17%. Then sharp changes are frequently observed, initially with an interval of around 10 

iterations and later becoming oscillating. All sharp changes have s, going beyond the 

limit (denoted by the horizontal dashed line), with some occasions of 82 also exceeding 

its bound. Checking the stmctural behaviour during those iterations, it is found that in 

many occasions two major parts of stmcture are connected only by one element at its 

diagonal side. This produces a weak link and decreases the stmctural integrity. As 

elements are recovered to strengthen the link and the evolution is reversed, the overall 

history is gradual and smooth. 
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EXTERNAL LOAD ONLY 

10.0 

-5.0 

-10.0 

2.5 

NUMBER OF ITERATIONS 

Fig. 6.2. Iteration history of the mean compliance and two measures of errors: 
basic stiffness optimisation. 

6.2.3.2 Stiffness Optimisation with Surface Loading. 

SURFACE LOADING 

10.0 

-5.0 

-10.0 

e, = 5% 

c^ 0.0 immuuMMimMlff^ 

2.0 
O 

"o 

1.5 

1.0 
60 180 

82 = - 2 % 

§", = - 5 % 

.£2 

.£ l 

.c/cO 

0.5 

0.0 

NUM BBR OF ITERATIONS 

Fig. 6.3. Iteration history of the mean compliance and two measures of errors: 
surface loading. 
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This example was studied in Sect. 4.4.3.2 where the final topology emerges as a church 

vault. The sensitivity number is calculated considering the contribution in load vectors. 

It is seen in Fig, 6.3 that the calculation is largely accui-ate, with only a few occurrences 

of sharp changes. The first criterion of 8, as relative change in the mean compliance is 

satisfied all through the iterations, and criterion of 82 is only violated in some latter 

iterations. A smooth change in the mean compliance is rather distinct. 

6.2.3.3 Stiffness Optimisation with Gravity Loading. 

Example 4.3.3.2 is used for illustration. The stmcture is under self-weight only and the 

topology is like a quadri-court. Fig. 6.4 gives the evolution history. Unlike the previous 

two cases where the mean compliance sees an increasing tendency, in this example, the 

mean compliance decreases as the stmcture reduces its weight. This is evident as the 

overall loading is also decreased during the course. Both measures 8, and 82 are well 

below the prescribed limit and no sharp changes are observed. 

GRAVITY ONLY 

10.0 

•a 0.0 

-5.0 _. 

-10,0 i 0.0 

NUMBER OF ITERATIONS 

Fig. 6.4. Iteration history of the mean compliance and two measures of errors: 
gravity loading only. 
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6.2.3.4 Stiffness Optimisation with Combination of External Loads and Gravity. 

Same as in Sect 6.2.3.1, we again use Example 4.3.3.3.The load combination is as per 

Chapter 3. Comparing Figs. 6.5 to 6.2, it is seen that adding the gravity to the 

combination causes higher rate of sharp changes and the magnitude of the change is 

much larger. This may be because that the change in the mean compliance is not 

monotoiuc, as seen in the history. By using the proposed checkup-recover-freeze-

unfreeze technique, an overall stable convergence is observed. 

EXTERNAL LOADS + GRAVITY 

10.0 

<^ 

-10.0 

NUMBER OF ITERATIONS 

Fig. 6.5. Iteration history of the mean compliance and two measures of errors: 
extemal loads plus gravity loading. 

6.2.3.5 Frequency Optimisation. 

The example was stiidied in Chapter 5 (Sect. 5.4.5), which has the optimal topology as a 

hollow box with a maximised frequency for a torsion mode. Fig. 6.6 givens the history 

of natural frequency associated with the torsion mode shape tracked from the ground 

stmcture. It is noted in the foregoing minimisation problems tiiat the stiffness 

optimisation always has 82 < 0.0, i.e. the predicted value of mean compliance is smaller 
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than the actual one. Likewise, for a maximisation problem as in this example, the 

predicted frequency increase is normally overestimated as 82 > 0. As the later stage sees 

multi-modal phenomenon, 82 is no longer defined. Meanwhile, 82 is below the limit 

except at one or two locations, which corresponds to a sharp decrease in the eigenvalue. 

Frequency Optimisation 

10 

8, = 5% 

8, = 2 % 

•a 

8̂2 = - 2 % 

8", = - 5 % 

.50 

1.2 

1.0 

0.8 

0.6 S 

0.4 

0.2 

0.0 

- f - E l 

-»_c/cO 

NUMBER OF ITERATIONS 

-Fig. 6.6. Iteration history of the eigenvalue and two measures of errors. 

6.2.4 Discussions 

The sharp change can be mathematically interpreted as the assumption of small change 

in sensitivity analysis being violated. Physically, this situation can be caused by: 

1) The stmcture is disintegrated after removing some particular elements, which is the 

most common case in the example provided above. For example, the tmss has one of its 

member cut in the middle, and the connection between the load and supports or main 

stmcture becomes very weak. 

2) The structure integrity is maintained, but there is significant change in the 

stress/strain energy or load path due to element removal. This can be: a) a much 

complicated stress/strain energy field which may underestimate the element sensitivity; 
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b) A reliable sensitivity but too many elements removed at once whose accumulated 

effect becomes significant. 

3) As a very special case, if the stress/strain energy is too complicated due to an 

improper or extreme specification on boundary and loading conditions (Zhou and 

Rozvany 2001), the sharp changes is inherent and the present ESO/BESO may not be 

able to overcome it. 

The remedy to cases 1) & 2) is a checkup-recover-freeze-unfreeze procedure. It is 

simple in concept, easy to be programmed and adds very little extra cost. It is noted that 

while occasional sharp changes may occur at any stage of evolution, frequent occurrence 

is mostly observed in the later stage when the stmcture becomes smaller and 

topology/configuration becomes complicated. To avoid disintegration of stmcture, the 

evolution should proceed at a slower rate, i.e. using a smaller modification ratio. 

However, eventually this may become no longer effective and the stmcture may 

oscillate around a weight for a number of iterations (say 15). This implies that no further 

modification can be made without causing disintegration of the stmcture, and the 

stmcture is to be left as it is and the evolution be terminated. 

6.3. Parameter Studies 

The major parameters involved in ESO and BESO are modification ratio, the initial 

design, addition ratio and stage ratio. From detailed parameter studies for 2D continuum 

stmctures (Chu 1997; Yang 1999), the following observations are made: 

1, In both ESO and BESO, different topologies are obtained by changing the 

modification ratio MR. However, the stmctural performance is close, such as the 

mean compliance, natural frequencies or performance index PI, with a average 

difference of 3%, The recommended value for MR is 1%~5%. 

2, BESO is less sensitive to the addition ratio AR than to the modification ratio MR. 

Two usual values are AR = 0,33 and AR=0.25. No distinct difference in topology 

optimisation is observed when varying AR, 
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3. In BESO, the solution is also affected by the initial design. A definition fully 

interpreting the support and load conditions and having longer boundaries can be 

more advantageous. 

When studying whether the above guidelines are applicable to 3D problems, it is worth 

noting the following points. 

Firstiy, those guidelines are summarised based on a very fine mesh on a 2D domain. Let 

us take example 4.2.3.1 (Chapter 4, 2D arch bridge) to describe the level of mesh 

discretising. A mesh of 50x25 is used in this example, which is considered as relatively 

fine only, as a similar problem was previously studied using a much finer meshes, e.g. 

80x40 (Yang et al 1999). Further, consider a corresponding 3D arch bridge in Example 

4.3.3.1, a mesh of 50x25x3 is used. This is also deemed as relatively fine, as the same 

mesh of 50x25 is used in dividing the plane, with 3 layers in thickness. Use of a very 

fine mesh for 3D problems requires higher computing costs, and is also subjected to the 

capacity of the codes performing ESO/BESO. For this consideration, most 3D problems 

use only reasonably fine meshes, and it may call for a smaller modification ratio than 

2D problems. In the example of previous chapters, normally, 1% and 2% are used for 

ESO, and sometimes BESO adopts a large value as Mi?=4%. 

Secondly, as mentioned in Chapter 3, the stage ratio is exclusive for 3D. It is heuristic 

and intuitive, rather than a rigorous definition of a perform index as in 2D problem. A 

series of study on 3D & 2D continuum is presented as follows. 

6.3.1 Modification Ratio (MR) 

6.3.1.1 Effect on ESO 

The example is shown in Fig. 6.7, A 3D thin cantilever beam is applied a point load at 

the bottom of the free end, £-210 GPa and v=0.3 are assumed. By using the symmetry 

in the thickness, the half design domain is divided using a mesh of 36x24x3=2592. 
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Three cases are studied, MR=l%, MR=2% and MR=4%. In all cases, there is no 

particular weight target, but allowing the stmcture to evolve up to 300 iterations. 

Fig. 6.7. A cantilever beam. 

100% . 

80% 

60% ^ 

40% 

20% 

0% 

C 

EFFECTS OF MR 

^^flJ^WO 

MR=4W 
» M R ^ 

' ' '%^ '^**>v^R=1% 

) 50 

MR=4%Te l̂̂ ing>W»»«*.w«,«*„^ 

100 150 200 

NUMBER OF ITERATIONS 

250 3C )0 

Fig. 6.8. Iteration history of stmctural weight by different values of MR. 
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Fig. 6.8 shows the iteration history of the stmctural weight. In case 1 {MR=l%), the 

evolution is kept up to the end. However, both case 2 and case 3 are terminated due to 

the high rate of sharp changes. Case 2 {MR=2%) oscillates around a weight of 22% 

before the evolution comes to a stop. Case 3 (M?=4%) becomes oscillating at an even 

higher weight of 60%). For this reason, they are not feasible if the weight target is below 

those values. 

A natural way to get over the oscillation due to a large modification ratio is to decrease 

the ratio when necessary. In other words, among the whole history, on the fust 

oscillation on a weight W,, a smaller MR is used for the iterations onward, say, 0.5MR. 

When it comes the second occurrence of oscillation around W2, MR is halved again and 

becomes 0.25MR, and so on and so forth. 

Table 6.1. Comparison of Mean Compliance using Different MR (ESO) 

Prescribed 
Weight WlWo 

5 0 % 

40% 

30% 

20% 

15% 

MR=^% 

1.2419 

(66) 

1.4075 

(86) 

1.7076 

(113) 

2.3647 

(149) 

3.0765 

(183) 

Mean Compliance C/C 
(Number of Iterations) 

MR=2% 

1.2842 

(35) 

1.4582 

(46) 

1.7725 

(60) 

MR=4% 

0 

MR=4% 
(Varying) 

1 2QQ3 

(28) 

1.4926 

(42) 

1.8112 

(63) 

9 413 

(81) 

3 14? 

(95) 

The above technique using a varying modification ratio is applied with an initial value 

of MR=4%. The history is displayed as in Fig. 6.8, too. It effectively prevents a 
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premature termination of evolution as the stmcture well reaches a low weight as 6%. 

Five times of oscillation happen and the modification ratio changes sequentially as 4%, 

2%, 1%, 0.5%), 0.25%) and 0.125%o. A changing MR has the advantage of saving 

computing time, as less iterations are involved for a given weight constraint compared 

to using a fixed small value, say 1% . This is demonstrated in Table 6.1. 

(al) MR=l%, W/W,=40%. {a2)MR=l%, W/W,=30%. 

{hl)MR=2%, W/Wo=40%. (b2) MR=2%, W/W0=2,0%. 

(cl) MR=4% (varying), W/W^=40%. (c2) MR=4Vo (varying), W/Wo=30%. 

Fig. 6.9. Topologies by different MR (ESO). 
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Table 6.1 also compares the mean compliance by using different modification ratios. 

For each given weight percentage, a large value of M^ yields a larger mean compliance. 

The topologies are also different, as shown in Fig. 6.9. All topologies are featured by a 

half arch between the load point and the top side of supports. Use of a larger 

modification ratio reduces the intemal configuration details. Combining the numerical 

results in Table 6.1, a value of MR=2% can be the most suitable parameter for this 

example, with comparably reliable solution and moderate computing time. 

6.3.1.2 Effect on BESO 

Still use the last example. Similarly, three cases are considered: MR=l%, MR=2% and 

MR=4%}. The addition ratio is AR=0.25 and stage ration AR=50%>. The initial design is 

given in Fig. 6.10. 

The results are summarised in Table 6.2. The first two cases MR=l%) and MR=2% have 

very close mean compliance but the latter involves far less iterations. There is a 

significant difference in MR=4%) and the result may be regarded as unreliable. From 

Fig, 6,11, its corresponding topology is also qualitatively different. Like in the ESO 

case, MR=2% is an idea parameter value. 
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Table 6.2. Comparison of Mean Compliance using Different MR (BESO) 

Prescribed 
Weight WlWo 

50% 

40% 

30% 

20% 

15% 

Mean Compliance C/CQ 
(Number of Iterations) 

MR=1% 

1.3405 

(72)* 

1.4205 

(120) 

1.7863 

(189) 

2.3656 

(264) 

3.1484 

(377) 

MR=2% 

1.4126 

(33) 

1.4525 

(57) 

1.7556 

(92) 

2.4078 

(136) 

3.1218 

(175) 

MR=A% 

1.6797 

(16) 

1.6209 

(29) 

1,8314 

(48) 

2,4578 

(69) 

3.3580 

(87) 

{a)MR=l%. (b) MR=2%. (c) MR=4%. 

Fig, 6,11, Topologies by different MR (BESO, W/Wo=30%). 

Indeed, MR=2%> is the mostly used value in examples of the previous chapters. It is 

noted that there are cases where a lager value (say, MR=4%,) is also used and 

satisfactory results are obtained, such as in the Example 3,3,2 (stool) and 4.4.3.2 (vault). 
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Again, let us study Example 3.3.2 and compare the effect of MR {MR=4% and MR=2%). 

The result is shown in Table 6.3. It is noted that the corresponding mean compliance is 

very close. The topologies are also very similar to each other, as shovm in Fig. 6.12. It 

can be said that MR=4% is a better choice for its computing savings for this example. 

(al) Mi? =4%, W/Wo=lO%. (a2) MR =2%, W/Wo=lO%. 

{hi) MR=4%, W/Wo=S%. {h2) MR =2%, W/Wo=^%. 

Fig. 6.12. Optimal topologies. 
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Table 6.3. Comparison of Mean Compliance using Different MR (BESO) 

Prescribed 
Weight WIWQ 

40% 

30% 

20% 

10% 

8% 

Mean Compliance C/CQ 
(Number of Iterations) 

MR=2% 

1.0197 

(49) 

1.0353 

(80) 

1.0732 

(127) 

1.2184 

(288) 

1.2939 

(336) 

MR=4% 

1.0212 

(30) 

1.0361 

(46) 

1.0760 

(70) 

1.2160 

(164) 

1.2930 

(184) 

6.3.1.3 Discussions 

Firstiy, the parameter of modification ratio MR affects the ESO/BESO algorithms in 

terms of stmctural performance (mean compliances, frequencies or performance index), 

topologies and computing time. Generally speaking, in ESO, a smaller modification 

ratio yields a better solution. This correlation is less distinct in BESO, most possibly 

because it involves more parameters such as stage ratio and addition ratio thus the 

coupled effect may complicate the case. In both algorithms, a smaller MR results in 

more computing efforts. 

Secondly, the effect of M? is problem dependent. In some cases, small variation in MR 

causes drastic changes in solutions. In other cases, the difference in solution due to the 

variation is very slight. There is no fixed mles or clear pattem as to what value 

corresponds to a certain problem. However, the following observations are made from 

the experience: 
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1. If a complicated truss-like topology is expected, a smaller value of MR is 

recommended. The tmss stmcture has a relatively low fraction of material but a high 

demand of design resolution. In general, after a stmctural member (say, a spoke) is 

formed in a tmss, removing it will normally cause big changes in stmctural 

performance. Such a qualitative change can easily happen when using a large 

modification ratio. Though this sharp change can be remedied to some extent by 

varying the modification ratio, i.e. successively halving the value, precaution should 

be taken in that any fine change in later stage cannot compensate the premature loss 

of structural details in the early stage. 

2. If the load path is relatively well defined, the modification ratio can be larger. Such 

is the case of simple space tmsses. 

3. The design experience can play a role in parameter selection. However, if the 

situation is difficult to make the judgement, there are the altemative guidelines. If 

the target weight is a large fraction of the ground stmcture, say 60% or 50%, a larger 

modification ratio can be used. And if a small target is the case (<20%), a smaller 

value is recommended. 

4. The recommended range is 1%)~4%), and 2% can work well for most, if not all cases. 

The modification ratio is a primary parameter affecting the performance of both 

ESO/BESO. The remainder of this section deals with other parameters involved in 

BESO only. 

6.3.2 Stage Ratio (SR) 

Again, let us use the cantilever as example, parameters are set as MR=2% and AR=0.25 

and initial design is the one given in Fig. 6.10. Variations on the stage ratio are 

considered as 5'i?=60%, 50%, 40% and 30% respectively. Results for these four cases 

are provided in Table 6.4. The advantage of using a larger SR is quite clear. This is 

simply because that the structure has better developed thus provides a larger design 

domain before it starts decreasing the weight, as shown in Fig, 6.13. Two cases with 

SR=40% and 30%) have a much larger value of mean compliance and are considered 
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unsuitable for this example. Their topologies are also different and clearly indicate a 

premature design, as shown in Fig. 6.14. 

While the other two cases SR=60%> and 50%) are feasible parameters, the latter involves 

fewer iterations. They are the most used values and are recommended for common 

BESO applications. 

Table 6.4. Comparison of Mean Compliance using Different SR 

Prescribed 
Weight V\riWo 

Max 

50% 

40% 

30% 

20% 

15% 

SR=60% 

1.639 

1.2514 

(65) 

1.4275 

(89) 

1.7782 

(123) 

2.4075 

(168) 

3.1204 

(207) 

Mean Compliance C/C 
(Number of Iterations] 

SR=50% 

1.4126 

1.4126 

(33) 

1.4525 

(57) 

1.7556 

(92) 

2.4078 

(136) 

3.1218 

(175) 

MR=40% 

2.4042 

2.4042 

-(22) 

1.9476 

(55) 

2.5744 

(102) 

3.4485 

(150) 

0 

MR=30% 

5.088 

5.0881 

(17) 

3.9394 

(56) 

4.5003 

(91) 

It is worth noting that there should be a gap between SR and the target weight fraction, 

normally 10% or 15%. This is to allow for sufficient iterations and improvement 

between the stmcture developing to its maximum and reaching its target. However, if 

the gap is smaller than 10% or 15%), the usual way is to continue the evolution while 

keeping the weight constant. Normally, there should be considerable improvement by 

doing so and the procedure terminates when the improvement become negligible. This 

is easily realised by just setting AR=0.5. It can be certainly applied to cases of any target 

weight for a possible fine-tuning. 
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SR=60%: 

SR=50%: 

SR=40%>: 

SR=30Vo: ame as the right 

Fig. 6.13. Topology at fr/^o=5i?. Fig. 6.14. Optimum topology at 
W/W=hO% . 
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6.3.3 Initial Structure 

The simple rules in defining the initial stmcture can be: 

1. Including the necessary supporting and loading conditions to ensure a non-singular 

stmctural or rigid body analysis. 

2. Being conveniently and easily operated. Based on STRAND6, for example, the 

initial model (and also ground structure) is defined in its graphic interface. In most 

cases, a stmcture of regular shape as rectangle or its combination can be quickly 

designed using fimctions as SUBSTRUCTURE or SECTION. If possible, defining a 

stmcture element by element is avoided. 

Let us look at Example 3.3.1 as a box beam.. There can be three definitions of initial 

design, as shown in Fig. 6.15. All of three accomodate the point load and part of the 

supporting conditions. The same parameters are applied, with MR=2%, AR=0.25 and 

5^=0.60. 

{a) W=2.04%. (h) W=14.29%. (c) W=14.29%. 

Fig. 6.15. Different initial designs. 

Fig. 6.16. Optimal topologies obtained on different initial designs. 
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Table 6.5. Comparison of Mean Compliance for Different Initial Designs 

Case 

A 

B 

C 

WiniAA/o 
(%) 

2.04 

14.29 

14.29 

Iteration 

172 

161 

162 

Mean Compliance C/CQ 

2.284 

2.293 

2.299 

The optimal topologies from these initial designs are given in Fig, 6.16. A primary 

stmcture as a tapered I beam is distinctly present, and there is only slightly difference in 

iimer details. The values of mean compliance are very close, as shown in Table 6.5. The 

number of iterations is also comparable. 

Let us fiirther study the effect of initial stmctures on a frequency problem. In Fig. 6.17, 

a 3-story frame is to be reinforced so as to maximise its first natural frequency. It is 

modeled by 4-node square elements and covers 14.5%) of the full rectangular area. Six 

concentrated masses are attached to the three stories with each equal to 100 kg. Two 

initial designs are used in BESO, as shown in Fig. 6.18. The first is the frame itself and 

the second includes some additional connecting bars. The optima of a weight of 45% of 

the full design area are given in Fig. 6.19. 

The difference in topologies is quite noticeable. The frequencies, however, are close 

with 30.4 Hz for Fig, 6,19(a) and 30.3 Hz for Fig. 6.19(b). Like in most gradient based 

methods, there exists the possibility that the search may end up with a local minimum 

which is close to the initial value. As far as BESO is concemed, the local minimum is 

more likely to occur as the initial design also determines the set of added elements. 

Compared to binary genetic algorithms (Chapman et al 1994) where potentially added 

elements are searched exhaustively in the ground stiiicture, the design space in BESO is 

very much limited in that only elements attached to the stmctural boundary are 

considered because of connection requirements. At this point, the engineering intuition 

and experience can play a role in choosing a better initial design. A 'better' initial 
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design may address the most of loading and supporting conditions and has a larger 

measure of stmctural boimdary/surface. Understandably, a stmcture with a larger 

boundary poses a larger design domain where elements can be attached and is more 

likely to grow effectively. 

/\ 
^ Im—H 

100 kg 

3m 

J ^ 

T 
Im 

Im 

Im 

Fig. 6.17. A 3-story frame. 

(a) (b) 

Fig. 6.18. Initial designs. 

(a)/;-30.4 Hz. (b)/;=30.3 Hz, 

Fig, 6.19, Optimum designs. 
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6.3.4 Addition Ratio (AR) 

This parameter specifies how the modified elements {MR^Wcurrent) can be divided 

between added and removed ones. It can be 1:1 based {AR=II2, ie. 0.5 vs. 0.5), 1:2 

{AR=l!3, ie. 0.33 vs. 0.67), 1:3 {AR=II4, i.e. 0.25 vs. 0.75). As two extreme cases, 

^i?=1.0 means the stmcture is modified by growing only, and AR=0 reduces BESO to 

ESO. The net change in stmcture is \AR-{l-AR)\>^MR=\2AR-l\><MR. Clearly, in the range 

of 0-0.5, a smaller AR means a steeper change. This has the advantage of reach a target 

weight faster. The disadvantage is that the element may become less 'selective'. In the 

ascending stage, there are so many elements added that elements of moderate sensitivity 

may be selected. In the descending stage, the set of element of 'low' stress may be too 

large. For this reason, ̂ i?=0.25 and 0.33 are the most used ones. 

Still use the cantilever as an example to compare the effects of these two values. 

MR=2%, Si?=50% and initial design in Fig. 6.10 are used. Table 6.6 summarises the 

results. As expected, .4i?=0.33 provides a bett,er result than AR=0.25 in most cases, and 

it involves more iterations. Except in dimensions of the diagonal member, no significant 

difference is presented in optimal designs, as shown in Fig. 6.20. 

Fig. 6,20, Optimal topologies using different .4i?, W/Wo=30%. 
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Table 6.6. Comparison of Mean Compliance using Different AR 

Prescribed 
Weight WlWo 

50% 

40% 

30% 

20% 

15% 

Mean Compliance C/Cg 
(Number of Iterations) 

AR=0.25 

1.4126 

(33) 

1.4525 

(57) 

1.7556 

(92) 

2.4078 

(136) 

3.1218 

(175) 

AR=0.33 

1.2974 

(50) 

1.4533 

(79) 

1.7343 

(117) 

2.3481 

(173) 

3.0429 

(232) 

6.4. Design Post-processing 

Designs obtained from topology optimisation normally calls for post-processing. In 

optimisation based on the homogenisation method or SIMP, for example, the solution is 

a pattem of optimum density distribution, based on which the contour of density is 

plotted in the form grey scale. Following this, an isoline is chosen by means such as 

threshold method (Chirehdast et al. 1994). The selected isoline is taken as the stmctural 

boundary, and boundary smoothing or curve fitting is performed. In optimisation based 

on hard kill methods (HK), the outcome has zig-zag boundaries as a result of a finite 

element model. Combining triangle or wedge elements helps to reduce the coarse 

boundary (Liu et al. 1999). Similarly, adaptive meshes using fine grids around boundary 

display very appealing boundary features (Reynolds et al 1999). Nonetheless, image 

processing is still necessary, firstly to close the gap between the analysis model and 

engineering draft, and secondly, to allow for further shape or size optimisation using 

some altemative methods, such as boundary variation approach. 
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Post-processing can be incorporated into topology optimisation to form an integral tool 

kit, such as FIDO (Fully Integrated Design Optimisation) (Hinton et al 1998). It has the 

fiinctionality of extracting boundary surface using fitting or skeleton thinning techniques. 

In ESO/BESO, attempts on post-processing are most done by using software packages 

such as SoUdWoks or AutoCAD. The following provide results on 3D images using 

AutoCAD. 

The graphic interface in the FEA package STRAND enables data output in various forms 

such as ASC, DXF and IGES. The optimal design is firstly output as a DXF file, which is 

then read by AutoCAD. The compatibility is good between these two packages and the 

model is automatically regenerated in AutoCAD by sunply opening the file. By specifying 

a few control points, a spline is generated which represents a smooth stmcture edge. A 

few edges then form a 3D curved surface by fimctions such as those for generating mled 

surface or Coons surface. This procedure is manually done and it is up to the designer 

how the final topology can be interpreted and processed. Figs. 6.21-23 give some 

examples. 

Fig. 6.21. Visualisation from AutoCAD, example 4.4.3.2, 
a vault supporting surface loading. 
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Fig. 6.22. Visualisation from AutoCAD, example 4.3.3.3, a cable bridge, 
distributing loading on deck. 

Fig. 6.23. VisuaUsation from AutoCAD, example 4.3.3.3, a cable bridge, 
distributing loading on deck plus self-gravity. 
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6.5. Conclusions 

From tiie study on various aspects regarding the algorithm reliability, parameter effect 

and image processing, the following remarks and conclusions are made: 

Sensitivity analysis: 

1. Calculation of element sensitivity is largely accurate and reliable. 

2. Sharp changes can occur in the evolution process. It is quantitatively defined as: 

• When the relative difference in objective functions between two consecutive 

iterations exceeds 5%, and/or 

• When the relative difference in the predicted and actual values of objective 

fimction exceeds 2%. 

3. Sharp changes are dealt with by a checkup-recovery-freeze-unfreeze procedure. 

Recovered elements are temporarily frozen for 3 iterations before being unfrozen. If 

accumulated occurrence of sharp changes exceeds 15, the evolution is terminated. 

Parameters: 

The four main parameters/factors, namely, modification ratio, stage ratio, initial design 

and addition ratio have various effects on the optimal solution. The above order 

generally reflects the significance of the effect, though sometimes the effect of stage 

ratio may become more significant than that of modification ratio. 

1. Modification ratio {MR) {I~4%>). 

• The range applies in general. Conservatively, 2% can work for most problems with a 

satisfactory balance between the solution quality and computing cost. 

• A larger value (3~4%) can be used with confidence for stmctures of clear load path. 

• A smaller value should be applied in cases where: 1) the final design may posses 

tmss features; 2) the solution has a small target weight {<2.0%>). The common 

practice is to first use 2%) as a trial value, if not satisfactory, change to 1%. 

2. Stage ratio {SR) (50-60%). 

It has considerable effect on BESO performance. 
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• The advised range can be applied in general. 

• Again, for problems of possible truss solutions, a larger value 60% is preferred. 

• If the gap between the target weight and stage ratio is smaller than 15%, a 'flat' 

stage is advised when the evolution proceeds while keeping structural weight 

constant. 

5. Initial structure. 

Using engineering common sense, a favourable initial design: 

• Includes information of loading and restraint conditions as much as possible. 

• Reflects an effective load path as much as possible. 

• Has a large boundary/surface which allows for a large design domain. 

In the meantime, it is easy to generate witliin the finite element model. 

Addition ratio (AR) (0.25 or 0.33). 

• The advised value can be applied in general. 

• A larger value 0.33 is more conservative, and be applicable if the solution is 

unpredictable or tmss solutions are possible. 

• For larger finite element problem (e.g. more than 7000 3D elements), a smaller 

value 0.25 can be used to offset the computing cost. 

In summary, cautions are taken when tmss-like stmctures are involved. They normally 

have a much more complex geometry thus are more susceptible to sharp changes and 

parameter variations. Consecutive values of all parameters/factors within the given 

ranges are recommended. 

Image Processing: 

1. It can be undertaken by any graphic software, providing they are compatible with 

graphic interface of the FE software. Here we use AutoCAD for its wide engineering 

application. 

2. It is so far done manually. Automatic processing can be explored further. 
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Chapter 7 

Perimeter Control for BESO 

As a special topic of numerical instability of optimisation algorithms, the mesh 

dependency is discussed briefly in the last chapter. This chapter addresses this problem 

in more details and investigates techniques to suppress or reduce the effect of size/shape 

of finite elements on optimal solutions. Perimeter control technique, as successfully 

used in SIMP and homogenisation based methods to solve the problem, is incorporated 

into BESO. A problem statement is first presented and computer algorithms are 

developed. The technique is then applied to a series of 2D and 3D problems. It is found 

that bounding the perimeter can be used to contiol the topology complexity, as a tighter 

bound normally yields a simpler configuration. Also, for 2D problem, solution 

converges with respect to the finite element grid. Thus, it is concluded that perimeter 

control technique improves the numerical stability of the BESO method. 

7.1. Introduction 

A finite element model has been commonly used topology optimisation. The size or 

shape of the element usually affects the optimal solution. It is well recognised that the 

optimal topology varies with the grid discretization in such way that the topology 

becomes more detailed (often, with more structure members or holes) with mesh 

refinement. It will eventually end up with a 'chattering design' with infinite number of 

microscopic holes. This may suggest that the optimisation problem should be relaxed 

from the outset by allowing for microscopic perforated materials. The significance of 

158 



Chapter 7. Perimeter Control for BESO. 

relaxation is that it provides a possible lower bound of mean compliance against which 

some macroscopic design can use as benchmarks. However, unless the composite areas 

are purposely intended, the solution is hard to appeal to practical manufacturing. 

In contrast to the above relaxation, the problem can be restricted to enforce a 

macroscopic design constraints. Sigmund and Petersson (1998) summarised the 

restiiction as (1) global gradient constraint, (2) local gradient consframt, (3) mesh 

mdependent filtering and (4) perimeter control, most of which based on the SIMP 

approach. The global gradient is defined as the norm of a functional of the design 

variable density. The local gradient consfraint and filter are equivalent to specifying the 

lower bound of the dimension of a member. For example, it vdll exclude the formation 

of very thin bars or spokes. The perimeter is defined as the total variation of the density, 

which approaches the stmctural overall perimeter when the design variable is either 1 or 

0. The last two restriction techniques have been used most effectively, as the filter 

technique has addressed the mesh dependency for both 2D and 3D problems (Sigmund 

1994; Sigmund et a/. 1998), so is with the perimeter control method (Haber et al 1996; 

Femandes et al 1999). A few variants of the perimeter control technique are proposed 

recently, such as a dual method (Beckers 1999), a quasi-isotropic perimeter measure 

(Petersson et al. 1999) and a gravity confrol fimction (Fujii and Kikuchi 2000). The 

perimeter control has also been used to exclude or reduce the microscopic perforations 

and chattering designs in the homogenisation method (Bendsoe 1995). 

Adding perimeter control to topology optimisation is simple in concept and easy to 

implement. A complex or chattering design normally features small and densely 

distributed holes, isolated elements or stmctural member of small scale. Those features 

can be generally reflected in a large measure of stmctural perimeter. While the measure 

of perimeter can be very involved in SIMP or homogenisation methods, it can be 

calculated straightforwardly in ESO/BESO. Therefore, this chapter employs the concept 

of perimeter control and incorporates it to the ESO/BESO algorithms. The objective is 

to use the combined algorithm to handle the problems of numerical instability and to 

realise design complexity control. As for controlling the stmctural complexity in ESO, 
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work has been done based on the intelligent cavity creation [ICC] (Kim et al. 2000). It 

is similar to the perimeter control technique but controls the number and scale of 

stmctural cavities in an intuitive way. Mesh independency can be expected with the ICC 

method. 

The remainder of this chapter is organised as follows. Sect 7.2 presents the definition 

and calculation of the perimeter measure in 2D and 3D settings. The concept of 

characteristic groups is used to distinguish elements according to their contribution to 

the stmctural perimeter measure. Sect. 7.3 presents the problem statement of BESO with 

perimeter bound and proposes the implementation algorithms. Sect. 7.4 applies the 

proposed methodology to a range of 2D and 3D examples. Each example is studied on 

different levels of finite element grids as well as with different perimeter bounds. 

Conclusions are drawn at the end of this chapter. 

7.2. Perimeter Measures 

7.2.1 Definition 

The perimeter is defined as: 

• For 2D rectangular elements, the total length of extemal and intemal boundaries. 

• For 3D solid elements, the total surface area, 

i.e. 

P,=Z',, (7-1) 
J=l 

where w,- is the number of free edges/surface of element i and ly is the length/area of 

itsytii free edge/surface, m^ is in a range of 0-4 for 2D rectangular element, and 0-6 for 

3D solid element. 

At the stmctural level, the total perimeter measure is 
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n n nii 

P = Y.^iPi=Y.ll^ihj 
/-I i=\ j=\ 

(7.2) 

where Xjis the binary design variable. 

7.2.2 Characteristic Groups 

In a uniform mesh, a quadrilateral element has totally eight neighbour elements, with 

four attached on edges and four joined at comers, as sketched in Fig. 7.1. Together with 

the element itself, there are totally 2̂  -1=255 possibilities of connections (minus 1 

because the case of all blank elements are excluded). Though high in number, those 

cases can be categorised into five groups in terms of perimeter measure p^, namely, 

/>, =0,1,2,3 and 4. Selective examples are given in Table 1. For simplicity, the side 

length ly is assumed to be equal to 1 in calculating the element perimeter pi. 

Fig. 7.1. Connection of quadrilateral elements. 

If an element of type E4 is removed, for example, a hole is created and the perimeter 

will increase by 4, i.e. Ap/ = +4, and if it is added, the open hole is filled and Ap^ = -4. 

Thus, from a perimeter control point of view, this type of element is highly undesirable 

in the case of element removal but sfrongly preferred for element addition. Element type 

E2, for another example, can be removed or added without affecting the local perimeter. 

Similarly, the other three types of element have tiieir ovm effects. 
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I Table 7.1. Perimeters of All Types of Element (/,, =1) 

All the above can be readily extended to 3D brick elements. Such an element has 26 

neighbours, with 6 at faces, 12 at edges and 8 at comers. As for the 2̂ ^ -1 connection 

possibilities, the connection details are not concemed but there are 7 group of perimeter 

measures, i.e./>,. =0,1,2,3,4,5 and 6. The net perimeter change Ap^ for each group is 

calculated by assuming the element is removed or added. If A/>. <0 they are desired for 

the modification, and vice versa. 

To put in a concise form, we define. 

NQ={l,2,...,n}, 

N^={e\Ap^<0,e,,,^,eN,}, 

N- = {e\Ap^<0,e^^^,,,,eN,}, 

(7.3a) 

(7.3b) 

(7.3c) 
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where NQ is the set of all stmctural elements. N'^ is the subset of NQ for which 

element addition will not increase the local perimeter. A'̂ " is the subset of NQ for which 

element removal will not increase the perimeter. For example, N'' can include of 

element types E4, E3 and E2, while N2 consists of element types of E2, El and EO, as 

shown in the two ringed areas in Table 7.1. 

7.3. Evolutionary Methodology with Perimeter Control 

7.3.1 Problem Statement 

For optimisation bound on the perimeter measure, an extra consfraint is enforced: 

Minimise or Maximise / . (7.4a) 

Subject to g = W*-YWiX.= 0, ('7-4b) 

X, e {0,1}, (7-4c) 

n rui 

p=^Y.-,i,<p*. 
i=ij=\ 

The objective fimction can vary with the design problems, which can be stiffiiess 

problem stated as Eq, (3,5), and frequency problems in Eq, (5.2) or (5.3), or any of their 

variations presented in the previous chapters. 

7.3.2 Implementation 

The procedure is similar to the basic BESO: 

1. Define the initial structure in the given design domain. 

2. Conduct FE analysis. 

3. Calculate the sensitivity number and the overall structural perimeter. 
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4. Judge if the perimeter constraint is activated, if yes, restrict the set of elements 

suitable for modification to N^ and N~. Otherwise, all elements are available for 

modification. 

5. Modify elements in the appropriate sets. 

6. Repeat Steps 2 to 5 until both the prescribed weight and perimeter requirements are 

satisfied. 

Fig. 7.2 gives the flowchart. 

(START) 

Set up Model and Input 

• Finite Element Analysis 

Sensitivity Analysis 

Yes 

Set A^ = Â o Set A^ = (A^1UA^2) 

I 
Modify Elements in set N 

Fig. 7.2. BESO with perimeter control. 
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To explain some steps in more detail: 

• In Step 3, there is a small loop to calculate the perimeter. 

1. In the whole stmcture, node by node, read into connection information, an array 

NODECNCT (dimension of 4 or 8) records the elements sharing the node, with 

absent element recorded as 0. 

2. Take a 2D 4-node element for example. In each element, from NODECNCT for all 

of its four nodes, if two neighbouring nodes share elements other than the element 

itself, the edge between these two nodes is attached and not free. The total number 

of free edges for this element is calculated. 

This procedure obviously has a high demand of storage. The array NODECNCT alone 

needs a space of the total number of nodes multiplied by 4, or by 8. For 3D problems, 

this sometimes causes insufflcient memory problem. An altemative way is thus 

proposed as follows: 

1. Define a regular rectangular block, divide it with a uniform mesh, and number the 

elements increasingly and consecutively. As sketched in Fig. 7.3, the mesh is 

numbered element by element in x direction, line by line in y direction, and layer by 

layer in z direction. The total numbers of elements in the three directions are 

recorded as MESHX, MESHY and MESHZ, respectively. 

2. In the whole stmcture, element by element, store its property (1 or 0) in array 

ELEPRP. 

3. Element by element, decide the location of each element (say, Lx, Ly and Lz), then 

decide its neighbours at six faces. Take the element at the top face for example, it 

has the location coordinators of Lx, Ly and Lz+l, from which the number of this 

element is uniquely decided as NUMELE. Check its status according to 

ELEPRP(NUMELE). If it is present (1), the top face is bounded; if it is absent (0), 

the face is free. 
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It is noted that the above strategy does not mean that the design domain has to be 

regular. In fact, any variations like holes, cut-out can be represented by simply setting 

elements in the region a zero property number which means they do not physically exist. 

And also, it is specified that elements are not to be added in this region. 

There are some special cases in perimeter calculation. A most encountered one is using 

a half or quarter model due to structural symmetry. Faces and edges on the line/plane of 

symmetry though appearing free, are actually attached with elements. 

MESHX MESHY 

MESHZ 

Fig. 7.3. Element numbering systems. 

• As for Step 4 judging the perimeter conditions. 

This is only carried out in the descending stage of evolution process, i.e. after the 

stmcture has grown to the maximum design. The perimeter constraint as a non-

stmctural consideration is regarded as at the second level and subordinate to the 

mechanical constraint throughout the evolution. Ascending stage sees significant growth 

in structure. Including the perimeter constraint at this stage may affect or prevent the 

stmcture being fiilly developed. 
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• As for Step 5 element modification. 

Removing or adding one element will change the perimeter of its neighbouring 

elements. Therefore, the arrays NODECNCT and ELEPRP are updated at each 

modification. 

• As for Step 6 termination conditions. 

The target weight can be reached explicitly but perimeter limit is approximated more 

arbitrarily. In the case where an inappropriate perimeter is specified, there may be not an 

optimum solution. 

Note that by setting P * to a sufficiently large value the algorithm reverts to the basic 

BESO algorithm. This is indicated by the notation ofP* = oo in the examples that 

follow. 

7.4. Examples 

This section presents a range of examples of 2D and 3D problems. The objective 

function is the mean compliance or displacement. 2D elements are assumed to be under 

plane stress condition. 

7.4.1 2D Continuum Structures 

Example 7.4.1.1 A MBB beam. 

As shown in Fig. 7.4. The beam is simply and roll supported at its ends. A downward 

point load F = 5.12 x 10^ kN is applied at the mid-span of the upper frame. The beam's 

dimensions are 10Zx2Zx0.05Z ( I = 0.2 m). The outer frame, which is used as the initial 

design, must be retained during optimisation. The space within the frame is to be 

optimised so that the displacement at point A is less than 0.07Z (w*=14 mm). The 

following material properties are assumed: Young's modulus £ = 70 GPa, Poisson's 

ratio V = 0.25 and density p = 2800 kg/m^ The material, geomefric and loading 

conditions are the same as those given by Haber et al (1996). 
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Fig. 7.4. A MBB beam. 

Three meshes are used: 

(A)0.125i:x0.125Z, 

(B) 0.1251x0.06251, 

(C) 0.06251x0.06251. 

Four perimeter limits are considered: 

(0) P* = oo, 

(1) P* = SIL, 

(2) P* = 72Z, 

(3) P* = 6SL . 

The optimised topologies found are shown in Figs. 7.5 to 7.8. Without perimeter control 

higher grid refinements generate more complicated designs, as shown m Fig. 7.5(c) 

where the topology has the largest perimeter of around 90L. In Figs. 7.6 to 7.8, the 

topologies generally become simpler than their counterparts in Fig. 7.5. Topologies 

using different meshes in cases 2 and 3 (Figs.7.7 and 7.8) are similar in terms of the 

number of holes and spokes. Thus perimeter control works effectively in these cases to 

achieve mesh independent solutions. Mesh dependency is still observed in case 1 (Fig. 

7.5). This can be due to the relatively large perimeter bound. It is noted that there exist 

local minima satisfying the stmctural and perimeter consfraints and the possibility to 

obtain a local minimum may be higher in the case of a loosened perimeter constraint 

(Haber et al 1996). For the cases examined in this chapter, it is observed that, if a 

restrictive perimeter consfraint is imposed and the same parameter values are used, all 

meshes normally converge to the same solution. 
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(a) Mesh A: P = 81I 

(b)MeshB: P = 85.51. (a) Mesh B: P = SIL 

tMWMmm 

(c)MeshC: P = 89.8751. (b) Mesh C: P = 80.8751. 

Fig. 7,5, Topologies for MBB beam: 
case 0, /** = 00. 

Fig. 7.6. Topologies for MBB beam: 
case 1, P* = SIL. 

(a) Mesh A: P = 12L (a) Mesh A: P = 6SL . 

(b)MeshB: P = 12L. (b)MeshB: P = 6 8 i . 
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^%mnnim±t 

(c)MeshC: P = 71.8751. 

Fig. 7.7. Topologies for MBB beam: 
case 2, P* = 721. 

(c)MeshC: P = 68.1251. 

Fig. 7.8. Topologies for MBB beam: 
case 3, P* = 6SL. 

1.0n 

0.0. 

P/Pmax 
W/Wmax 

Structural weight 

50 100 150 

Number of iterations 

200 250 

Fig. 7.9. Evolutionary histories of perimeter and stmctural weight 
(mesh C). 
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MeshB 
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Mesh A 

Mesh B 

MeshC 
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Fig. 7.10. Evolutionary histories of perimeter and displacement 
(case2: P* = 12L). 
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Fig. 7.9 displays the variation of the perimeter (for all four cases) and weight (for case 

1) v^th iteration for mesh C.'The perimeter is scaled with respect toP^ax, the largest 

value that occurs during the optimisation of case 0 (no bound); the weight is scaled with 

respect to that of the ground structure, fFjĵ ax • ^ s seen from the weight history, by 

initially using an addition ratio AR > 0.5, the stmcture keeps growing and changes to 

decrease at point A. As discussed in chapter 3, this turning is decided when the 

performance index PI reaches a maximum. It is seen that the perimeter histories are the 

same over the initial growth stage for all the P * cases and follow different paths from 

point A. That is, the constraint is only active once the stmcture has fully developed. As 

the stmctural weight decreases, the perimeter histories converge to the specified bounds. 

Fig. 7.10 shows changes in the perimeter and displacement for all the three meshes with 

P* = 12L (case 2). The displacement u/u * decreases dramatically during the initial 

growth stage and only the range 0.0-2.0 is displayed here. During the final stages of 

optimisation, the displacement and perimeter oscillate around the consfraint boundaries. 

Consider mesh B for example. All topologies in the oscillation area satisfy (or only very 

slightly violate) both the displacement and perimeter consfraints. Among these 

candidate designs, the one with the largest PI is taken as the final solution. 

Table 7.2 lists values of P/for all cases. It is noted that PI is calculated from Eq. (3.23), 

i.e. PI = {W^^j x C^^^)/{W, X C,.) where C^^j- and W^^j are the mean compliance and weight 

of a reference topology. For convenience in comparison, the reference here is taken as 

the topology of the prescribed weight obtained on a case of unbounded perimeter. In 

Table 7.2, it is seen that PI is the largest for the case of unbounded perimeter (i.e. 

P/=1.0 for P* = oo), and decreases slightly as the perimeter bound becomes more 

restrictive. This is also observed for the other methods that use similar techniques 

(Haber et al 1996; Fenandes et al. 1999). Also, as the stmctural perimeter takes discrete 

values, the bound is not necessarily reached precisely. 
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To ftirtiier compare the above results with those obtained from altemative methods 

based on SIMP (Habel et al 1996), it is noted that direct numerical comparison is not 

feasible. First of all, the volume fraction (or density) is taken as the design variable 

which is continuous to model a full phases of material as solid. This does not allow a 

straightforward measure of perimeter as presented in Sect. 7.2, but resorts to some other 

approximated techniques. In the literature, the perimeter is defmed as an integral 

ftmction of volume fraction, which will reverts to direct perimeter measure only when 

porous material is not present. Secondly, different models (continuous vs. discrete) also 

generate variations in the calculation of stmcture response such as mean compliance. 

For these reasons, only qualitative comparison is carried out. It is found that the 

forgoing observations have been confirmed in the literature. Also, topologies in Fig. 7.8 

v^th the lowest perimeter confrol agree well the reference. 

Table 7.2. Perimeter & Performance Index for Different Cases 

P*=oo 

P*=81L 

P*=72L 

P*=68L 

Mesh A 

P(xL) 
81.0 

— 

72.0 

68.0 

PI 
1.0 

— 

0.9992 

0.9968 

Mesh B 

P{xL) 
85.5 

81.0 

72.0 

68.0 

PI 
1.0 

0.9925 

0.9843 

0.9820 

MeshC 

P(xL) 
89.875 

80.875 

71.875 

68.125 

PI 
1.0 

0.9996 

0.9833 

0.9608 

Example 7.4.1.2 Michell type structure 

Fig. 7.11 shows an initial design for a simply supported beam. It is allowed to grow 

upwards, with the upper boundary of the design domain being unlimited. The thickness 

t = 4L {L = 0.2m), and the same material properties as used in Example 7.4.1.1 are 

assumed. The objective is to minimise the mean compliance under mid-span loading of 

a stmcture with a given weight (W* = 14.6 kg). 
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/ \ 

Design area 
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Initial design 
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HK-

Fig. 7.11. A Michell type stmcture. 

This example has been a classic topology problem and been extensively benchmarked. 

Based on a microstmcture problem, the density grey-scales show heavy density in a 

shape of half circle in the outer and relatively light design in the radial direction. It can 

be interpreted as a bicycle wheel with a rigid rim and tension steel spokes. This pattem 

of design is also quite clear in ESO results (Xie and Steven 1997). It is fiirther studied 

by BESO with perimeter control as follows. 

Three meshes are used: 

(A)ZxI, 

(B) 0.5Zx0.5Z, 

(C) 0.331x0.331. 

Four perimeter limits are considered: 

(0) P* = oo, 

(1) P* = 214Z, 

(2) P* = 192L, 

(3) P* = 160Z. 

The optimal topologies found are shown in Figs. 7.12 to 7.15, in which characteristic 

Michell-type stmctures are revealed (Michell 1904). The coarse mesh (A) seems unable 

to adequately resolve the stmctural configuration. For each perimeter bound (cases 1-3), 
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the corresponding topologies obtained on different meshes are similar in the shape of 

the outer arch and the number of spokes. Simpler designs consisting of fewer larger 

spokes are obtained by reducing the perimeter constraint. The tightest constraint (case 3) 

results in designs v^th a highly refined boundaries and configuration details such as 

fillets are clearly revealed, as shown in Figs. 7.15(b)&(c). They are similar to the 

designs obtained by Haber et al. (1996). The variation in the PI shows the same trends 

as in Example 7.4.4.1, as shown in Table 7.3. 

(a) Mesh A: P = 196L 

(b) Mesh B: P = 255Z (a) MeshB: P = 213Z 

(c) MeshC: P = 262.01. (b) MeshC: P - 2 1 0 i : 

Fig. 7.12. Topologies for the Michell-type Fig. 7.13. Topologies for the Michell-type 
stmcture: case 0, P* = oo. structure: case 1, P* = 214Z. 
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(a) Mesh A: P = 154I 

(a) MeshB: P = 193I, (b) MeshB: P = 160Z 

(b)MeshC: P = 191.3Z. 

Fig. 7.14. Topologies for the Michell-type 
stmcture: case 2, P* = 192X. 

(c) MeshC: P = 159.3Z. 

Fig. 7.15. Topologies for the Michell-type 
stmcture: case 3, P* = 160L. 

Table 7.3. Perimeter & Performance Index for Different Cases 
(Example 7.4.1.2) 

P*=00 

P*=214L 

P*=192L 

P*=160L 

Mesh A 

P(xL) 
(196.0) 

— 

— 

154.0 

PI 
1.0 

— 

— 

0.9846 

MeshB 

P(xL) 
255.0 

213.0 

193.0 

160.0 

PI 
1.0 

0.9926 

0.9909 

0.9803 

MeshC 

P(xL) 
262.0 

210.0 

191.3 

159.3 

PI 
1.0 

0.9909 

0.9829 

0.9649 
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Example 7.4.1.3 A shear wall. 

The design domain and the initial design of the shear wall are shovm in Fig. 7.16. The 

wall dimensions are 120Z,x60ZxZ {L = 0.05 m). The following material properties are 

assumed: Yotmg's modulus £ = 20 GPa, Poisson's ratio v=0.2 and density 

p =2300kg/m^ The weight constraint is 45% of the maximum possible (obtained 

when the entire design domain is filled). 

120Z, 

Design area 

Initial design 

.60Z-

Fig. 7.16. A shear wall. 

Three meshes are used: 

(A)2.5Zx2.5Z, 

(B) 1.67Zxl.67Z, 

(C) 1.251x1.251. 

Five perimeter limits are considered: 

(0) P* = oo, 

(1) P* = 1200Z, 

(2) P* = 11201, 

(3) P* = 1050Z, 

(4) P* = 910L. 
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The solutions found are shown in Figs. 7.17 to 7.21. The variation in the PI shows the 

same trends as observed for the last two examples, as shown in Table 7.4. Similar 

solutions are obtained on three meshes for cases 2, 3 and 4. For case 1 the solutions 

differ somewhat due to the relatively relaxed perimeter consfraint, as also observed in 

Example 7.4.1. By sfrengthening the perimeter constraint, first, the similarity m 

topologies on different meshes increases. Second, the topologies become simpler with 

the elimination or merger of stmctural members. However, qualitative differences are 

not observed between the solutions for cases 3 and 4 (Figs. 7.20&21). The inner 

configuration is ahnost the same for corresponding designs despite different perimeter 

bounds. This may suggest tiiat this configuration may be the simplest topology with 

satisfactory mean compliance for this problem (specified stmctural weight). Also, 

understandably, the perimeter consfraint cannot be prescribed smaller without changing 

the weight constraint. In this BESO implementation, at the point where the displacement 

or weight constraint is satisfied, if the perimeter cannot satisfy its constraint value for, 

say, 10 consecutive iterations, this value is deemed 'too small' and the process will 

terminate. 

Table 7.4. Perimeter & Performance Index for Different Cases 
(Example 7.4.1.3) 

P*=00 

P*=1200L 

P*=1120L 

P*=1050L 

P*=970L 

Mesh A 

P(x/.) 

1200 

— 

1100 

1035 

965 

PI(xlO') 

1.0 

— 

0.9922 

0.9861 

0.9703 

MeshB 

P(xL) 

1212.84 

1202.84 

1112.86 

1046.24 

972.94 

PI 

1.0 

0.9858 

0.9666 

0.9644 

0.9619 

MeshC 

P(xL) 

1297.5 

1200 

1125 

1050 

972.5 

PI 

1.0 

0.9860 

0.9857 

0.9741 

0.9723 
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(a) Mesh A, P = 12001. (b) Mesh B, P = 1212.841. (c) Mesh C, P = 1297,5Z 

Fig. 7,17. Topologies for the shear wall: case 0, P* = co. 
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Fig. 7.18. Topologies for the shear wall: case 1, P* = 1200Z. 
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Fig. 7.19. Togologies for the shear wall: case 2, P* = 1120Z . 
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(a) Mesh A, P = 1035Z . (b) Mesh B, P = 1046.241. (c) Mesh C, P = 1050Z 

Fig. 7.20. Togologies for the shear wall: case 3, P* = 1050Z. 
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(a) Mesh A, P = 965Z, (b) Mesh B, P = 972.941. (c) Mesh C, P = 972.51. 

Fig. 7.21. Topologies for shear wall: case 4, P* = 970Z. 

7.4.2 3D Continuum Structures 

Example 7.4.2.1 A 3D Michell type structure. 

Fig. 7.22. A beam , 3D model. 
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Consider a 3D version of Example 7.4.1.2, as shown in Fig. 7.22. The rectangular 

design domain has dimensions of Zx//xS=1.2mx0.6mx0.2m. It is simply and roll 

supported. .£=210 GPa and v=0.3 are assumed. 

Using the symmetry in the thickness direction, a half model is defmed and divided by 

two meshes: 

(A) 0.033m X 0.033m x 0.033m, 

(B) 0.024m X 0.024m x 0.033m. 

Two target weights are considered, for W*IWo=32.5Vo, four cases of perimeter bound are 

studied as 

(0) P*=oo, (1) P*=1.22m, (2) P*=l.lm and (3) P*=0.95m. 

For W*/Wo=25%>, the perimeter bounds are: 

(0)P*=oo, (l)P*=l.lm, (2)P*=1.0m and (3)P*=0.95m. 

Firstly, BESO wdthout perimeter control, i.e. case 0 is conducted on the coarse mesh A 

and the topologies are shown in Figs. 7.23 & 7.24. The hatched area represents the plane 

of symmetry. It is worth noting there exist in two designs hollow regions which are not 

viable or convenient for manufacture. Results on the perimeter and mean compliance of 

the two target weights are given in Table 7.5. 
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View from the symmetric plane 

^ . : 
•"-Li,: 

•^Li ' — I . ^- .-Js:3_rM.jS-t- . 
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"*- . . ^ ' ^L_ 
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View from the Front 

Fig.7.23. Optimal topology on Mesh A, W*/Wo=32.5%, P=1.211m. 

View from the symmetric plane 

" .̂, -Sî u 

Hollow member 

View from the front 

••-L. -^Lh 

Fig.7.24. Optimal topology on Mesh A, W*/Wo=25%, P=1.00m. 

Table 7.5. Results on Mesh A, Case 0 
(Example 7.4.2.1) 

W*=32.5% 

W*=25% 

W 

32.41% 

25.00% 

Perimeter 

1.2110 

1.0024 

Mean 
Compliance C 

(N.m) 
0.124381 

0.155770 
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Secondly, experiments on the fine mesh B is conducted as follows: 

1. Perform BESO without perimeter bound, i.e. case 0 P*=oo, for both target weights. 

2. Conduct BESO with the perimeter bound. To decide a feasible value of the bound, 

the forgoing study on a coarse mesh A gives a hint and their perimeters are used as 

the initial tiial, i.e. P* = 1.2 2 m for W*/Wo=32.5Vo and P* = 1.0 mfor W*/Wo=25%>. 

3. Apply another two perimeter bounds, P* = 1.10 m and P* = 0.95 m for both of the 

target weights. 

The topologies for Step 1 are shown in Fig. 7.25(a) & 7.26(a). Similar to their 

counterparts on the coarse mesh A, there presents hollow regions or hidden holes. 

The topologies for Step 2 are shown in Fig. 7.25(b) for W*/Wo=32.5%, and 7.26(c) for 

W*/W,=25%, respectively. Comparing Fig.7.25(b) to Fig. 7.23, and Fig. 26(c) to Fig. 

7.24, it is shown that: 

1) For each pair of similar weight and perimeter on different meshes, the corresponding 

topologies are similar, consisting of a half arch and the same number of spokes. 

2) Hollow regions as observed in coarse Mesh A are largely reduced in fine mesh B, as 

there is only a very small area of half-open holes in Fig. 7.25(b). 

The topologies for Step 3 are shovm in Fig. 7.25(c~d) for W*/Wo=32.5%>, and 7.26(b) & 

(d). Look through columns of these two figures, it is observed that: 

1) Topologies bounded with perimeter are free of hollow regions or hidden holes 

(except in Fig. 7.25(b)). 

2) As the perimeter is more strictiy bound, fewer spokes are present and they tend to be 

have a larger width. This tendency is however, reversed in 7.26(c~d). To explain 

this, it is noted that the integer perimeter measure consists of the number of surfaces 

in the xz, yz, and xy plane, .i.e. P=Pxz+Pyz+Pyx. In Fig. 7.26(c~d), the proportions 

are 1408=522+338+540 and 1360=542+274+544, respectively. The increase in Pxz 

from 522 to 542 reflects the number of spokes from 4 to 6, however, the increase is 

183 



Chapter 7. Perimeter Control for BESO. 

totally offset by the dramatic decrease in Pyz from 338 to 274, witnessed by the 

bottom tie which is rough and irregular in Fig. 7.26(c) and becomes highly smooth 

in Fig.7.26(d). 

The results on perimeter and mean compliance for the above experiments are 

summarised in Tables 7.6 and 7.7. There is an arbitrary change in the mean compliance 

with the value of perimeter bound, as opposed to a clear pattem of a more restrictive 

bound corresponding to a larger mean compliance (i.e. less optimal). It may be 

explained as follows. 

In BESO considering the perimeter control, there are two criteria for the element 

addition, i.e. the sensitivity number and the perimeter contribution. Suppose a core 

element, say EO, has the largest sensitivity and has, say, four free faces. Therefore, for 

the sensitivity criterion, four elements El , E2, E3 and E4 are all eligible for addition. 

However, they can be different for the perimeter criterion. For example, elements, say 

E2 and E3, whose addition would have increased the perimeter will not be actually 

added. Therefore, the final result is that only two elements El and E4 are added. 

In BESO without perimeter control, however, only the sensitivity criterion is used. It is 

noted that the sensitivity is that of the core element EO, but not that of elements El, E2, 

E3 or E4. In fact, these four eligible elements can have different sensitivity 

contributions. For example, adding El or E4 may significantiy increase the stmctural 

stiffness, but adding E2 and E3 may only has moderate or little contribution. What 

actually happen, however, is that all elements El, E2, E3 and E4 are treated equally and 

added at once, instead of only adding El and E4. In this case, the result (4 elements 

added) is not as good as the previous result (2 elements added) of using perimeter 

control. 

For 2D stmctures, it can be said that the contribution of the added elements to the same 

core element be more similar, as compared to 3D stmctures. The latter case involves a 

complex stress field. For the present example, it is easily understood that the six stress 
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components at one point can be very different in magnitude, with the in-plane sfress 

components dominating those in the thickness direction. 

Table 7.6. Perimeter & Mean Compliance 
(Example 7.4.2.1, W*=32.5%) 

P*=oo 

P*=1.22m 

P*=1.1 m 

P*=0.95 

W 

32.43% 

32.43% 

32.43% 

32.43% 

Perimeter (m) 

1.3970 

1.2161 

1.1032 

0.9584 

Mean 
Compliance C 

(N.m) 
0.138775 

0.136476 

0.134928 

0.138505 

Table 7.7. Perimeter & Mean Compliance 
(Example 7.4.2.1, W*=25%) 

P*=00 

P*=1.1 m 

P*=1.0m 

P*=0.95 

W 

25.01% 

25.01% 

25.01% 

25.01% 

Perimeter (m) 

1.2648 

1.1040 

1.0088 

0.9659 

Mean 
Compliance C 

(N.m) 
0.162881 

0.160933 

0.162884 

0.161971 
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(a) P*=oo 

Hollow member 

(b)P*=1.22 

Hollow member 

(c)P*=1.10 

> ? ^ 

(d) P*=0.95 

Fig. 7.25. Optimal topology on Mesh B, W*IW„ =32.5%. 
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(a ) P * =00 

Hollow member 

(b) P*=1.10m 
-->»• 

(c)P* =1.00m, P=Pxz+P>^z+Pyx=1408=522+338+540. 

(d) P*=0.95m,P=Pxz+Pjz+Pjx= 1360=542+274+544. 

'::;--'.̂ î -̂" 

'^^•^~-C"^'-"^-^""~:;~-'..:>b>^:ir;^'~-b'~ 

Fig. 7.26. Optimal topology on Mesh B, W*/W,=25.0%. 
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Example 7.4.2.2 A 3D MBB beam 

Consider a 3D MBB beam, as shown in Fig. 7.27. The long-span beam is simply and 

roll supported and is applied with a point load at the top. The dimensions are 

Zxi^x5=10mx2mx0.6m. E=210 GPa and v=0.3 are assumed. The target weight is 

W*/Wo=30%). All regions are open to design. 

A half model is used due to symmetry. Two meshes are: 

(A) 0.142m X 0.142m x 0.1m, 

(B) 0.11 I m x 0.1 l l m x 0.1m. 

On mesh A, four perimeter cases are studied: 

(0)P*=oo, (l)P*=25m, (2)P*=24m and (4)P*=23m. 

On mesh B, five cases are studied: 

(0)P*=oo, (l)P*=26m, (2)P*=25m, (3)P*=24m and (4)P*=23m . 

Topologies obtained on mesh A is given in Fig. 7.28, and mesh B in Fig. 7.29. Results 

on perimeter and mean compliance are summarised in Tables 7.8 & 7.9. 

Fig. 7.27. A 3D MBB. 
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The following observations are made: 

1. From Fig. 7.28 (coarse mesh A), the tendency can be seen that the stiiicture becomes 

less complicated in xy plane and/or the boundary in each xy, yz or zx plane becomes 

more regular. 

2. Note the change from Figs. 7.28(c) to (d) (P*=24m to P*=23m), it is seen while 

there are two more spokes emerging, the overall perimeter becomes smaller as 

intended. This is because the increase in the Pxz is cancelled by the decrease in Pyz 

and Pxy in combination, as P= Pxz + Pyz + Pxy=1402=596+186+620 in Fig. 7.28(c) 

and P=1346=638+168+540 in Fig. 7.28(d). 

3. Fig. 7.29 gives topologies for different perimeter consfraints on a finer mesh B. It 

displays the same tendency as in observation 1 on mesh A. 

4. Comparing the corresponding topologies in Fig. 7.28 with Fig. 7.29 which has the 

same perimeter constraint, qualitative difference is observed. This may suggest that 

perimeter control for 3D problems may be insufficient to achieve a mesh 

independency. 

5. From Tables 7.8 and 7.9, the mean compliance again varies arbitrarily, as observed 

and discussed in the previous examples. 

Table 7.8. Perimeter & Mean Compliance 
(Example 7.4.2.2, coarse mesh A) 

P*=00 

P*=25 m 

P*=24 m 

P*=23 m 

W 

29.93% 

29.93% 

30.00% 

29.86% 

Perimeter (m) 

25.8561 

24.6761 

23.6883 

23.1455 

Mean 
Compliance C 

(N.m) 
16.0738 

15.7850 

15.7361 

15.6081 
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Table 7.9. Perimeter & Mean Compliance 
(Example 7.4.2.2, fine mesh b) 

P*=oo 

P*=26 m 

P*=25 m 

P*=24 m 

P*=23 m 

W 

30.04% 

30.04% 

30.04% 

29.84% 

30.00% 

Perimeter (m) 

26.287 

25.7961 

25.1050 

23.8853 

23.0334 

Mean 
Compliance C 

(N.m) 
16.084 

15.854 

15.723 

15.984 

15.879 

7.4.3 Discussions 

For both 2D and 3D problems, the perimeter control technique works effectively and 

reaches an optimum which satisfies both weight and perimeter consfraints. This means 

that the proposed methodology is capable of addressing the problem stated as Eq. (7.4) 

and justifies the algorithms. 

However, mesh dependency is still observed in 3D problems and it seems that a small 

measure of perimeter does not necessarily mean a 'simpler' topology (though it 

constitutes a solution to Eq. (7.4)). This then raises the question whether the perimeter is 

sufficient for describing the stmctural complexity for 3D stmctures. The answer can be 

problem dependent. For the 3D examples studied here, there are some common 

features: 1). Although modelled in 3D, the problem can be said quasi 2D, as the 

thickness is comparatively smaller than the height and length. This feature can be used 

when refining the finite element mesh, i.e. elements are refmed more in the plane than in 

thickness (or not changed in thickness). 2). There is a plane whose topology dominates. 

In the forgoing comparison of topologies, we actually focus on the topology in this 

dominating plane. However, when trying to control the perimeter, it is the overall 

perimeter of all planes that has been considered. This can be a major reason tiiat tiie 
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evolution possibly loses the control of the perimeter in the major plane though the 

overall perimeter is under control. 

Apart from the above quasi 2D problems, it can be suggested that perimeter confrol be 

applied to 'tme' 3D problems. It is found in the computer implementation that the level 

of mesh refinement for these problems is relatively limited. The refinement is normally 

required in three directions simultaneously and is at a similar level, rather than in 

preference of one or two directions. Suppose a 'coarse' mesh has a total number of 

12x12x12=1728 elements, doubling the elements in each direction vnll increase the 

total number by 2̂  times (13824 elements), which may go beyond tiie solver capacity 

used here. Altematively, keep the number within the limit by, say, increasmg by 1.5̂  

times (18x18x18= 5832 elements). Comparing this to a problem which has the same 

total but is not equal in three dfrections, say, 27x18x12=5832, tiie former can be far 

more time consuming due to solving a larger brand-width of equation. For this reason, a 

very fine mesh on 3D stmctures may not be practical at the present study. 

Searching the literature reveals there is very few of 3D examples on mesh dependency. 

There is one example using perimeter control method on a 3D block structure 

(Femandes et al. 1999), which is a similar to the problem of the four-leg stool as studied 

in Chapter 3. The main purpose for using the perimeter confrol, however, is to enforce a 

black-and-white pattem design rather than addressing the mesh independency problem. 

In BESO or ESO, firstly, solutions to all problems are free of grey area. Secondly, it can 

be said that the solution to this problem is mesh independent, as the load path is 

relatively clear, and the solution usually takes the form of simple 3D space tmss 

configuration. 
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(a) P*=oo 

(b) P*=25.0m 

. ^ - - i j . . " - . ™ -

^ . : :::l:v-'--''j 

' -^J- ^ r - _ " • • - * "=^=7 -

Fig. 7.28. Coarse Mesh A: Optimal topologies with different perimeter bound. 
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(c) P*=24.0m, P=Pxz + Pyz + Pzx=1402=596+186+620. 

''^^^r-'f:^y-''-:-'-::-':r 

'/" •-:- ' '•z-'-V^y':";.--:^* -!"--'" >^" --':*:i 
'^^^ypp;-!:'::':'::-::-:'::''' -'-^:-i 

z 

A 

(d) P*=23.0m, P= Pxz + P>;z + Pzx =1346=638+168+540. 

"*- " " - . J 
- _-_ ' - j 

'"'^'iyS: 

" T ' S - --*""- - - ' " - " I " - ^ ^ ^ ^ i & i ^ t o . ^ 
' _ ' • - - " ' • • • - . ' ' - ' • ' ^ • - - ^ ~ - - ' ' - - ~ " - - ^ ^ * ' » > & T 3 ^ ^ 

-b-;::^:;^ b;i' •^Jr^:^§^^":^5^-rj 
'' •̂ ^̂ --̂ ::̂ "̂:i..":̂  '"::--J..̂ ^̂ ;̂ -̂ ^̂  

'""^-^S-^^^:--! 
^'•i;::3;:;ia 

Fig. 7.28. (Cont.) Coarse Mesh A: Optimal topologies with different perimeter bound. 
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Chapter 7. Perimeter Control for BESO. 

(b) P*=26 m 

Fig. 7.29. Fine Mesh B: Optimal topologies with different perimeter bounds. 
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(c) P*=25 m 

(d) P*=24 m 

•^""^-^ik 

Fig. 7.29. (Cont.) Fine Mesh B: Optimal topologies with different perimeter bounds. 
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(e)P*=23m 

Fig. 7.29. (Cont.) Fine Mesh B: Optimal topologies with different perimeter bounds. 

7.5. Conclusion 

An optimisation problem is formulated by adding a constraint on stmctural perimeter. 

The algorithms are then developed based on the BESO procedure and optimum 

solutions to several 2D and 3D problems are found. 

The perimeter confrol on 2D stmctures is very effective. Firstly, stmctural complexity 

can be controlled by setting different perimeter bounds. In general, a more restrictive 

bound leads to a simpler topology, featured by less stmctural members or cavities of 

larger dimensions for the tmss-like stmcture. Secondly, admitting an extra design 
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constraint on the stmcture normally affects the stmctural performance (i.e. mean 

compliance or performance index) only in a moderate or insignificant scale. Again, a 

good compromise can be reached by setting an appropriate bound (preferably, not too 

low). Thirdly, solution can be largely convergent with respect to the finite element 

discretization thus demonstrates its ability to reduce the size effect. 

The strength of controlling the stmctural complexity is carried on in 3D stmctures. 

Bounding the perimeter on 3D has the adding feature of excluding the hollow region, 

hidden or half-open holes which are not feasible or economical in manufacture. 

However, the correlation between a restrictive constraint and a decreased stmctural 

performance is not observed, and the solution topology can also be mesh dependent. 

The reason can be: 1) Inherently, a 3D element has more options for element additions 

to the same core element than 2D (6 vs. 4). While their contributions might be different, 

they are treated in the same way and are added all at once. 2) Depending on problems, 

there is a gap between the overall perimeter and the concemed topology which only 

dominates at one or two plane. This is particularly tme for some quasi 2D problems. In 

a conceptual design stage, it is suggested that these problems be modelled in 2D to 

control the topology on the dominating plane. On the other hand, for problems 

displaying typical 3D stress fields as studied in this thesis, the solution is not sensitive 

to the finite element size. The perimeter control technique, however, can be used mainly 

for fine tuning the stmctural surface, i.e. enabling a more regular member or excluding 

chattering design such as isolated elements or small holes. 

Therefore, the proposed technique can deal v^th both 2D and 3D problems to enhance 

the numerical stability and/or improve manufacturability. We don not clakn that BESO 

incorporated with perimeter control achieves mesh independency in a strict 

mathematical sense. However, it is observed that same or similar solutions are obtained 

on different meshes for most of problems. And also, its ability to confrol the stiiictiiral 

complexity is very appealing and practical. It provides a means to reach a balance 

between the stmctural performance and manufacture viability, and thus can serve the 

engineering design, especially at the conceptual stage. 
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To specify the value of perimeter constraints needs a few trial experiments. The usual 

way is to first solve the unbound problem to get an idea on the upper bound, then 

conduct a series of case studies on perimeter control by successively tightening the 

constraint. 

It is noted that although the chapter focuses on the stiffness optimisation, perimeter 

confrol can be equally applicable to other design objective and similar procedures can 

be followed. 
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Chapter 8 

Conclusions and Recommendations 

Chapters 3-7 present the ESO/BESO methods for a range of static and dynamic 

problems, covering four major topics on stiffiiess optimisation, natural frequency 

optimisation, effect of algorithm parameters and technique to reduce the parameter 

effect. The principles of ESO/BESO, including the sensitivity analysis, 

removing/addition criteria and iterative evolution are described. These principles are 

applied to basic static and natural frequency optimisation, and also to its variations 

including optimisation of design-dependent load, frequency optimisation associated 

with a tracked mode shape and design with geometry constraints (perimeter constraint in 

this thesis). This chapter summarises the major conclusions from the previous chapters 

and makes recommendations for further studies. 

8.1. Conclusions 

For 2D and 3D continuum stmctures under investigation in this thesis, the ESO and 

BESO methods are effective in solving the stiffness optimisation and natural frequency 

optimisation, both their basic forms and variations. The variation in stiffness 

optimisation considered here is design-dependent loading, which can be due to gravity 

loading, transmissible loading and surface loading. The variation in natural optimisation 

under consideration is optimisation of a tracked mode shape. An iterative solution 

routine of finite element analysis, sensitivity analysis, element removal/addition is 
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followed in solving all the above problems. This routine, which is essential to the 

ESO/BESO algorithm, is easy to be implemented and generalised. 

The comparison of ESO and BESO shows that: 

Firstly, the two methods largely converge to solutions of close numerical results (mean 

compliance, natiiral frequency or performance index). This demonstrates the 

effectiveness of the evolution algorithms in finding the optimum solution, as the two 

methods start from the different searching points (ground stmcture vs. a simple initial 

stmcture). 

For most problems, ESO can be effective in all cases, providing: 1). The ground 

stmcture is appropriate and adequate for the intended optimal design. 2). The step length 

is sufficiently small and the number of iteration is large. This implies that for a fmite 

element problem of moderate scale, ESO can be used reliably and efficiently. The 

reliability of BESO compared to that of ESO can be two facets. Firstly, BESO can be 

more reliable as it has the capability of retrieving the prematurely removed elements 

(though this can be avoided by using a reasonably small step length in ESO). Secondly, 

despite the ability of BESO to admit or retrieve elements, the design domain for element 

addition is restricted to the current structural boundary elements, in comparison to ESO 

which uses the full design domain. This may affect the BESO solution. Apart from the 

reliability consideration, BESO demonstrates its advantage when the computation time 

becomes a major concem, such is the case for large scale problems and 3D stmctures. 

As the finite element analysis dominates the overall solution time, starting from a small 

finite element model can save considerable computing cost. Therefore, BESO has the 

flexibility of providing a balance between the solution accuracy and efficiency. 

Thirdly, there are situations where ESO is more suitable than BESO, or Vice Versa. In 

optimisation considering gravity load, for example, BESO is not suitable due to 

complexity in the addition criteria. For another example, when investigating evolution 

algorithms incorporated with perimeter control, ESO is insufficient and BESO proves to 

be a necessity. 
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Therefore, ESO and BESO can be used on a comparative and complementary basis. The 

following summarises the two methods for different design objectives. 

Optimisation on Different Design Objectives 

Stiffness Optimisation 

1. The problem is stated as minimising the mean compliance subjected to weight 

constraints. Element sensitivity number is calculated. The stmcture is modified by 

removing elements of the smallest sensitivity and adding elements around those of 

the largest sensitivity. For problems of fixed loading conditions, the sensitivity is 

equal to the ratio of element strain energy to weight. 

2. On optimisation considering design-dependent loading: 

1) For optimal design with respect to transmissible loading, the transmissible 

condition is considered as an additional constraint stated as the nodal 

displacement being the same along the action line. In a finite element model, 

this uniform displacement condition is interpreted as fictitious bars of infinite 

stiffness in the action line. The element sensitivity number is in the same form 

as that of fixed loading conditions, i.e. element strain energy divided by element 

weight. 

2) For problems including the gravity load, the sensitivity analysis includes 

evaluating the contribution of load variation on the mean compliance. The 

element sensitivity number is thus in a form of element strain energy plus a term 

of load variation. 

3) For optimisation with respect to the surface loading, the calculation of 

sensitivity number depends on the loading condition of each element. For 

elements which are load-free in all edges/surfaces, the sensitivity is in the form 

of element strain energy. This sensitivity number is used as both removal and 

addition criteria. For loaded element, two sensitivity numbers are calculated. 
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One is based on the element strain energy and is used as the addition criterion. 

The other is the element strain energy plus contribution of load variation, and is 

used as removal criterion. 

4) Compared to the optimal design of fixed loading, optimisation of design-

dependent loading yields results of smaller mean compliance, as it allows for 

loading conditions to be optimised. For the same problem, understandably, by 

allowing for the largest extend of load condition relaxation, the optimal design 

with transmissible loading is the stiffest, followed by the design of surface load 

and then fixed loading. 

5) For design considering gravity loading, stiffness optimisation and optimisation 

based on sfress criterion are conducted. While the topology of the latter appears 

more realistic, the two approaches achieve their intended design objectives. 

Natural Frequency Optimisation 

1. Four design objectives are considered: 

1) Maximising a single frequency. The design objective is the intended eigenvalue. 

2) Satisfying a set of prescribed frequencies. The design objective is the weighed 

sum of average distances between the actual and target circular frequencies. 

3) Maximising multiple frequencies. The design objective takes the same form as 

2), but the target circular frequencies are the maximum obtained by optimisation 

of each single frequency. 

4) Maximising the frequency associated with a prescribed mode shape. The design 

objective takes the form of 1) but a procedure to determine the correlation 

between the current mode and the prescribed mode is needed. This mode is 

tracked by using a modal assurance criterion (MAC) technique. The selected 

mode shape is then used for sensitivity analysis and stmctural modification. 
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2. For sensitivity analysis associated with close or repeated eigenvalues, a simple 

averaging technique is used, i.e. averaging the sensitivity number of all involved 

eigenvalues. The closed-ness can be judged by a relative difference of 5%. 

Dealing with Sharp Change in Evolution Process 

1. Two criteria to determine a sharp change are: 

a. The relative difference in the objective function between the two consecutive 

iterations exceeds 5%. 

b. The relative difference in the objective function between the predicted and 

actual values exceeds 2%. 

2. Once the stmcture is checked against the above criteria and judged as a sharp change 

case, the operation of the current iteration is cancelled by recovering the removed 

elements and deleting the added elements. Those elements become temporarily 

unavailable for modification for say, 3 iterations. 

3. Sharp change can occur frequently, especially when the stmctural members 

dimension becomes very small. If the total occurrence exceeds say, 15, the evolution 

is terminated. 

Recommended Parameter Values 

The parameters involved in ESO/BESO are modification ratio {MR), stage ratio {SR), 

initial stmcture and addition ratio {AR). MR has significant effects on the optimal 

solution of ESO and BESO. Additionally, for BESO, variations of SR and initial 

stmcture can cause significant difference in solutions. The effect of addition ratio is less 

significant. 

The recommended ranges for the above parameters are given in Table 8.1. Within the 

range, the conservative value is normally used for relatively complicated cases, such as a 

final design which may exhibit truss features. As for initial stmcture, it is required to 

include supporting and boundary conditions, and preferably, to reflect an effective load 

path. 
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Table 8.1. Recommended parameter values 

Items 
MR 

SR 

AR 

Values 
1-4% 

50-60% 

0.25 or 0.33 

Perimeter Control Technique 

1. The perimeter is measured as the total length of the boundary for 2D continua, and 

the total surface area for 3D continua. 

2. For 2D stmcture, imposing a perimeter constraint on the optimal design is effective 

as: 

1) For a relatively restrictive perimeter bound, similar topologies are obtained on 

finite element grid of different discretisation. This means that perimeter 

constraints can force the solution to converge with respect to the finite element 

grid. 

2) The stmctural performance (mean compliance or performance index) is affected 

by the perimeter bound. The mean compliance is the smallest if the perimeter is 

unbounded, and will increase while tiie bound is tightened. However, within a 

reasonable range of the perimeter bound variation, the increase is insignificant. 

3) The stmctural complexity can be controlled by setting different values of 

perimeter bound. A more restrictive bound generally yields a simpler design. 

Therefore, the final design can be a frade-off of stmcttiral performance and 

configuration simplicity. 

3. For 3D stmcture, 

1) By imposing the same perimeter bound, the topologies can vary with different 

finite element grids. This implies bounding the perimeter may not sufficient to 

address the mesh dependency. 
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2) Nonetheless, the strength of reducing the topology complexity is retained in 3D, 

as it can suppress the manufacturing difficulties caused by hidden or half open 

holes and hollow regions. 

8.2 Recommendations for Further Investigations 

Extensive work has been conducted to develop ESO/BESO for size, shape and topology 

optimisation for various stmctural systems with a range of design objectives and 

consfraints. Further work can be in extending ESO/BESO to including more 

objective/consfraints such as multiple objectives consisting of stress, stiffiiess, natural 

frequency or frequency response. One problem is that of accommodating those 

objectives of different order of magnitude. 

In implementing ESO/BESO, the computing time for 2D or tmss stmcture is acceptable. 

3D problem can be very time consuming, mostly due to the high computer cost of finite 

element analysis. This may limit its use for industrial and commercial purposes. Indeed, 

despite its wide acceptance in the academic community and frequent involvement in 

solving engineering problems, a systematic application package is yet to be developed. 

The current research in the broad area of stmctural optimisation tends to solve problems 

of multi-physics and multi-disciplinaries . Further areas of research can be in: 

1. Material design: topology optimisation can be applied to design material of desired 

elastic, thermal and electric properties. The previous work was concentrated on the 

optimal composite material which remains a promising field, as the increasing 

application of composite material in industries. 

2. Mechanical converter design: the input displacement is to be converted to a desired 

displacement or force at the output. Geometric non-linearity should be considered. 

One of the many applications of the converter is sensors .as used in smart 

stmctures/materials. 
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3. Optimisation with fracture requirements: it can be stmctural shape optimisation in 

order to minimise the stress intensity factor around a crack. Altematively, the 

optimisation of repair patch to minimise the stress concentration. It has practical 

application especially in the aerospace industry in improving the aircraft damage 

tolerance and fatigue life. 
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