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ABSTRACT 

A common logistics problem in the petroleum industry is the scheduling 

of the pipeline transfer of petroleum fuels from oil refineries to 

distribution terminals. With a fixed set of pipelines, each with its 

own restrictions and constraints, the scheduler must organize the 

products and timing of transfers through each pipeline so as to deliver 

the required quantity of each product to the appropriate terminals to 

meet the demands of the market. 

Of the many possible approaches to the scheduling problem which are 

reviewed in this thesis one basic approach was chosen for future 

research. Specifically this thesis results from an investigation of the 

feasibility of using a tree-search algorithm based upon a similar 

approach successfully used in paper machine trim scheduling. 

The computer based system presented in this paper includes a data 

structure for handling the daily scheduling data, and a tree search 

algorithm to generate the schedule. The algorithm uses combinations of 

products on pipelines as the major decision variables. At each stage in 

the tree-search a limited set of "good" combinations is generated and 

ranked. The algorithm proceeds by choosing the highest ranked 

combination, adding that to the schedule and moving, chronologically, to 

the next stage. Backtracking is used to improve the solution quality by 

removing a selected combination and replacing it by the next ranked 

combination with a view to improving the objective function. The key to 

the algorithm is in the heuristic for the generation of the "good" 

combinations. 
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SUMMARY 

A common logistics problem in the petroleum industry is the scheduling 

of the pipeline transfer of petroleum fuels from oil refineries to 

distribution terminals. Despite the complexity of this scheduling task 

most schedules appear to be prepared manually, often with the aid of a 

Gantt chart. This method is time consuming and relies heavily on the 

experience of the scheduler to produce acceptable solutions. 

This work investigates a number of techniques developed to improve the 

Gantt based method used at Mobil Oil Australia's Altona Refinery. The 

work was directed at improving the decision making of the scheduler, 

principally by reducing the amount of time required for schedule 

preparation, thereby allowing more time for schedule evaluation. 

The computer based system developed uses a heuristic approach imbedded 

in a tree-search structure. The algorithm uses combinations of products 

on pipelines as the major decision variables. At each stage in the 

tree-search a limited set of "good" combinations is generated and 

ranked. The algorithm proceeds by choosing the highest ranked 

combination, adding that to the schedule and moving, time-wise, to the 

next stage, until a solution is reached. 

Backtracking is used to improve the solution quality by removing a 

selected combination and replacing it by the next ranked combination 

with a view to improve the objective function. The key to the algorithm 

is in the heuristic for the generation of the "good" combinations. 
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The algorithm, coded in FORTRAN 77, operates on the Company's mainframe 

computer. Solution times are short, typically of the order of 1 or 2 

seconds. The algorithm could easily be adapted to run on a personal 

computer if required. 

The algorithm's performance was tested using instance evaluation and 

simulation experiments. Performance was evaluated with respect to total 

weighted tardiness and work completed. Selection rules, used to rank 

jobs and job combinations, were analyzed as a function of machine load 

to determine relative performance over typical operating conditions. 

The Shortest Processing Time (SPT) rule, supplemented with the pattern 

utilization heuristic, provided the best performance over the range of 

machine loads tested. The performance of this rule without pattern 

utilization enhancement was poor. 

The Cost Over Time (COVERT) rule provided the best performance over the 

range of machine loads tested when the pattern utilization heuristic was 

not employed. At very high machines loads the Apparent Tardiness Cost 

rule provided the best performance. 

The performance of the algorithm, both in terms of solution quality and 

ease of use, is acceptable for practical use. Further development will 

enhance performance, principally through improved backtracking and 

selection rule tuning. 

IV 



Chapter 1 PROBLEM CHARACTERIZATION 

Refinery 

<^ty 
Terminals (OoB s. 

T ^ m-3 

F i g u r e 1 .1 Typical Oil Refinery Product Distribution 

1.1 Introduction 

Pipeline networks are commonly used to transport petroleum fuels from 

oil refineries to distribution terminals. A schematic representation of 

this process highlighting the main entities in the distribution chain is 

shown above. In a typical world-scale refinery of 100 thousand barrels 

per day capacity this process involves moving approximately 16 million 

litres per day of product (about 13 thousand tonnes per day) . A typical 

product range may include 10 to 20 distinct types, such as gasolines 

(petrols), jet fuels, diesel fuels and fuel oils. The pipeline system 

may consist of a single pipeline, through which all products are 

transferred, or may include multiple pipelines with dedicated services. 

The distribution terminals may be located far from the refinery and. 



importantly from a scheduling viewpoint, may not be available 

continuously. Within these constraints the system must deliver the 

required quantity of each product to the appropriate terminals to meet 

the demands of the market, whilst maintaining segregation at each point 

in the distribution chain. 

Despite the complexity of the task most schedules appear to be prepared 

manually, usually with the aid of a Gantt chart. This is due to a 

number of reasons. First, each refinery's pipeline network is unique 

and the lack of commonality hinders the application of generalized 

scheduling software. Secondly, competitive pressures tend to prevent 

developed systems reaching the public domain, if such systems do indeed 

exist. Finally, and perhaps most importantly, manually prepared Gantt 

based methods adequately handle the scheduling demands from an 

operational standpoint, although they may fall well short of simplifying 

the scheduler's task. 

The principal shortfalls of any manual method are the time taken to 

generate the schedule and the reliance upon the scheduler's experience. 

The first factor is particularly important when schedules need to be 

generated frequently, because the time spent in generation reduces the 

time available to assess the implications of the proposal. In the 

system studied this generation can take many hours, and changing 

circumstances require daily revision of the schedule. The heavy 

reliance on the scheduler's experience for both the schedule quality and 

adherence to technological constraints imposes severe strains during 

initial training and risks penalties due to poor system performance. 



This work investigates a number of techniques developed to improve the 

Gantt based method used at Mobil Oil Australia's Altona Refinery, 

located in Melbourne, Australia. The work was directed at improving the 

decision making of the scheduler, principally by reducing the amount of 

time required for schedule preparation, thereby allowing more time for 

schedule evaluation. This report describes the approach selected and 

methods developed to achieve these aims. Whilst the methods developed 

are not expected to be applicable to all refinery distribution networks 

they should provide sufficient flexibility to handle similarly 

structured problems. 

1.2 Classification 

Scheduling problems are typically characterized by four types of 

information (Conway [20], French [30]): 

1. The jobs and operations to be performed. 

2. The number and type of machines that comprise the shop. 

3. The job/machine assignments which can be made. 

4. The criteria by which the schedule will be evaluated. 

In the above context, a job is the physical entity that is the object of 

work, and also refers to the work that is performed. In the pipeline 

scheduling problem a job is a specified quantity of a given product to 

be transported from the refinery to a distribution terminal. 

A job may require one or more operations, in which each operation refers 

to a particular task performed on a machine. In this situation each job 



only requires one type of operation, pumping. However, as explained 

later, each job may be split into a number of parcels which are 

processed as separate operations, either on different pipelines or at 

different times during the schedule. 

A machine is a processor which performs one or more of the specified 

operations or tasks which constitute the job. In this case the machines 

are the pipelines which link the refinery to the distribution terminals. 

One or more machines are referred to collectively as a shop. 

A resource or tool is entity required by a machine in order to perform 

an operation. This resource may or may not be consumed in the 

operation, and more than one resource may be required for the particular 

operation. The resources in this system are explained in Section 1.5. 

An assignment is the allocation of a job to a machine for processing. 

This may be governed by a number of restrictions: for example in this 

problem certain product types can only be pumped on certain pipelines 

due to physical and logistical constraints. 

In addition to the above taxonomy the following characteristics 

significantly affect the scheduling process: 

The Schedule Horizon, which is the time-frame over which the schedule 

holds. In this case the horizon is typically one week (of seven days) 

from the date the schedule is prepared. Certain features outside this 

period may be known in advance, but will only be implicitly factored 

into the current schedule by priorities on certain tasks, such as 



shifting more of one product than another, or more product to one 

offtaker than another. 

The Generation Frecaiencv, which is the time between generation of old 

and new schedules. Despite the horizon of about one week the schedule 

in this study is revised at least daily, and often three or four times 

each day to account for changing circumstances. These externalities 

typically include equipment malfunctions, delays in product releases or 

other distribution disruptions. 

The distribution network studied is shown schematically in Figure 1.2 

(page 25) and the main features of this system are described below. 

1.3 Job Definition 

In refinery jargon jobs are called "transfers", which are defined by the 

following major attributes: 

1. Offtaker, which is the customer who will receive the transfer. 

2. Product. which is the type of material the offtaker will receive, 

such as gasoline (petrol), jet fuel, diesel, etc. 

3. Readv time, which is the time the product becomes available for 

processing, otherwise known as the "release time". 



4. Due time, which is the time by which the customer expects to have 

received all of the transfer. 

5. Quantity, which is the amount of product the offtaker expects to 

receive. 

6. Priority, which is the relative importance of the transfer amongst 

its peers. 

These are discussed in the following sections. 

1.3.1 Offtaker 

The offtakers in this study are the major oil companies competing in the 

Australian market place. Whilst it may appear illogical for a 

marketer/refiner to supply its competitors, the transportation costs 

resulting from Australia's geographical size encourage this form of 

supply optimization. This arrangement allows each marketer to compete 

in regions in which it does not have a refinery without transporting 

products long distances from its manufacturing centre. 

For example, if this arrangement did not exist, a company would need to 

transport gasoline from its refinery on the west coast to sell in 

eastern Australia, while another company would transport an equivalent 

volume of the same product from its refinery in the east to sell on the 

west coast. These bilateral and multilateral exchanges bring 

significant benefits by minimizing needless transportation costs, and 

also reduce the risk of accidents when bulk quantities of fuel are 

moved. They also hinder the development of a monopoly in the region 



housing the company's refinery that would otherwise arise due to a 

transport logistics advantage (BTCE [15], p35). 

Following rationalization of the industry there are now approximately 5 

offtakers, operating 7 distribution terminals. However, when this study 

commenced there were 7 offtakers operating 8 terminals, and prior to 

this there were at least 9 offtakers operating 10 terminals. 

1.3.2 Product 

The products in this study are fuels, such as aviation gasolines 

(avgas), motor gasolines (mogas or petrol), kerosene, jet fuel, light 

heating oil, distillates, and residuals. Each of these categories 

contains a number of different grades. This totals about 15 different 

materials, each requiring segregation during storage and transfer. 

1.3.3 Ready Time and Arrival Pattern 

Transfers are sourced from product batches. Whilst oil refineries 

operate continuously, products are blended in batches, with each batch 

corresponding to the contents of a single tank. In this way the 

required product quality can be guaranteed before the material is 

released into the market. Most product grades can be sourced from more 

than one tank. This allows certified product meeting sales quality 

specifications to be transferred while unfinished product is blended for 

the next batch. 

Tank sizes are typically several times larger than transfer sizes, 

although occasionally large transfers may be composed of two or more 



tank batches. In each case this results in a static job arrival 

pattern. The release time of each tank batch can be predicted in 

advance, and the scheduler determines the transfers which will be 

sourced from this batch. Hence the release times of the jobs sourced 

from a single tank are clustered around the time the batch is released. 

Judging which jobs should be sourced from each batch is a major problem 

in itself, but is beyond the scope of this study. (The loading and 

unloading of refinery tanks is examined by Christofides et al [17,18].) 

1.3.4 Due Time 

The due time for each transfer is set by negotiation between the 

refinery (the supplier) and the offtaker (the receiver). Obviously the 

priorities of the two parties are often different, and the offtaker must 

compete with its peers for product and pipeline availability. 

Late transfers incur penalties due to demurrage charges, which in the 

case of coastal and international shipping are particularly severe. 

Quite apart from these financial considerations, delays result in a 

deterioration in customer relationships. These ultimately reduce the 

customer's willingness to cooperate and affect the flexibility of the 

system to meet demands. 

Early transfers are not penalized, nor do they earn a credit to offset 

possible future delays of other transfers. 



1.3.5 Quantity and Processing Time 

The quantity of each transfer is set by negotiation between the refinery 

and the offtaker. A monthly plan, decided in advance by the respective 

supply departments of the organizations involved in the exchange program 

(not the refinery itself), allocates the monthly refinery production. 

It is the scheduler's task to determine how and when this allocation is 

provided. This must ensure an equitable distribution, so that 

individual offtakers are not disadvantaged if potential production 

problems disrupt supply and monthly targets are not achieved. 

The specified transfer quantity is invariably fixed for each transfer 

without appreciable tolerance for over or under supply. This is 

principally due to the sourcing of transfers from tank batches of given 

volume: allowing a tolerance on one transfer would imply a corresponding 

tolerance on another transfer to balance the total batch quantity. 

The processing time of a job is a function of the quantity transferred 

and the processing rate of the pipeline used. Whilst the quantity of 

the transfer is known the portion transferred by each operation 

comprising the transfer is not known until the schedule is developed. 

However, the pumping rate is known and fixed for each pipeline/offtaker 

combination and hence the problem is deterministic in nature. 

1.3.6 Priority 

Transfers acquire priorities due to a niomber of factors. These include 

the demand for particular product types (often a function of the 

offtaker(s) involved), ullage constraints at the refinery, and 



downstream distribution mode: for example, seaborne liftings involve 

much higher demurrage penalties than road or rail. These priorities are 

predominantly unquantifiable, but qualitative assessments are used to 

meet the demands of the distribution system. 

1.3.3 Number 

The number of transfers processed each week (i.e. within the scheduling 

horizon) varies significantly, due to a number of factors including 

market demand, product availability and, quite possibly, the style of 

the scheduler involved. Data collected over a 32 week period are given 

in Appendix A and summarized in Table 1.1. These show that a typical 

schedule involves on average approximately 40 jobs, although this may 

range from about 25 to 50. This distribution is shown in Appendix A. 

Pipelines 1 and 4 are grouped together because of their common service 

(gasoline). 

Table 1.1 Number of Jobs per Week 

Pipeline 
4 2 Total 

Average 
Minimum 
Maximiom 
Variance 
Std Deviat ion 

12 
8 

17 
6 
2 

11 
7 

16 
5 
2 

11 
5 
17 
9 
3 

4 
0 
8 
4 
2 

38 
26 
49 
35 
6 
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1.4 Machine Definition 

1.4.1 "Main" Pipelines 

Four main pipelines link the refinery to the offtaker distribution 

terminals. Each main pipeline is restricted to the type of products 

which may be transferred through it, due to the suction pipeline 

arrangement (described later) and by physical design. In addition, not 

all pipelines connect the refinery to each of the distribution 

terminals. 

In the system studied two of the pipelines join prior to reaching a 

number of the terminals. This restricts these pipelines to transferring 

the same product type when transferring simultaneously to those 

terminals located after the confluence. This is equivalent to these 

pipelines sharing a common offtaker pipeline at each of these 

distribution terminals, and is shown on the diagram as such. 

Each pipeline has its own pump, although some pipelines share a spare. 

Pipeline capacity (i.e. pumping rate) is a function of the main pipeline 

and the offtaker to which the product is being pumped (principally due 

friction losses over the distance pumped). Pipeline capacity is 

effectively independent of the product type being transferred. 

1.4.2 Pipeline Availability 

The pipelines are usually available continuously, however, planned 

shutdowns for maintenance and unplanned shutdowns due to equipment 

malfunctions do occur. Planned shutdowns may last for days, and the 

11 



schedules must take this into account. Unplanned shutdowns are rare, 

due to the sparing of critical equipment such as pumps, but may last for 

long enough to require revision of schedules to accommodate the lost 

capacity, or lost flexibility. 

1.5 Resource Definition 

1.5.1 "Suction" Pipelines 

The suction pipelines connect the refinery tanks to the main transfer 

pipelines of the distribution network. (The pipeline network pumps draw 

product through these pipelines and hence the term "suction") . No tank 

is connected to all main pipelines, and some main pipelines share the 

same suction pipelines. The main pipelines sharing the same suction 

pipelines must therefore transfer the same tank contents, and hence same 

product type, if they operate simultaneously. 

1.5.2 "Offtaker" Pipelines 

The offtaker pipelines connect the main pipelines to the offtaker 

distribution terminals. Not all offtakers are connected to all main 

pipelines and some offtakers use the same pipeline to connect their 

terminal to more than one main pipeline. To maintain product integrity 

each main pipeline must transfer the same product type if the offtaker 

accepts transfers through a single offtaker pipeline simultaneously. 

Due to piping and valving arrangements some of these offtaker pipelines 

which connect multiple main pipelines cannot accept simultaneous 

transfers on the main pipelines. 

12 



1.5.3 Offtaker Distribution Terminals 

The offtaker distribution terminals receive the product transferred from 

the refinery. The products are distributed from these terminals to the 

market by road, rail and sea. Each terminal contains limited tankage 

for each of the selected product types. 

1.5.4 Offtaker Availability 

One of the major factors affecting scheduling is that some offtakers are 

only willing to receive product during specified periods, or windows. 

These windows are typically a function of the day of the week. They can 

be extended by the offtaker working overtime if mutually convenient. 

Whilst this is obviously in the scheduler's interest, it may not be so 

for the offtaker. 

1.6 Assignment Definition 

Three main types of job/machine assignment or flow pattern discipline 

are recognized within the "machine shop" (French [3 0], pl4) : 

F the flow shop, in which the machine order for all jobs is the 

same, 

P the permutation job shop, in which the machine order for all 

jobs is the same and the job order for each machine is the 

same, and 

G the general job shop, in which there are no restrictions on 

the form of technological constraints. 

13 



Our study involves a special case of the general category: although jobs 

may be processed on one or more machines (i.e. pipelines), the machines 

are not identical and are not independent of each other. This 

interdependency is due to common suction and offtaker pipelines and 

prevents the problem being decomposed into sub-sets dealing with each 

main pipeline in isolation. Hence at each point in the schedule the 

technological constraints of the suction and offtaker pipelines must be 

satisfied before the task of assigning jobs to machines can proceed. 

1.6.1 Assignment Options 

The offtaker and product define the job/machine assignments available 

within the system, i.e. the particular pipelines on which the transfer 

can be pumped. This in turn sets the requirement for resources, such as 

the suction and offtaker pipelines needed to link the main pipelines 

with the refinery and offtaker terminals. 

1.6.2 Setup Times 

Product integrity requires transfers of different product types to be 

segregated appropriately to avoid contamination. In some systems this 

is assisted by the use of "pigs" (solid devices which can pass through 

the pipeline, placed between dissimilar products), although this 

technique is not used in the network studied. Whether pigs are used or 

not the interface between such transfers must be identified and the 

pipeline purged until contaminants are reduced below an acceptable 

level. This results in sequence dependent setup times which must be 

recognized during preparation of the schedule. 

14 



The setup, or "lineclear", times are a function of the main pipeline and 

the dissimilar product types involved. In the system studied this 

pairwise interaction is most strongly dependent on the product about to 

scheduled and for practical purposes the dependence on the initial 

product is ignored. The setup times are not a function of the offtaker 

receiving the transfer because all lineclears are transferred to one 

terminal (that of the company operating the pipeline network). 

The setup time between transfers of similar product, arising from 

valving and tankage changes, are typically small in comparison to the 

product transfer time and can be ignored. 

1.6.3 Preeinptability 

Transfers, once commenced, may be halted to allow higher priority 

transfers to proceed, or satisfy some constraint, such as an offtaker 

terminal closing for the night, or to switch to another pipeline to take 

advantage of a higher processing rate. There is no limit to the number 

of times a transfer may be preempted, although each preemption results 

in some loss in processing capacity, due to the setup time involved. 

1.6.4 Precedence Constraints 

Precedence constraints are restrictions on the possible ordering of 

jobs, due to either technological constraints (i.e. some physical 

impossibility) or external policy. The are no general precedence 

constraints in this system, although restrictions may intermittently 

occur in which a defined ordering or transfers is required. This is 

most often due to a logistical requirement within an offtaker terminal. 
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1.7 Performance Evaluation 

1.7.1 Obj ectives 

The objective of the schedule is not easily quantifiable in terms of any 

economic function. The "cost" of a particular schedule is difficult to 

define, and similarly does not necessarily measure what the scheduler is 

trying to achieve. Instead, the scheduler's assessment of what 

constitutes a "good" schedule, or whether one schedule is "better" than 

another, is largely qualitative. Hence the main characteristics of 

"good" schedules and the incentives for improving schedule quality need 

to be examined to enable improvements to the existing method to be 

measured. Indeed, whether an "optimal" schedule can be defined, and 

whether optimality is needed or justified, should be reviewed. 

In the system studied "good" schedules exhibit the following qualities. 

They: 

1. balance refinery production within ullage constraints, 

2. satisfy offtaker product demands, and 

3. maintain offtaker cooperation. 

Each of these characteristics shall be examined briefly: 

Balance Production 

Refineries operate continuously and process large quantities of material 

with limited storage capability. Plant start-ups and shut-downs are 

time consuming, expensive and adversely affect product quality. Costs 

due to lost production would typically approach hundreds of thousands of 
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dollars per day. Therefore, the main priority of the schedule is to 

minimize any disruption to the refinery operation resulting from failure 

to distribute product as quickly as it is manufactured. 

Satisfy Demand 

This involves supplying the required amounts of each product to each 

offtaker when required to meet the demands of the market. However, 

because the offtaker requirements may not necessarily match the 

refinery's priorities in terms of quantity, type, timing or disposition 

the differing priorities must be resolved in some mutually convenient 

manner. This leads to the third goal: 

Maintain Cooperation 

Cooperation of all parties involved in the distribution system is 

essential to smooth operation. Unsatisfactory performance on the part 

of the scheduler, due to late deliveries or perceived bias during supply 

shortages could potentially result in claims for damages. However, the 

main manifestation of customer complaints would be in terms of future 

inflexibility in receiving product transfers, significantly increasing 

the already difficult task of producing feasible schedules. 

1.7.2 Peirformance Measures 

Each of the above qualities is difficult to quantify explicitly, or even 

model implicitly through proxy measures. However, some parameters are 

required to assist assessment of schedule quality. 

The nature of the production balancing goal suggests a need to quantify 

machine utilization. Maximizing utilization would imply that the work 

17 



the facility could perform was maximized, providing of course that the 

work was performed efficiently, and would reduce any likelihood of the 

machines limiting refinery production. 

The second and third goals imply a need to monitor customer satisfaction 

and hence a measure of delivery performance is logical (other measures 

may also be appropriate). Other considerations, such as product 

quality, are seldom affected by delivery decisions in this system and 

are beyond the scope of the scheduling problem. 

1.7.3 Optimality Requirement 

The discussion of the previous sections suggests that optimality is 

likely to be elusive, not only due to the complexity of the scheduling 

task, but also because the performance measures are not rigidly 

definable. However, common sense suggests in any case that finding the 

optimal solution is not required. Instead, what is sought is a "good" 

solution, or solutions, which satisfy the requirements of the refinery 

and offtakers in a reasonable manner. Thus what is required is the 

ability to tell if a particular schedule meets the minimum requirements, 

and, if having met these requirements, one schedule is better than 

another. In addition, one needs to tell when to stop searching for 

better solutions: from a practical standpoint there is no need to press 

on with further improvement if the costs of doing so outweigh the 

benefits of the result. 

18 



1.8 Current Approach 

A brief description of the current approach is necessary to understand 

the problems which initiated the need for this research. 

The current method is a manual method which relies on the experience of 

the scheduler to prepare workable solutions. By way of background the 

scheduler is typically an engineer with one to two years experience with 

the company following recruitment, usually immediately after graduation. 

The person is generally assigned to the position for six to twelve 

months before rotation into another area. 

1.8-1 Tasks 

The primary tasks of the scheduler are: 

1. Plan blending of finished products from intermediate blendstocks. 

2. Organize laboratory testing of finished blends for quality 

certification. 

3. Manage intermediate and finished product inventories. 

4. Set job due dates in conjunction with offtakers, recognizing 

refinery and offtaker priorities and constraints. 

5. Allocate transfers to batches. 

6. Schedule pipeline transfers. 

7. Discuss schedules with field personnel prior to implementation. 

8. Monitor and report system performance. 
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Thus the scheduler is required to interact with a wide range of refinery 

personal and customers in order to obtain the required information and 

services to complete the scheduling task. 

1.8.2 Preparation 

The schedule is prepared with the aid of a Gantt chart. As discussed 

earlier, the schedule is revised on a daily basis, and often more 

frequently, for a seven day rolling horizon. The operational nature of 

the job, combined with the 24 hour operation of the refinery, results in 

occasional "out-of-hours" requirements for schedule revision. Hence the 

appeal of a manual Gantt based method due to its portability. A typical 

Gantt chart is shown in Figure 1.3 (page 26), in which the product 

transfers are shown as blocks with an internal arrow. This chart 

demonstrates the high utilization of three of the four major pipelines. 

Combined with the limited offtaker reception windows and physical 

assignment constraints, this results in a difficult scheduling task. 

Schedule preparation typically takes about three hours per day, 

including offtaker liaison to set delivery requirements, for an 

experienced scheduler. Schedulers are trained during a "handover" 

period lasting about one to two weeks by the previous incumbent. This 

involves explanation of "rules of thumb" found useful for efficient 

operation, although scheduling techniques are developed by each 

scheduler through practice. 
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1.8.3 Implementation 

Following preparation the schedule information is manually translated 

from the Gantt chart into a format suitable for implementation in the 

field by operators. A typical field schedule is shown in Figure 1.4 

(page 27). 

1.8.4 Problems 

The major problem with the current method is the length of time required 

to generate suitable schedules. This leaves the scheduler little time 

to evaluate the implications of each proposal, due to the frequency with 

which revisions are required. Time constraints are such that often all 

that is sought is a feasible operation. Very little time can be devoted 

to improving what can sometimes be a poor solution to the operational 

problems at hand. 

The most serious ramification of a poor schedule is lost production. 

This may not be manifested immediately, but may surface later due to 

loss of operational flexibility. In addition, increased operating costs 

due to labour overtime penalty payments may be incurred if transfers are 

not confined to the offtakers' standard availability windows. 

Obviously infeasible solutions cannot be accepted. The refinery's 

production must be transferred to the offtaker terminals: only in 

extreme circumstances would production be reduced to satisfy the 

pipeline constraints. The scheduler simply must persist until a 

feasible schedule is obtained. It is the time taken to achieve this 

goal in difficult circumstances that presents the major problem. 
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Schedule quality is a strong function of the experience of the 

scheduler. Particularly during the initial learning phase, the novice 

must devote an extreme amount of time simply to obtain a feasible 

solution. This reduces the time available for other required tasks, 

such as gasoline blending. The refinery is particularly vulnerable 

during these periods to operational disruptions, whether resulting 

directly from poor or inflexible schedules, or indirectly through 

non-optimal performance to correct product quality deficiencies. 

A further inefficiency of the current method is the manual transcribing 

of data from the Gantt chart the scheduler uses, to the operating 

instructions for the operations personal. Not only is the time 

consuming, it increases the chances for errors, which may result 

operational problems, such as poor system performance or product 

contamination. 

1.9 Previous Investigation 

A Study of this pipeline scheduling problem was conducted (Young [75]), 

in which a mixed integer programming (MIP) approach was used. Although 

many of the technological constraints were able to be adequately 

modelled, the computational complexity of the MIP method prevented 

practical application. Solution times on even the smallest problems 

were considered too long for practical use, in a position in which 

efficient time management is crucial to meeting operational deadlines. 

On larger problems solutions were sometimes unattainable due to rounding 

errors arising during computation. 

22 



In short, the MIP method was considered impractical for the size of the 

problem and the solution frequency required. Even if the MIP method had 

been successful from this point, a further difficulty was that the 

method (at that time and probably still) required mainframe computing 

facilities, and access to these would have been awkward, though probably 

not impossible, when "out of hours" revisions were required. 

1-10 Study Objectives 

The objective of this study is to address the major problems currently 

experienced. This can be defined as follows: 

1. Reduce the schedule preparation time to allow more time for 

evaluation of the solution. 

2. Provide solutions at least as good as those generated manually by 

experienced schedulers. 

3. Reduce the dependence of the schedule quality on the experience of 

the scheduler. 

4. Achieve the above with a simple to use and simple to understand 

system, providing practical and reliable performance, in a cost 

effective manner. 

The first and third objectives have been well discussed in preceding 

sections. The second category, whilst initially obvious, raises a 

difficult question: how can the schedule quality be evaluated? General 
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performance measures have already been briefly discusses, and schedule 

cfuality is reviewed within the context of the reported literature in 

Chapter 2. 

The final objective recognizes the user requirements of any installed 

system. Unless the system makes make the scheduler's current job easier 

it is unlikely to be used to its full potential. However elegant the 

underlying mathematical model and good the final solution, if the user 

doesn't feel comfortable with its predictions, or finds it unwieldy to 

use, it will not fulfil its purpose. It is important to recognize that 

any new system is not intended to replace, or reduce, the scheduler's 

involvement in the scheduling process. Instead what is sought is an 

improved tool to assist the user in the successful solution of the 

scheduling task. 
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Figure 1.3 Typical Gantt Chart 
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Figure 1.4 Typical Field Schedule 
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Chapter 2 LITERATURE REVIEW 

2.1 Introduction 

The complexity of the general job shop scheduling problem is well 

recognized (Conway et al [20] , p 102) and viable optimizing algorithms 

for all but the simplest versions have yet to be found. Graves [35] 

noted that actual scheduling environments are so variable that 

classification is very difficult, and the inherent uniqueness generally 

requires problem-specific solutions. He observed that a distinct lack 

of correspondence exists between theory and practice, and concluded that 

for complex settings the theory is often not sufficiently developed to 

be immediately applicable. 

Even prior to conducting a literature search the writer had reason to 

doubt previous successful solution of similar pipeline scheduling 

operations. First, the organization for which this study was carried 

out is a major oil company operating globally. Despite involvement in 

the oil industry for many years, a large research and development 

organization, and refinery operations located in many countries, no 

"better" practical methods beyond the existing manual method were in use 

or known at the time. Secondly, the company's research and development 

group involved in scheduling applications were not aware of any 

competitor's developments in this area. And finally, no vendors had 

offered products suitable for this scheduling task. 

Therefore, one must ask why are better methods not generally available? 

A number of reasons have been mentioned in Chapter 1. Graves' [35] 

experience confirms a number of these; namely that individual problems 
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usually require situation-specific solutions and competitive 

confidentiality prevents the disclosure of many methods. In addition, 

personal computer facilities with sufficient processing capability have 

only recently become available. Schedulers have been unwilling to grasp 

computer based methods while access and ease of use have been 

unsatisfactory. It will simply take time before suitable applications 

are developed, and become available from the user's desk top. 

By far the most predominant solutions are purely manually based 

scheduling systems (Graves [35]). These systems rely primarily on the 

expertise of experienced schedulers, who typically use nothing more than 

graphical aids such as a Gantt chart. Schedule evaluation appears to be 

qualitative and the dominant schedule evaluation criteria are schedule 

feasibility and flexibility. Human understanding of the problem, 

adaptability to new constraints and qualitative assessment of 

conflicting priorities invariably produces good solutions to practical 

problem instances, albeit after extensive human input. 

The scheduling literature tends to concentrate on simple systems with 

somewhat idealized constraints. This is understandable given the 

inherent difficulty of many practical scheduling problems. However, the 

assumptions introduced to make the problems tractable often render the 

solution algorithm unsuitable for real world problems. Obviously 

extensions to model certain practical aspects have been developed. 

However, the writer has been unable to locate any reported computer 

based method, which adequately handles all of the constraints and 

relationships necessary to model the pipeline transfer task at hand. 
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In this chapter some of the methods which have been used to tackle 

certain features of the problem at hand are examined. The aim is to 

find a solution strategy (or strategies) worthy of further consideration 

and which can be developed into a practical scheduling tool. This 

review is not intended to be an exhaustive evaluation of alternative 

methods to justify the "best" approach from a theoretical standpoint, if 

in fact such an approach can be demonstrated. Instead, it provides a 

brief investigation of general methodologies to assess their potential 

suitability, and then examines reported approaches to specific 

characteristics of the pipeline scheduling problem. 

2.2 Manual Methods 

One striking feature in the current literature is the lack of commentary 

about manual scheduling methods. This is not perhaps surprising given 

that it is primarily dissatisfaction with manual systems that leads 

people to investigate alternative (computer based) methods. 

Nevertheless, given the extent of use of manual methods it is important 

to determine whether refinements to this method exist which are worth 

considering. 

As mentioned above, Gantt chart based methods appear to be the primary 

manual tool. Their use is noted and briefly described in most basic 

scheduling texts (Conway et al [20], French [30]). Clark [19] provides 

a thorough explanation of the preparation and use of these charts for 

scheduling and evaluation. Whilst his work discusses the range of 

applications of Gantt methods to layout, load and progress charts, it 

does not highlight any techniques which would likely lead to significant 
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productivity improvement over those currently employed. His work, 

however, emphasises that Gantt charts provide one of the best ways of 

recording the developed schedule so that intelligent decisions can be 

drawn from them. 

One principal enhancement of manual Gantt charts has been to use them as 

the the basis for computer graphics representations. In this way the 

computer can be used to check adherence to technological constraints as 

the jobs are moved about on the screen by the scheduler. One major 

Australian airline currently uses this approach for flight scheduling. 

Jones [48] discusses the extension of Gantt charts to 3 dimensions, a 

feature made practicable by the introduction of computer graphics 

software. Jones does not present better methods for determining the 

schedule sequence, but concentrates on the improvement in problem 

representation achievable with current technology. He noted that the 

three dimensional chart was probably not useful by itself in helping 

decision makers produce better schedules, but the ability to animate 

sensitivity analysis would be extremely useful. 

Akers and Freidman's graphical procedure is reported in most basic 

scheduling texts (Conway [20, French [30]). Whilst the 2 job job-shop 

problem is easily visualized (on 2-dimensional rectangular Cartesian 

coordinates) , the extension of this method to more jobs, and hence 

higher dimensions, is extremely unwieldy, and unsuitable for practical 

use. 

The prime advantage of manual methods is that the scheduler usually 

understands all the critical aspects of the problem. It is well 
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recognized that the scheduler may have knowledge of scheduling 

considerations which are impossible to capture within any given model of 

the scheduling system (Baker [8] , p44) . As a result the scheduler is 

usually able to produce good schedules. However, when the combinatorial 

nature of the problem becomes too complex the human scheduler tends to 

rely on simplifying rules of thumb. The real role of computer based 

algorithms is to guide the user away from these rules when these rules 

become non-optimal (Baker [8], p44), 

2.3 Generic Numerical Methods 

The lack of success with constructive algorithms (see Section 2.5) has 

encouraged the development of enumerative and heuristic methods (French 

[30]). Obviously, one approach to obtaining optimal solutions would be 

to evaluate (that is, enumerate) all candidates and select the best 

solution based upon some performance measure. The difficulty with this 

approach is simply the enormous number of solutions possible for 

problems of non-trivial size. French ([30], p 19,77) notes that 

complete enumeration of the general job shop produces (n!)m candidate 

solutions, where n is the number of jobs and m is the number of machines 

available to process the jobs. Thus even reasonably small problems are 

currently unsolvable using this method within reasonable time limits on 

even the largest computers. Computational intractability therefore 

forces us to adopt a more sophisticated approach. We shall briefly 

review some enumerative methods which implicitly exclude non-optimal 

solutions by intelligently selecting and evaluating candidate solutions. 
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2.3.1 Mathematical Programning Methods 

2.3.1.1 Integer Programming 

Several attempts have been recorded of recasting scheduling problems as 

mathematical programs and in particular mixed integer programs (MIP). 

The initial attraction of this approach is that once recast in this form 

the problem may be solved by readily available standard algorithms, and 

hence optimal solutions can be obtained. However, practical experience 

shows that this approach is not promising. 

Ccanputational K3q>erience 

The standard mathematical programming algorithms currently appear to be 

practical for only small problems (Garfinkel and Nemhauser [32] p387), 

although this is changing with increases in computer processing power 

and improvements in solution algorithms. However, the size of the 

resultant MIP problem can often lead to time-consuming and erratic 

behaviour of algorithm codes. As noted in Chapter 1, solution failure 

due to numerical accuracy errors was observed in earlier pipeline 

scheduling work (Young [75]), and solution times, when optimization was 

achieved, were unsatisfactory from a practical standpoint. Darby-Dowman 

and Mitra [22] note that the use of set covering, set partitioning and 

set packing models has not been an unqualified success. 

The main problem of the MIP approach is that no generalized method yet 

exists to optimize large problems in a reasonable time period. Stepping 

from standard linear programming (LP), in which all of the variables are 

continuous, to MIP in which some of the variables take integer values, 

increases the computational complexity of the solution enormously. 
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Zionts ([76], p477) notes that at least with the present level of 

technology, IP and MIP problems are many orders of magnitude more 

difficult than LP problems. Added to this, he states that "just because 

the words "Optimal Solution" appear on the printout does not mean that 

the solution is optimal", nor does confirmation of this solution as the 

optim\im by any other code. Most importantly, he notes that many 

problems are formulated as IP problems because they can be, and not 

because they should be. 

Algorithms 

Williams ( [74], p 155) discusses general methods of solving IP and MIP 

problems, and Zionts ( [76], p 480) illustrates several techniques for 

accelerating convergence. Garfinkel and Nemhauser ([32] p388) note that 

algorithms based exclusively on cutting planes or implicit enumeration 

without surrogate constraints have not, in general, been effective for 

medium and large problems. 

Land and Powell [51] and Tomlin [67] note that all commercially 

available MIP codes use a form of "branch and bound" solution strategy 

to work systematically through the integer variables. Invariably these 

codes require the user to select the parameters which control the order 

in which the integer variables are evaluated (IBM [41] ) . Haverly 

Systems Inc. [39] (p 10.7) state that "no single strategy is best for 

all models. In fact, little is known about the best strategy to use for 

various types of models, or even how to classify models". Customization 

is required to tune the computational strategy to the problem at hand. 

Results can be unpredictable despite this tuning and the optimal 

solution can not always be found. 
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Formulation 

Much work has been done on improving the performance of MIP as an 

optimization technique, both in the area of problem formulation and 

algorithm development. Johnson et al [43] present methods to assist in 

the solution of MIP planning models, some of which could be applied to 

scheduling applications. Their approach takes advantage of the 

hierarchical structure of the integer variables and strengthens the 

model formulation, enabling some previously insoluble problems to be 

optimized. Bruvold and Evans [14] and Jeroslow and Lowe [42] present 

approaches which reduce the number of required binary variables, which 

eases the task of the MIP optimizer and increases the size of the 

problems which can be successfully solved. Reported solution times for 

both of these latter approaches were of the order of minutes for 

problems with only a small number of integer variables. 

Some of these techniques could be applied to the initial MIP model 

constructed to solve this pipeline problem (discussed in Chapter 1), and 

possibly could enable the problem to be successfully optimized. 

However, the relatively long solution times required would still 

preclude using MIP as a practical scheduling tool for this situation. 

2.3.1.2 Dynamic Programming 

Dynamic programming (DP) has been investigated as a scheduling 

technique, originating with the work of Held and Karp, and extended by 

others (Conway et al [20]) . Its principle advantage over complete 

enumeration is that it eliminates many possible schedules as it 

constructs the optimal processing order. Despite this advantage its use 
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appears limited to problems of up to about 25 jobs (French [30], p97) , 

too small for the pipeline problem. 

Dimensionality 

The restriction in job numbers is due to the rapid increase in 

computational and storage requirements as the problem size grows. The 

number of calculations is approximately proportional to n*2 (French 

[30], p97). Additionally, at each stage of the optimization all of the 

partially constructed schedules are stored until all of the problems at 

the next stage have been solved. It is this storage requirement that is 

probably the practical limit on problem size, rather than the amount of 

calculation (Conway et al [20], p65). 

Formulation 

The introduction of precedence constraints may reduce the calculations 

involved and hence enable problems with more jobs to be solved. 

Similarly, the use of dominance conditions (elimination criteria) may 

significantly reduce the solution difficulty. On the other hand this 

tends to make substantial demands on storage requirements and hence 

effectively limits DP to problems with less than 25 jobs (French [30], 

pl02) . 

2.3.1.3 Branch and Bound 

Branch and bound (B+B) is a general purpose strategy that is widely used 

for many combinatorial problems, such as in most commercially available 

MIP optimization codes and as the basis for many heuristic methods, and 

not just scheduling applications. Branching partitions the original 

problem into two or more sub-problems, and bounding places a value on 
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the optimal solution to curtail enumeration of non-optimal sub-problems. 

The crux of successful methods is the order in which the sub-problems 

are selected for evaluation and the efficiency of prvming sub-optimal 

schedules. 

The basic concept is shown in Figure 2.1. The problem is partitioned 

into a number of sub-problems, termed nodes. The problem may be 

visualized as a tree, with the branches representing the connection 

between the parent node and successor (or child or offspring) nodes. 

The first node is termed the root node and a node which has no 

successors is called a terminal node. 

Root Node 

T T T=terminal node 

Figure 2.1 Branch and Bound Tree 
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Ejcplanations of the basic methodology of the branch and bound method are 

widely available (French [30], Conway et al [20] , Baker [5]). The 

following section concentrates instead on the practical application of 

this technique to the pipeline scheduling problem and discusses reported 

limitations. 

Graves (1981) [35] notes that all optimization approaches to the job 

shop category appear to be B+B procedures. These procedures differ 

primarily with respect to the branching rules employed, to the bounding 

mechanism and bound generation. Despite the research conducted on the 

method the largest problems reported to have been solved have involved 

less than 10 tasks scheduled on less than 10 processors. 

Branching 

Barker and McMahon [11] concur that the most successful algorithms for 

scheduling the general job-shop are of the B+B type. They note that two 

classes of enumeration scheme may be distinguished. In the first an 

operation is chosen to be scheduled adjacent to part of the schedule 

already fixed. In the second branching takes place on the basis of some 

conflict which seems important, where-ever it appears in the schedule. 

In their approach (based upon the second class), each node contains a 

complete schedule. The conflict resolution which takes place at each 

node is not usually between two operations, but rather between one 

operation and a block of several others. 

Stinson et al [63] note that schedules rapidly become very large. 

Therefore it is necessary whenever possible to prune away portions of 

the tree, hopefully in its earlier stages of development. Potts and van 

Wassenhove [58] concluded that in order to solve difficult combinatorial 
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problems all available fast pruning devices should be used. Pruning 

operations are done in two ways: by dominance priming and by lower bound 

pruning. 

DoBoinance Pzruning 

Stinson et al [63] note that the most efficient implementation of 

dominance pruning is by "left-shifting". Thus if any operation assigned 

a start time in some partial schedule can be left shifted to an earlier 

start time without violating a precedence or resource constraint the 

partial schedule is dominated. This is easily visualized on a Gantt 

chart. 

Lower Bound Pruning 

In lower bound pruning selected constraints are relaxed in order to 

obtain a lower bound estimate of the objective value of the complete 

schedule. The inclusion of the constraints can only serve to reduce the 

quality of the objective value. Thus if the estimate to the relaxed 

problem is greater than that of some other known complete schedule the 

existing partial schedule can be pruned away. 

Obviously the B+B tree is more effectively pruned with a stronger lower 

bound. Stinson et al [63] note three types of lower bounds for multiple 

resource constrained schedules: 

1. precedence based, in which the lower bound is calculated by 

ignoring any resource constraints, and hence the resulting schedule 

is due only to precedence relationships. 
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2. resource based, in which precedence constraints are ignored and the 

schedule duration is determined by the available resources required 

by the remaining tasks, and 

3. critical secfuence, in which precedence and resource constraints are 

simultaneously taken into account. 

In their approach all three lower bounds are calculated and the largest 

of the three is taken to be the lower bound of the schedule. 

Node Selection 

The manner in which the tree develops is a function of the node 

selection heuristic. Stinson et al [63] note that to some degree 

pruning is enhanced through the rules which govern the manner in which 

the tree is allowed to grow. They claim that the use of a single node 

selection rule for very large problems may be of limited effectiveness. 

This arises because in large trees many nodes may have the same lower 

bound. They supported the use of a series of tie breaking rules, called 

a decision vector, for selecting the next node from which to branch. 

Their decision vector contained a combination of "look-ahead" and 

"look-back" parameters, such a lower bounds and machine utilization 

respectively. 

Ccnputational Performance 

Stinson et al [63] presented results for a number of project, flow shop 

and job shop scheduling problems. Their results are probably not 

directly applicable to the pipeline scheduling problem because it does 

not contain the precedence relationships which figured prominently in 

their project scheduling and flow shop problems. They noted the 
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performance of their procedure was significantly influenced by the 

improved critical sequence lower bound. The performance of their 

algorithm deteriorated with increasing problem size and most job shop 

problems with 10 jobs on 6 machines (the largest problem size reported) 

were not able to be solved. Importantly they noted that the 

disadvantage with their B+B approach (and others in general) is the 

essentially unpredictable variance in computation time from problem to 

problem. 

Potts and Van Wassenhove [57] noted that none of the algorithms in the 

literature, including both branch and bound and dynamic programming, 

have been successfully applied to problems with more than 20 jobs. The 

branch and bound methods are limited by computational times and the 

dynamic programming algorithms are limited by core storage requirements. 

Their algorithm for the single machine weighted tardiness problem 

incorporated a new Lagrangian relaxation method and checked dynamic 

programming dominance during the node search. All testing appeared to 

be conducted on synthetically constructed problems rather than practical 

situations. They concluded that their method was suitable for single 

machine problems with up to 4 0 jobs. 

2.3.2 Heuristic Methods 

Much has been written on heuristic methods and their application to 

sequencing and scheduling. Eglese [25], Silver et al [60], Fisher and 

Rinooy Kan [27] , Ball and Magazine [10] and Foulds [29] discuss the 

general design, analysis and implementation of heuristics in operations 
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research. Pearl [55] provides a formal treatment of search strategies, 

performance analysis and properties of heuristic methods. French [30] 

examines some applications of heuristics to schedule generation 

techniques. Given the breadth and depth of this subject this discussion 

reviews the basic types of methods before examining some applications to 

specific scheduling problems. 

In the following discussion the definition of a heuristic provided in 

Eglese [25] and Silver et al [60], and attributed to Nicholson, is used: 

A heuristic is a procedure for solving problems by an intuitive 

approach in which the structure of the problem can be interpreted 

and exploited intelligently to obtain a reasonable solution. 

Why use a heuristic? 

Silver et al [60] and Fisher and Rinnoy Kan [27] note the historical 

interest in heuristic methods. Essentially, early research efforts were 

directed at finding optimal, or exact, solutions to management science 

problems. However, the failure to find solutions to some problems and 

the discoveries about computational complexity (NP-completeness, etc) 

indicated that for many problems effective optimization algorithms 

probably cannot be developed. This has turned attention to heuristic 

methods, and their ability to efficiently find good approximate 

solutions. 

Whilst computational intractability is the chief reason for the use of 

heuristics to solve mathematical problems other important reasons exist. 

Silver et al [60] and Eglese [25] list a number of these. These include 

ease of understanding, development time and costs, inexact or limited 

42 



data, and the inclusion of secondary objectives. Silver et al note that 

because heuristic methods are often simpler to understand, this markedly 

increases the likelihood that the approach will be implemented in 

practice. Both articles include Woolsey and Swanson's observation that 

"people would rather live with a problem they cannot solve than accept a 

solution they cannot understand." Eglese states that this ability to 

understand the solution gives users a better idea of whether the model 

produces acceptable results. Haessler [36] argues instead that 

industrial grade heuristics will be very complex, and a rational user 

should be concerned with the quality of the answer and the effort 

required to get it, not with how easy it is to describe the procedure. 

The author's own industrial experience, however, is that senior 

management are unwilling to accept the solutions provided by models 

unless the predictions can be rationalized in terms of simple known 

relationships. Hence a dilemma arises in explaining in simple terms the 

output from what may be a complex computational procedure in order to 

gain the necessary support of the organization. 

2.3.2.1 Types of Heuristic 

Eglese [25] notes that many classifications have been proposed for 

heuristic methods. His classification, which closely matches that of 

Ball and Magazine [10], is based upon the method by which the solution 

is obtained. On the otherhand. Pearl [55] recognizes three categorizes 

of heuristics, based upon the type of solution sought. Both approaches 

are useful in developing an appropriate solution methodology. However, 

the latter, "ends" as opposed to "means" approach, is noted because it 

emphasises the solution goal. These categories are: 
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1. Optimizing, in which the aim is to establish the optimum solution. 

2. Satisficinq. in which the aim is to discover any (feasible) 

solution with as little effort as possible. 

3. Semi-Optimizing, in which the aim is to find a "good" solution with 

a reasonable amount of search effort. 

Semi-optimizing problems fall into one of two categories: 

1. Near-Optimization. in which the boundaries of the acceptance 

neighbourhood (i.e. the proximity of the "good" solution with 

respect to the optimum) are sharply defined, such as within a 

specified factor of the optimum 

2. Approximate-Optimization, in which the "good" solution is near the 

optimum with a sufficiently high probability (i.e. "most of the 

time") . 

As discussed in Chapter 1 a good rather than optimal solution is sought, 

and hence the "approximate-optimization" heuristics are of primary 

interest. 

2.3.2.2 Basic Search Procedures 

Heuristic search procedures may be broadly grouped into systematic and 

unsystematic approaches. Whilst each approach has specific advantages 

Pearl [55] emphasises the importance of using a systematic search, so 

that "no stone is left unturned" and "no stone is turned more than 
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once". The following section summarizes the basic approaches which are 

relevant to the problem at hand and discusses the selection of specific 

heuristics used to guide the search for a solution. The procedures 

essentially use a branch and bound framework, but incorporate a 

heuristic to determine the order in which the nodes are evaluated and 

pruned to trim the problem tree to manageable size. 

Unsystematic Search: Hill Climbing 

The hill climbing strategy is based on local optimizations, choosing the 

direction of steepest ascent from the current position. This strategy 

is termed "greedy", because each successive step is taken so as to 

maximize the immediate gain. It is the simplest form of search strategy 

because it involves little computational effort, and maintains no memory 

of past attempts or the path taken to get to the current position. 

This strategy amounts to repeatedly expanding a node (generating all 

successors of a parent node), inspecting all its newly generated 

successors, and choosing and expanding the best of these. No further 

reference is retained of the parent or sibling nodes. The computational 

simplicity of this method is not without its shortcomings, standing a 

high chance of missing the global "optimum" due to be lured into an 

region in which a local "optimum" resides, or one in which no feasible 

solution exists. In its basic form this strategy is irrevocable because 

it does not permit backtracking to previously suspended alternatives. 

IXainf ormed Systematic Search 

A number of strategies exist for systematically exploring the solution 

space and avoiding the pitfalls of unsystematic search. In uninformed 

methods the order of the search does not depend on the nature of the 
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solution sought. Thus the location of the goal node does not alter the 

order in which the nodes are expanded. These strategies tend to be 

inefficient and are usually impractical on large problems. However, 

they can be readily altered to incorporate heuristic information to 

order the node expansion. 

1. Depth-First 

In depth-first search priority is given to nodes at deeper levels in the 

search tree. After node expansion, one of the newly generated children 

is selected for expansion. As a consequence the process is a 

last-in-first-out (LIFO) policy. The forward exploration is pursued 

until, for some reason, progress is blocked. If blocking occurs, the 

process resumes from the deepest of all nodes left behind. This policy 

works well when solutions are plentiful and equally desirable, or when 

there are reliable early warning signals to indicate an incorrect 

candidate direction. 

If unchecked, however, this strategy can continue to probe deeper and 

deeper along some fruitless path. For this reason, depth-first 

algorithms are usually equipped with a "depth bound": a stopping rule 

that, when triggered, returns the algorithms attention to the deepest 

alternative not exceeding this bound. Thus the program backtracks under 

two conditions: the depth bound is exceeded, or a dead end is reached. 

The latter event occurs when a node fails to pass a test for some 

property that must hold true for any node on a path to a solution. 

2. Backtracking 

This is a version of the depth-first search that applies the LIFO policy 

to node generation instead of node expansion. Thus when a node is 
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selected for exploration, only one of its successors is generated. This 

new node, unless it is found to be terminal or a dead end, is again 

submitted for exploration. If the generated node meets a stopping 

criterion, the program backtracks to the closed unexpanded ancestor. 

The main advantages of backtracking over depth-first are its storage 

economy and the fact that is minimizes the computation required to 

expand each node. This advantage is marred by being unable to use 

heuristic information for evaluating the candidate successors, as in the 

informed version of depth-first (discussed later). 

More sophisticated backtracking strategies use "backmarking", with 

which, after meeting a dead end condition, they back up several levels 

at once. This is done by analyzing the dead end condition to see if the 

cause for that condition can be placed on one of the earlier ancestors 

along the traversal path. 

3. Breadth-First 

These strategies assign a higher priority to nodes at the shallower 

levels of the search space, progressively exploring sections of the tree 

in layers of equal depth. This is implemented by a first-in-first-out 

(FIFO) policy, by expanding the nodes which have been generated, but 

unexplored, for the longest time. 

Unlike depth-first strategies, breadth-first search of locally finite 

trees is guaranteed to terminate with a solution if a solution exists. 

Moreover, it is guaranteed to find the shallowest possible solution. 

However, the breadth-first method must retain in storage the entire 
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portion of the tree it explores, to enable it to come back to expand 

nodes suspended earlier. 

Informed Best-First Search 

Informed strategies make use of heuristic information to aid the search 

for a solution. The most natural stage for using heuristic information 

is in deciding which node to expand next. A similar decision is also 

taken in hill climbing strategies when selecting the most promising 

direction to proceed. However, what sets best-first apart is that it 

selects the best from among all the nodes encountered so far, no matter 

where it is in the partially developed tree. This is analogous to the 

frontier search method described in French [3 0]. 

The promise of a node can be estimated in a number of ways: by assessing 

the difficulty of solving the sub-problem represented by the node; by 

estimating the quality of the successors of the node; and by considering 

the amount of information gained by expanding the node. In all these 

the promise of the node is estimated niomerically by a heuristic 

evaluation function. 

The implementation of best-first strategies requires a trade-off between 

increased computation to provide a history of the nodes which have been 

explored, and possible duplicate description without this memory. 

Hybrid Strategies 

Characteristics of the three main search strategies described above, 

namely hill-climbing, backtracking and best-first, can be combined to 

achieve better computational performance within the memory requirements 

of the computer. In this manner the user can modify the number of 
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alternatives considered in each decision and the degree to which the 

search strategy allows recovery from disappointing search avenues to 

reaccess previously suspended alternatives. 

2.3.3 Cutting Stock Algorithms 

Cutting stock problems arise when a requirement exists for a number of 

lengths of material to be cut from larger pieces, such as in the paper 

and steel industries. The objective is typically to minimize the cost 

of meeting the requirements, usually by minimizing the resultant waste. 

A distinction is drawn between integer problems, in which the demand for 

a rec[uired length must be met by whole pieces, and fractional problems, 

in which the required length can be met by summing a number of pieces 

not necessarily whole. This distinction has practical significance due 

to the difficulty of developing solution techniques for the integer 

problem. 

Typical solutions to one-dimensional cutting stock problems can be 

pictured diagrammatically, as in Figure 2.2. A particular form of the 

one-dimensional cutting stock problem is when each pattern must contain 

a set number of distinct items, and it is this form which provides the 

analogy with pipeline scheduling. For example, a 4 pipeline problem and 

a cutting stock problem in which 4 items must constitute each pattern 

have a conceptual equivalence whereby the mix of products on the 

pipelines can be related to a cutting pattern. In the same way that 

longer run lengths of patterns result in less knife setups, increased 

pumping time of product mixes requires less setups. In both systems 

setup times adversely affect system performance. Hence encouraging 
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"patterns" with large usage levels minimizes the time lost due to 

changeovers. 

Theoretical Maximum 

< Run 1 > < Run 2 > < • Run 3 

Pattern 1 Pattern 2 Pattern 3 

Figure 2.2 Cutting Stock Representation 
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Much of the work on cutting stock problems has been directed towards 

maximizing run lengths or minimizing the number of distinct patterns. 

Because obtaining solutions with as few changeovers (requiring setups) 

as possible is one of the major objectives in pipeline scheduling 

solution methods for cutting stock problems is examined below. This was 

a major motivation for the methods used in Chapter 4 and 5. 

Gilmore and Gomory developed a linear programming approach to the 

solution of cutting stock problems (Gilmore [34]). However, a 

conventional LP formulation of a cutting stock problem results in a 

matrix with many columns, and an LP approach to an integer programming 

problems results in a matrix with many rows. Thus a traditional LP 

approach to the integer cutting stock problem results in a very large 

matrix, and a corresponding difficulty in finding exact solutions 

(Gilmore [34]) . Lasdon [52] notes that problems involving matrices with 

many columns often have a large number of near-optimal solutions prior 

to optimality, imposing serious problems for their solution. 

Column Generation Techniques 

A proposal for overcoming the difficulty of the large number of columns 

was to generate a library of only useful columns, by some measure of 

"useful", and to use only these columns in the matrix. However, it is 

difficult to find measures of "usefulness" that sufficiently restrict 

the size of the matrix without distorting the solution (Gilmore [34]) . 

This problem was eliminated by recognizing that the pricing out step of 

the primal simplex LP algorithm could be replaced by the solution of a 

knapsack problem. (The knapsack problem is so named due to its analogy 

to filling a knapsack with objects of the greatest total worth subject 

to the weight limitation that a hiker can carry.) The method depends 
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heavily on being able to rapidly solved knapsack problems, and 

fortunately several effective algorithms are available. Effectively 

this approach enables one to implicitly consider all the possible 

columns while holding only a few at any one time. 

Heuristic Modification 

Johnston [44] and Haessler [37] note that the primary difficulties of 

the LP model of the cutting stock problem are related to the lack of 

control over small batch sizes and the excessive number of batch sizes, 

and hence setups, which result. Inherent also in the approach is the 

difficulty of rounding fractional solutions to feasible integer 

solutions. Haessler notes that when the width of the average order is 

small relative to the width of the master roll the LP approach is often 

unsuitable, due to the excessive number of patterns generated. Instead, 

a sequential pattern generation technique, which heuristically selects 

patterns with high usages, is better. However, when the width of the 

master roll is a small multiple of the width of the average order, these 

sequential methods may perform poorly and approaches using an LP 

solution as a starting point are better. 

Johnston [44] uses heuristically based penalty methods, within the LP 

framework, to encourage the generation of low cardinality solutions 

(that is, those with a small number of batches with high usage levels). 

This is achieved by maximizing the total potential maximum batch size of 

patterns, while keeping the run length constant and the waste within set 

limits. (The potential maximum batch size is the maximum number of 

times a particular pattern may be used.) In itself this maximization is 

not sufficient because several patterns with equally large potential 

maximum batch sizes could remain in the solution at usage levels well 
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below their maximvun. Thus, several heuristics are used to differentiate 

between patterns with similar potential maximum batch sizes. 

One successful approach has been to embody these heuristics in a 

tree-search procedure (Johnston [45,46]). The structure of the tree, 

branching technique and backtracking procedure used are shown in Figure 

2.3. This method has been adopted in a similar way in the algorithm 

described in Chapter 4. 

Figure 2.3 Tree-Search With Backtracking 
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In this approach a set of patterns, representing the different cutter 

arrangements, are created. The "best" pattern is selected according to 

some performance measure, such as minimum waste, and is added to the 

partial schedule. This is represented by a branch of the tree. A new 

set of patterns is then created at the next node of the tree and the 

selection and scheduling process is repeated. 

In this way the schedule is built up by progressively adding patterns to 

the partial schedule. The unused patterns may be stored for use in 

later backtracking. During backtracking the algorithm selects a point 

in the schedule from which to reschedule and selects the best untried 

pattern at this point. This pattern is then added to the partial 

schedule and the pattern generation, selection and scheduling process 

recommences. A mechanism is employed to decide when backtracking should 

cease, such as when no further improvement in the solution quality 

appears to be easily obtainable. 
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2.4 Scheduling Rules Approach 

Scheduling rules, otherwise known as priority rules, are disciplines 

for choosing the order in which jobs are selected for scheduling. 

Panwalker and Iskander [54] list over 100 reported rules. They classify 

these into three main categories: 

1. Simple Priority Rules, which are based on information relating to 

each specific job, such as its due date, processing time, etc. 

Random dispatching is also included in this category, as are 

combinations of these rules. 

2. Heuristic Scheduling Rules. which involve more complex 

considerations, such as anticipated machine loading, effect of 

alternate routing, etc. These rules are usually used in 

conjunction with simple priority rules. 

3. Other Rules. which involve rules designed for a specific shop, or 

combination of priority indexes based on mathematical functions of 

job parameters. 

They note the consensus among researchers appears to be that a 

combination of simple priority rules, or a combination of heuristics 

with a simple priority rule, works better than individual priority rules 

alone. They report that simple priority rules are the most commonly 

used (70 % ) , followed by "other" (20 %) and "heuristic" (10 % ) . 

54 



Priority Rules 

Vepsalainen and Morton [70] summarized the principal features of the 

major priority rules as follows: 

1. The First Come / First Served (FCFS) rule is easy to implement, but 

such a backward looking approach is detrimental to most performance 

criteria. 

2. The weighted Shortest Processing Time (WSPT) and SPT rules tend to 

reduce tardiness in congested shops by giving priority to shorter 

jobs, and frequently achieve a remarkably low total number of tardy 

jobs without using explicit due date information. 

3. The Earliest Due Date (EDD) rule emphasizes job urgency. Arkin and 

Roundy [3] note that EDD sequences do not do well for general 

weighted tardiness problems. However, they work well when the 

weights of the jobs are roughly proportional to the processing 

times, and when very little tardiness occurs. 

4. The Minimum Slack (MSLACK) rule applies additional processing time 

information to the EDD rule, but in a way that counteracts the SPT 

rule: of several jobs with the same due date, priority is given to 

the longest job. Hence some schedulers have experimented with 

ratio rules, such as Slack per Remaining Processing Time (S/RPT), 

which tend to compensate for the anti-SPT tendencies of the MSLACK 

rule. 

5. The Modified Due Date (MDD) rule, which adjusts the due date to the 

earliest possible completion time once the job becomes critical 
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(once the slack becomes negative), is very efficient for 

non-weighted tardiness scheduling. 

They note that the common priority rules are known to be deficient at 

certain shop load conditions. For example. Earliest Due Date, Minimum 

Slack and Slack per Remaining Processing Time rules perform reasonably 

well with light load levels but deteriorate in congested shops. On the 

other hand, the most common priority scheduling rule, the Shortest 

Processing Time rule, fails with light load levels and generous due data 

allowances. 

Heuristics 

Gere [33] conducted a thorough simulation of a job shop to test the 

performance of selected priority rules and heuristics. He concluded 

that "alternate operation" and "look ahead" heuristics significantly 

improved schedules when used to augment a reasonable priority rule. In 

fact he suggested that the selection of the priority rule itself was 

relatively unimportant. Moreover, a "poor" rule when augmented with a 

suitable heuristic is better than a "good" rule without one, and he 

observed that heuristics tend to reduce the difference in performance 

between priority rules. The two heuristics noted above were more 

effective when used together than either one used alone. 

Because there is little difference in effectiveness of the priority 

rules after they are combined with two or more heuristics, Gere 

recommends that a simple rule should be used in preference to a complex 

rule. Of the simple rules tested, non-random rules were significantly 

more effective than random rules (first-in-first-out (FIFO) rules were 

also considered random). There appeared to be little difference in 
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effectiveness between rules based in some reasonable way upon job slack, 

with the simplest rule (job slack) at least as good as more complex 

rules (job slack per operation, job slack ratio, modified job slack 

ratio). 

Gere contended that dynamic rules (those which are regularly updated) 

are generally more effective than static rules (those which determine 

priorities before scheduling begins), because dynamic rules take into 

account additional information not available to the static rules. In 

addition, he believed it reasonable to expect that effective priority 

rules will take into account due dates or processing times or both. 

Furthermore, because each operation is another opportunity for delay as 

the job waits in a queue at a machine, the number of operations appears 

to be relevant. Also, machine loading should be a significant factor, 

because expected delays are greater on heavily loaded machines. 

The significance of the heuristic augmentation on schedule performance 

warrants a brief description of the heuristics used. The "Alternate 

Operation" procedure revoked the selection of a simple priority rule 

when that rule caused another job to become "critical" (that is, tardy, 

or close to becoming tardy). "Look Ahead" checked whether a critical 

job was due to reach the machine before the selected operation was 

completed, and if so the selected operation was dropped and the machine 

idled. "Insert" searched for the longest operation which could then be 

scheduled in the available idle time, without delaying the critical job. 

More complex heuristics were proposed ("Time Transcending Schedule", 

"Subset of Critical Jobs", etc), but Gere contended that they were 
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probably no more effective than the simple heuristics above, whilst 

being much harder to program and expected to take longer to solve. 

The application of scheduling rules as they relate to the specific 

characteristics of the pipeline scheduling problem are discussed in the 

following sections. 

2.4.1 Job Characteristics 

Ready Times 

Posner [56] considered single machine sequencing of clustered jobs, in 

which jobs within each cluster had similar, though not necessarily the 

same, release dates, which were distinct from those in other clusters. 

Obviously clustering is exhibited in the pipeline problem by jobs which 

are sourced from the same product batch. However, Posner assumed 

precedence relationships existed between clusters, such that no job from 

a later cluster could be scheduled until all the jobs from the earlier 

cluster had been completed. In addition, his method was directed at 

ordering the jobs within each cluster, and hinged on the release dates 

of these jobs being different. 

Baker et al [6] investigated preemptive scheduling of a single machine 

subject to general release dates. Their objective was to minimize the 

total cost which was a monotone nondecreasing function of the job 

completion times. Their approach was to decompose the schedule into 

blocks. A block was defined as a minimal set of jobs processed without 

idle time, such that each job not in the block is completed not later 

than the first job in the block is released, or not released before the 

last job in the block has been completed. Blocking thus enables the 
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schedule to be broken into sub-problems, and jobs within each block 

scheduled independently of jobs in other blocks. Preemption is 

essential for their algorithm to determine in advance the block 

structure upon which the optimal schedule is based. Their results can't 

easily easily be extended to accommodate the resource constraints, 

sequence dependent setup times and multiple machines of the pipeline 

scheduling problem at hand. 

Due Dates 

Historically, job delivery with regard to due date commitments has 

concentrated on tardiness; that is, performance only becomes an issue 

once the job is late. However, the increased significance now placed in 

Just-In-Time (JIT) production methods often results in earliness as well 

as tardiness being discouraged. Baker and Scudder [7] observe that the 

vast majority of articles on earliness / tardiness (E/T) problems deal 

with single machine models, although some single-machine results have 

been extended to parallel machines (these are frequently identical 

machines, although uniform machines have occasionally been considered). 

They suggest that problems with distinct due dates appear to be 

intrinsically different from solutions to problems with a common due 

date, due to differing properties of the optimal schedule for each 

problem class. They observe that there has been less progress with 

distinct due dates, and in general, it appears that only branch and 

bound techniques have been effective at solving problems in this class. 

Moreover, E/T criteria are likely to require comparatively sophisticated 

scheduling procedures. Dispatching procedures (that is, those which 

allow a scheduling decision to be made in real time when a machine 
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becomes idle), even sophisticated ones, may be inappropriate as 

effective solutions may need to make use of inserted idle time. 

Job Priorities 

Vepsalainen and Morton [70] note that mainstream research in priority 

dispatching has considered jobs with equal delay penalties, thereby 

ruling out strategic differentiation of customer orders. They analyzed 

dispatching rules based upon greedy heuristics in which priority is 

given to the job with the highest expected delay cost per imminent 

machine processing time. For a job with some slack, the expected 

tardiness cost is reduced according to a look-ahead feature. They found 

that the resulting "Apparent Tardiness Cost" (ATC) rule dominated the 

competing rules (first come/first served, earliest due date, shortest 

processing time, etc) tested in all shop load conditions studied. They 

found that the results, achieved with predetermined parameter values for 

look-ahead and lead time estimation, could often be improved by 

adjusting the parameters on the basis of shop load. 

The major differences between their assumptions and the conditions of 

the pipeline scheduling problem included: no preemption, no sequence 

dependent setup times and continuous availability of machines. 

1. Apparent Tardiness Cost 

The ATC priority index for job i in a single stage shop at time t is as 

follows: 

ATC(t) = V. / P, * exp(-S, / (k*P)) 
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where: 

S, = max ((D, - P. - t) ,0) 
1 1 1 

and: 

ATC(t) = apparent tardiness cost index at time t 

V. = tardiness cost per unit time of job i 

P, = processing time of job i at time t 

D, = due date of j ob i 
1 "̂  

S. = positive slack of job i at time t 

k = constant 

P = average processing time of the waiting jobs 

The constant k is a look-ahead parameter which scales the slack 

according to the expected nijmber of competing jobs. Vepsalainen and 

Morton recommended a value of k=2 for static flow shops and k=3 as a 

reasonable average for dynamic flow shops. They suggested the value can 

be adjusted within the range of 1.5 < k < 4.5 to reduce the weighted 

tardiness costs in extremely slack or congested shops. 

2. Cost Over Time Rule 

In addition to the ATC rule, Vepsalainen and Morton discussed the 

performance of the Cost Over Time (COVERT) rule. This rule performed 

well in minimizing weighted tardiness, although not quite as well as the 

ATC rule in minimizing the number of tardy jobs. 

The COVERT priority index for job i in a single stage shop at time t is 

as follows: 

61 



COVERT (t) = V, / P, * (1 - (S. / (k*b*P))'^ 
1 1 1 

The constant b is a multiplier which relates the processing time to the 

expected waiting time. They used a value of b=2 and k=2 for their 

experiment. The "+" sign indicates that only positive values are taken. 

Earliness/Tardiness Penalties 

Baker and Scudder [7] note that different earliness and tardiness 

penalties (for the same job) are often observed in practice. This is 

because the earliness penalty tends to be endogenous (that is, it is set 

within the "shop", usually with the aim of minimizing inventory holding 

costs), while the tardiness penalty tends to be exogenous, due to the 

interaction with the customer. The primary role of both penalties is to 

guide solutions towards the task of meeting all due dates exactly. 

2.4.2 Machine Characteristics 

Parallel Machines 

Three primary categories can be envisaged for parallel machines. 

1. Identical machines, in which each machine is the same in terms of 

the tasks which can be processed and the rate at which these tasks 

can be processed. 

2. Uniform machines, in which the machines differ only in their 

processing speed. Hence the time taken to process a task on one 

machine is related to the time taken on another machine by a 

"speed" factor. 
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3. Unrelated machines, in which the machines differ in the tasks which 

they can perform, and may also differ in their processing rate for 

similar tasks. 

The second two categories are collectively referred to as non-identical 

machines. 

The decreasing lack of symmetry as one moves from category 1 to category 

3 corresponds to a decreasing level of research reported in the 

literature. Graves [35] notes that few of the simple results and 

algorithms from the single machine case can be carried over to the 

parallel machine problem. Most of the results obtained for the parallel 

extension assume that the machines are identical, and less frequently, 

uniform. The most common criteria studied are weighted flow time, 

maximum flow time (makespan) and weighted tardiness. 

Horowitz and Sahni [40] provide exact and approximation algorithms to 

minimize finish time (makespan) and weighted mean flow time for selected 

two machine problems, for both uniform and non-identical machines. They 

state that these methods can readily be extended to problems with more 

machines. Whilst their exact algorithms are exponential in the worst 

case, and hence are limited in the number of tasks which can be handled 

in reasonable time, their approximation algorithms are claimed to be 

linear or quadratic at worst. Of interest is that these approximation 

algorithms can guarantee an answer within a user specified error of the 

optimal. As expected, the solution time increases as this error is 

reduced. 

63 



The simplifying assumptions on which the above solution is based 

preclude the direct use of these algorithms to the pipeline application. 

Specifically, these methods assume non-preemptive tasks, zero ready 

times, no sequence dependent setup times, no resource constraints and 

continuous availability of all processors. 

Van de Vel and Shijie [69] applied bin-packing techniques to uniform 

processor scheduling. No computational results were provided, although 

they note that their algorithm is non-polynomial. Their search 

algorithm, which checks the feasibility of schedule configurations, is 

not discussed in detail. Adams et al [2] focused attention on the 

bottleneck machine, progressively shifting through all the machines in 

the shop. Dror et al [24] investigated the case in which the processing 

rate of individual machines was inversely proportional to the number of 

machines simultaneously at work. 

Machine Downtime 

Most research assumes the continuous availability of machines, and 

French ( [30] , p 201) notes that only a limited amount of work has been 

done for problems involving planned downtime of single machine 

processing. 

2.4.3 Resource Characteristics 

Three resource categories are generally recognized (Talbot [66]): 

1. Renewable, in which the resources are available in limited 

quantities each time period. For example, labour. 

64 



2. Non-renewable. in which the total consumption of the resource over 

the life, or part of the life, of the project is constrained. For 

example, project capital. 

3. Doubly constrained, in which the per-period and total availability 

are limited. 

In the problem at hand the resources belong to the first category, 

because the use of suction and offtaker pipelines is restricted in each 

time interval. Moreover, these restrictions are imbedded in time window 

constraints. Outside these windows processing is not possible for jobs 

which require resources which are unavailable; inside the windows jobs 

contend for the resources required before processing can commence. 

Most literature dealing with time window constraints appears to be 

directed towards vehicle routing, while machine scheduling usually 

assumes continuous machine availability. Solomon [62] considers the 

design and analysis of vehicle routing algorithms with time windows, 

noting that heuristic approaches are favoured due to the computational 

hardness of the problem class. Although the vehicle routing results are 

not directly applicable to the pipeline problem they demonstrate the 

application of insertion heuristics, and their usefulness in problems 

involving tight time windows. 

French ([30] p 198) notes that in general resource constrained 

scheduling problems are very difficult and usually NP-hard. Talbot and 

Patterson [65] present an integer programming algorithm with network 

cuts, aimed primarily at project scheduling problems involving 

precedence constraints. They suggest this method provides a reliable 
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optimization technique for problems with 30 to 50 jobs and three 

different resource types. In their method the network cuts are integer 

time periods which are used in elimination rules to remove partial 

schedules that cannot possibly lead to improved solutions. 

2.4.4 Assignment Characteristics 

Setup Times 

Wilbrecht and Prescott [73] used simulation to assess the effect of 

different scheduling rules involving setup times on job shop 

performance. They concluded that for shops working at full capacity, 

giving priority to jobs which did not require setup produced the best 

performance based upon their criteria. (They actually selected jobs 

with similar setups, but defined the machine setup as the difference 

between the setup of the job most recently processed and the job about 

the be processed. This resulted in zero machine setup for jobs with 

equal relative setup.) Defining job processing time as the sum of run 

time plus setup time, they also noted that both "longest processing" and 

"shortest processing" rules were better than "longest run" and "shortest 

run" rules. For shops with excess capacity they surmised that setup 

times probably have less influence on shop performance. 

So [61] presents three heuristics for scheduling jobs on parallel 

identical machines with setups. A primary assumption is that the jobs 

with the shortest processing time are assumed to have the highest 

rewards. Thus the optimal schedule can be determined by selecting jobs 

with the shortest processing times. He concluded that the "greedy" 

heuristic provided the best performance/time trade-off. In addition to 

performing well on all test cases, and producing the best solution in 
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many of these, it ran much faster than the sequential and decomposition 

approaches, both of which used a dynamic programming procedure. 

Preemption 

Preemption is said to occur when the processing of a job that has been 

started is stopped before completion (Conway et al [20]). Different 

kinds of preemption are possible depending on the treatment of the 

interrupted job when it returns to the machine for further work. 

In preempt-resume. processing continues where it left off without any 

extra work or time being incurred due to the interruption. Thus the 

processing time of the job is constant, independent of the number of 

interruptions. 

In preempt - repeat. the benefit of any processing that has been done is 

forfeited with the interruption. The stated processing time is 

therefore a minimum, achieved only when the job is processed without 

interruption. 

A commonly occurring discipline between these two extremes involves 

preempt-resume operation for the processing time with preempt-repeat for 

the setup time. This is the discipline observed in the pipeline system 

studied. 

One primary difference between preempt-repeat and preempt-resume is that 

in the former advance knowledge of job arrivals has a definite effect on 

the schedule. If there is no job that can be completed before the next 

(higher priority) arrival and withstand its preemption, then the machine 

should probably remain idle until that arrival. 
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Conway et al [20] noted that no general optimal procedures have been 

offered for preempt-repeat circumstances. Baker et al [6] examined 

preempt-resume scheduling of a single machine with release dates and 

precedence constraints. No computational results were provided. 

Federgruen and Groenevelt [26] used similar-path augmenting techniques 

to maximize spare capacity on preemptive machines. 

Precedence Constraints 

Although precedence constraints rarely occur in the system studied, 

situations can be envisaged in which the schedule must recognize this 

form of relationship amongst jobs. Baker et al [6] approached the 

precedence constraint by modifying the release date of jobs that must 

wait until other jobs had finished, such that the modified release date 

was greater than the completion time of the other jobs. In this manner 

explicit recognition of the precedence relationship during schedule 

preparation was not required. 

Splitting Between Machines 

The literature search conducted uncovered no results which dealt with 

situations in which individual jobs could be processed by more than one 

machine simultaneously. Instead, the common assumption is that each job 

constitutes an indivisible entity which can only be assigned to a single 

machine at any particular time, although operations on more than one 

machine, each as a separate stage, are often required. 

Inserted Idle Time 

Idle time becomes relevant when preemption exists. If a preempt-resume 

operating mode exits with no minimum processing requirement, then no 

advantage is gained if a machine is left idle, providing that resource 
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constraints do not detract from another machine's performance. However, 

if preempt-repeat operation exists, or any of the above qualifications 

fail, then the machine should probably remain idle until a higher 

priority job becomes available (Conway et al [2 0]). 

Schedule Generation Techniques 

French [30] notes three classes of schedules: 

1. Semi-Active, in which each operation is started as soon as it can, 

within the technological constraints and the defined processing 

sequence. 

2. Active, in which the processing sequence is such that no operation 

can be started any earlier without delaying some other operation or 

violating a technological constraint. These form a sub-class of 

the semi-active. 

3. Non-Delay, in which no machine is kept idle when it could start 

processing some operation. These form a sub-class of the active, 

and hence also of the semi-active. 

Obviously each sub-class is smaller than its parent class, reducing the 

number of possible candidates. French [30] notes that, although the 

optimum schedule is not necessarily non-delay, strong empirical evidence 

suggests that algorithms should concentrate on only this type. However, 

commonsense suggests that this strategy is not necessarily relevant for 

problems with preemption and setup times. 
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2.4.5 Matchiq) Scheduling 

Revision or modification of existing schedules probably occurs more 

frequently than generating new schedules from scratch, particularly in 

situations with a rolling horizon. Despite this, almost all reported 

work deals with the later task, unencumbered with the constraints 

imposed by previous decisions. However, these prior decisions 

constitute an agreement between provider and client regarding delivery-

expectations and cannot simply be ignored. Clearly, clients are 

unlikely to willingly restructure their plans to accommodate a change 

sought by the scheduler to fulfil a new or revised demand of another 

client. Thus the scheduler must usually work within the existing 

constraints, albeit with some possible alteration of "soft" 

restrictions, when revising the schedule to account for changing 

circumstances. 

Bean et al [12] note that "failure to recognize the ongoing nature of 

the problem constitutes as significant over-simplification" of the task. 

Their work on matchup scheduling presents a method for adapting a 

preplanned schedule (known as a "preschedule") to a changing scheduling 

environment. Their strategy is to follow the preschedule until the 

disruption occurs. They then reschedule part of the preschedule to 

accommodate the disruption such that the revised schedule matches up 

with the preschedule at some specified future time. The revised portion 

of the schedule seeks to compensate for the disruption to minimize the 

total tardiness. 

This method assumes that the disruptions are spread far enough apart to 

allow matchup to occur between them. In a system with ample and well 
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distributed slack resources matchup can be quickly achieved and this 

assumption is usually valid. However, if the disruptions occur too 

close together then a preschedule will not generally be useful and 

complete rescheduling is probably more appropriate. 

In practice, determining the matchup time and rescheduling from the 

disruption to the matchup time is accomplished heuristically. Bean et 

al assume a future time and seek initially to matchup within a specified 

cost threshold (such as a given increase in tardiness), rescheduling 

only the machine upon which the disruption occurs. If the cost exceeds 

the threshold they increment the future time and retry, until the 

threshold is achieved or some maximum time is exceeded. If the maximum 

time is exceeded they reallocate the jobs amongst the available 

machines, reset the future time to the initially assumed value and 

reschedule. During the matchup phase the algorithm checks for job 

interchanges using six different ordering rules and selects the lowest 

cost solution. 

Four distinct matchup strategies are used: 

1. Pushback: in which machine assignments and job sequences stay the 

same, and only the start and finish times shift to accommodate the 

disruption. 

2. Dynamic: in which priority rules, such as earliest due date and 

modified due date, used to reorder the jobs. 
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3. Total Reschedule: which attempts more optimization than Dynamic by 

involving full rescheduling of all jobs and ignoring preschedule 

assignments. 

4. Matchup: which seeks to maintain preschedule assignments as much as 

possible, switching job/machine assignments as needed to correct 

for the disruption. 

Bean et al concluded that assuming the original schedule were optimal, 

then if the disruptions are sufficiently spaced over time the optimal 

rescheduling strategy is to matchup with the preschedule. They found 

that a MIP approach for multi-machine lot reassignment was better than a 

priority rule approach when the machine utilizations were high, but took 

much longer. 

2.5 Other Methods 

2.5.1 Constructive Algorithms 

Many successful methods have been demonstrated for obtaining optimal 

solutions for single machine problems (Conway et al [2 0], French [3 0]). 

These constructive algorithms build an optimal schedule by following a 

set of rules which exactly determine the processing order. However, 

their extension to multiple machine shops has not been as successful. 

In both flow shop and job shops only a few specialized cases with two or 

more machines are amenable to such analysis (French [30], p66). 
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2.5.2 Simulated Annealing 

Abramson [1] investigated the application of simulated annealing to 

constructing school timetables. This is a Monte-Carlo based technique 

which simulates the cooling of a collection of hot vibrating atoms. When 

applied to scheduling the jobs replace the atoms and the system energy 

is replaced by the schedule cost. The "temperature" as the system 

"cools" is used to control the probability of an increase in cost. One 

of the advantages of simulated annealing over greedy algorithms (for 

example, hill climbing) is that it is less likely to get caught in local 

optima, because the cost can increase as well as decrease. 

Abramson noted some extremely long solution times (up to 14 hours for 

one problem, although most took a niomber of minutes) . This is not 

surprising given that the schedule candidates are selected at random. 

In addition, the solution obtained was a function of the random number 

starting seeds, and thus usually more than one run was required to find 

the best solution. However, the algorithm was able to incorporate 

complex technological constraints explicitly. 

2 . 5 . 3 R}q>ert Systems 

Although the writer was not aware of any applications of expert systems 

to pipeline scheduling when the literature search commenced in 1985 

several applications were reported in the late 1980's and early 1990's 

(Brazile and Swigger [13] , True [68] ) . By this time work was well 

progressed on a heuristic approach to the problem and hence the expert 

systems approach was not evaluated in more detail. However, some 
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reported applications which demonstrate promise in providing practical 

solutions are briefly noted. 

True [68] discusses two applications of petroleum products pipeline 

scheduling operations. The expert systems incorporate the "rules of 

thumb" that experienced schedulers use to manually prepare rolling 

schedules for long distance pipeline systems with multiple offtakes. In 

one example, prior to the introduction of the expert system, manual 

preparation of 5 day schedules typically took 4 to 5 hours. The current 

prototype scheduling system, applied to one of four major pipeline 

segments, devises 35 day schedules in about 8 minutes. When complete 

the expert-system is expected to have about 1000 rules incorporated into 

the knowledge base. 

Since 1991 an expert system solution has been used to schedule shore-to-

ship transfers of lubricants at Mobil Oil Australia's Adelaide Refinery. 

This mini computer based system determines the sequencing of transfers 

on a single pipeline to minimize setups and leave the pipeline filled 

with a specified product. All transfers have the same release date and 

due date. 

2.5.4 Critical Path Methods 

Taha [64] provides a basic introduction to project scheduling using the 

Critical Path Method (CPM) (also known as the Project Evaluation and 

Review Technique (PERT)). This approach is particularly suited to 

projects which consist of interrelated tasks with many precedence 

relationships. In these type of problems the precedence relationships 

are typically more problematic than the resource constraints. This is 
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the reverse situation of most production scheduling problems in which 

the machine constraints figure more prominently than job precedence 

considerations. 

Stinson et al [63] applied a multiple resource constrained branch and 

bound procedure to a number of project, flow shop and job shop 

scheduling problems. Their results highlighted the differences in the 

nature of these problem classes, which the success in solving project 

scheduling problems not evident in large job shop problems. They noted 

that the performance of their procedure was significantly influenced by 

the critical task sequence which was dependent on upon precedence 

constraints. 

2.6 Performance Evaluation 

2.6.1 Solution Quality 

The computational complexity of most practical scheduling problems 

precludes guaranteeing that the optimum solution can or has been found. 

Practitioners are therefore forced to accept methods which find feasible 

solutions. With this recognition that approximation methods may provide 

sub-optimal solutions comes the need to determine the quality of the 

solutions generated. 

Instance Evaluation 

A traditional method for evaluating approximation algorithms had been to 

run them on selected problem instances; that is, on particular 

combinations of tasks and constraints. Garey et al [31] note that for 
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some algorithms this is still the only practical approach. However, the 

major drawbacks of this method are the difficulty of selecting realistic 

sample problem instances and the difficulty of obtaining an absolute 

performance measure of the algorithm. They note that this approach is 

better adapted to comparing alternative heuristics than to determining 

how "near-optimal" each algorithm is. In most cases researchers have 

had to append to their results a disclaimer on their ability to transfer 

the results to other shops with different conditions. 

Simulation 

Simulation is essentially the same as instance evaluation; the principal 

distinction being that simulation is typically conducted using 

synthetically derived problems: jobs arrivals, processing times and due 

dates are drawn from random or specified distributions. Conway et al 

[20] note that simulation has been approached from two directions. 

First, by investigators attempting to extend theoretical results and, 

secondly, by practitioners seeking to pre-test procedures before 

applying them to actual situations. 

In typical test cases attempts are made to measure the equilibrium or 

steady state performance of algorithms and run-in and run-out periods 

are excluded from sampling results. Conway et al note that there 

appears to be no evidence to suggest that the use of actual shop data 

and dimensions significantly alters the comparative performance of key 

procedures. On the otherhand Crowder et al [21] note a number of 

advantage and disadvantages of hand selected and randomly generated test 

problems with respect to experimental results. Principally this relates 

to the uncertainty of generalizations based on hand selected problems 

due to the frequently unknown problem population. However, individual 
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problems are usually representative of real-world behaviour, whereas 

randomly generated problems typically are not. 

Probabilistic Analysis 

An alternative approach is to use probabilistic techniques to derive the 

expected values of the approximation algorithm and of the optimum 

solution. However, it is often difficult to determine a probability 

distribution that can be dealt with mathematically and which simulates 

the problems instances that arise in practice (Garey et al [31]). 

Moreover, both this approach and that of instance evaluation above only 

provide an indication of the average performance of the approximation 

algorithm. 

Performance Guarantees 

The performance guarantee approach overcomes this disadvantage by 

providing a bound on the worst case behaviour of a particular algorithm. 

For a minimization problem this typically takes the following form 

(Garey et al [31]) : 

A(I) ^ r*OPT(I) + d for all instances I 

where: 

A(I) is the value of the schedule found by the 

approximation algorithm for instance I 

OPT(I) is the optimal value of all feasible schedules 

I is an instance of the scheduling problem 

r and d are specified constants 
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In general the additive constant "d" is asymptotically negligible and 

the dominant factor is the ratio "r". The performance guarantee 

approach seeks to find the smallest value of "r" for which the above 

theorem can be proved, called the "worst case performance ratio" (or 

simply the performance ratio). 

The performance ratio then provides information which supplements that 

obtained by other approaches, and provides a rigorously defined quantity 

with which different approximation algorithms can be compared. The 

drawback with this approach is that in practice an algorithm may perform 

much better than its worst case performance suggest, and that problem 

instances causing worst case behaviour may be unrealistic (Garey et al 

[31]). Haessler [36] states that a simple heuristic procedure 

guaranteed to do no worse than X % of the optimum most likely will not 

give results good enough to use in practice. In addition, he considers 

that an industrial grade procedure that provides usable results will be 

far too complex to have any theoretically provable statement made about 

its performance. 

Instance Evaluation Revisited 

Haessler [3 6] concludes that the true benchmark of any algorithm is the 

quality of the solutions generated by whatever procedures are currently 

in use, such as the "ad hoc" procedures used by people to solve such 

problems. This of course implies a qualitative assessment of the 

algorithm's performance. Given the complexity of the scheduling process 

for most practical situations and the variety and "fuzziness" of the 

objectives, it is unlikely that a single parameter, or a number of 

parameters, could adequately measure schedule quality. Thus qualitative 

assessment seems an entirely reasonable approach. Haessler [3 7] defines 
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a good solution as one that cannot easily be improved by someone who is 

knowledgeable about the problem. 

Haessler [36] advocates testing of algorithms on a set of representative 

sample problems. Care must be exercised to ensure that the problems 

selected are representative. What is sought is a procedure that is 

robust: one that will work well on a variety of situations. In 

situations in which the algorithm yields inferior solutions to the 

existing method, the reasons should be analyzed and a decision made on 

whether to modify the algorithm to deal with the causes. In addition, 

various control parameter settings, decision rules and multi-pass 

approaches can be tested to improve the effectiveness of the procedure. 

2.6.2 CcHqputational Performance 

The performance of different algorithms on particular scheduling 

problems is difficult to quantify, due to factors such as problem size, 

type of constraints, nature of the objective function, and the wide 

variety of computers on which the algorithms are implemented. Rarely 

are all the experimental parameters recorded to enable the results to be 

reproduced. Crowder et al [21] noted this difficulty, and discuss the 

requirements for designing and reporting computational experiments. 

Test Problems 

Barker and McMahon [11] and Carlier and Pinson [16] note that the 

problems proposed by Muth and Thompson have become the defacto standard 

for testing of general job-shop algorithms. In practice, however, 

algorithms are usually developed to solve specific scheduling problems. 
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Thus these standard test problems may or may not be of use, depending on 

the characteristics of the specific situation being investigated. 

Hardness 

Potts and van Wassenhove [57] report that researchers have observed that 

problem "hardness" depends on two parameters: the relative range of due 

dates (R) and the average tardiness factor (T) . They concluded that 

problems with relative processing times in the range (1,10) were 

substantially easier that those in the range (1,100). Many more 

dominance relations can be established in the former case because the 

processing times have a much larger probability of being equal. They 

highlighted that this observation was particularly important when 

comparing computational results, especially when dynamic programming is 

involved, because DP relies heavily on precedence relationships. 

Optimality 

Haessler and Talbot [38] observed that proving optimality consumed from 

three to ten times as much CPU time as did simply finding the optimal 

solution to a corrugator trim problem. They proposed using a stopping 

rule to terminate program execution when an improved solution is not 

found within a time period equal to three times the cumulative CPU time 

need to obtain the current best solution. They found that this rule 

almost always permitted their 0-1 integer programming algorithm to find 

the optimal solution without cons\m:iing an inordinate amount of time 

verifying optimality. 

From a practical standpoint, schedulers in work place situations, faced 

with predetermined deadlines, are interested in how long schedule 

preparation will take. This is the total time, from gathering and 
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inputting the data, to solving and reporting the results. If a proposed 

method cannot offer the convenience and speed of the existing technique, 

then the new method is unlikely to be adopted, regardless of any touted 

improvement in schedule quality. 

2.6.3 Himian Factors 

The "user-friendliness" of personal computer applications, however 

hackneyed the term may be, has raised the expectations of users of 

computer based systems. Users are probably more concerned with the 

effort required to obtain a solution than they are with the quality of 

that solution, particularly if other proven methods are available. 

Obviously the presentation of a vendor supported product is likely to be 

more refined than most "in-house" applications. However, the primary 

concern is not the "bells and whistles" offerings of everyday worksheet 

and word processing packages, but in the ease of use of an algorithm's 

implementation. Baker [8] discusses the advantages of an interactive 

system that arose from a consideration of human factors in the process 

scheduling environment. He emphasises the benefits of a system that is 

neither "too conversational or overtly didactic". Instead, scheduling 

information was presented on the visual display unit (VDU) in spatial 

rather than numerical form, such as through Gantt chart format. This 

enabled the users to make full use of their innate pattern recognition 

capabilities. A "help" facility providing on-line descriptions of 

system functions was seldom used after the initial training phase. 

Part of the basic design philosophy of Baker's [8] interactive 

scheduling system was the need to quickly return a solution to the user. 
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Even if the solution search had not finished the algorithm was 

interrupted after a predetermined number of subproblems had been 

evaluated and returned the best solution found to that point. The user 

was then given the choice of continuing the search, or of changing the 

solution or basic data. If the changes made by the user invalidated the 

branching tree, the model was regenerated and the branching algorithm 

started from scratch. 

Apart from the above aspects relating to the implementation of 

scheduling algorithms. Baker [9] notes that, in general, algorithms must 

be designed to do what humans don't do well. Compared with computers, 

humans are good at abstraction and problem recognition. However, most 

human minds overload rapidly when working on complex combinatorial 

problems. People who deal routinely with such problems tend to 

formulate simplifying relationships or rules of thumb in order to deal 

with this complexity. Habit leads them to follow these rules of thumb 

in situations where they don't apply. 

Baker [9] observed that any model of an operational scheduling problem, 

no matter how complex, is always incomplete. He concluded that these 

models can be much simpler if the users are provided with the capability 

to impose their knowledge on the scheduling process. 

2.6.4 Economic Evaluation 

Economic evaluation provides one means of assessing the overall 

performance of a scheduling solution, by reducing to a single dimension 

(that is, dollars) the components which constitute the objective 

function. Conway et al [20] note three principal types of costs that 
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can be affected by the decisions of jobs sequencing: those of inventory, 

utilization and lateness. Jones [47] recognizes a fourth category due 

to long promises, observing that businesses providing very long due 

dates lose sales to more responsive competition. He notes that there 

are essentially no costs associated with long promises until the 

promises get close to the length of the competitors' promises, at which 

point they increase rapidly. Jones assumed a cost function based on the 

leading edge of a sine wave in his analysis. 

Inventory costs are recognized to be real, non-trivial and difficult to 

quantify (Conway et al [20] ) . Jones [47] assumes these costs to be 

linear with respect to the niomber of jobs in the shop. However, it is 

difficult in the problem at hand to envisage inventory levels driving 

scheduling decisions, except from the point of ullage levels. That is, 

the physical ability to store product is of major concern and outweighs 

the cost of holding a particular inventory level. 

Facility utilization is probably the prime economic consequence of 

scheduling decisions in the pipeline system studied. The ability to 

avoid or reduce pipeline idle time and produce a short schedule time 

implies a procedure that will permit the facility to do more work. This 

minimizes the probability of the distribution system constraining the 

upstream operations of the refinery, which would result in lost 

production capacity. 

Conway et al [2 0] note that in manufacturing systems the costs 

associated with lateness are seldom obvious and immediate. Instead, 

they are usually felt by the effect of the customers' displeasure on 

future business. They stressed that penalties arising from late 
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delivery of a particular job are really consequences of decision made on 

many other jobs, and it would be unreasonable to assign them to the 

particular jobs with which they are identified. 

It is important to recognize the trade-off that exists between facility 

utilization and job tardiness, and the implication this has on overall 

system costs. Jones [47] observed that dispatching rules which 

performed well with regard to facility utilization, such as the 

"shortest processing time" rule, resulted in very large tardiness for 

some jobs. Conversely, rules based upon delivery performance (and hence 

using due date information in some way) , such as the "slack per 

operation" rule, consistently experienced lower tardiness penalties but 

got less work out of the shop. Obviously the relative magnitude of the 

coefficients of utilization and tardiness costs (and the long promise 

and inventory costs) affects the perceived performance of any particular 

dispatching rule. 

2.6.5 Job Related Performance Measures 

Numerical measures of weighted tardiness depend on problem size (number 

of jobs and machines) and the distribution of processing times and delay 

penalties. Vepsalainen and Morton [70] proposed the following 

normalization to allow intuitive interpretation and comparison between 

studies: 

NWT = WT / nmPV 

where: 
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NWT = normalized weighted tardiness 

WT = weighted tardiness 

n = number of jobs 

m = average number of operations per job 

P = average operation processing time 

V = average delay penalty per unit time 

2.6.6 Machine Related Performance Measures 

Utilization is a primary measure of machine performance. Jones [47] 

notes that although one might expect changing load conditions would be 

best served by changing the rules by which the jobs are assigned to the 

machines, little work appears to have done in this regard. Part of this 

is no doubt due to the narrow load range where differing performance can 

be observed: when there is too little work many machines may be idle 

regardless of the scheduling rule; too much work permits any rule to 

fully utilize the machines. Thus rules designed to improve utilization 

have their greatest relative advantage in a middle range. Jones 

considered that most shops in practice tended to operate with work-in-

progress inventories which caused at most two to three percent idle time 

due to lack of work. In this region there is little relative advantage 

of any particular scheduling rule with regard to machine utilization. 

2.6.7 Shop Related Performance Measures 

Maintaining low in-process inventory is a traditional yardstick for 

scheduling rules (Vepsalainen and Morton [70]). Two different measures 

are commonly defined: Work-In-Process (WIP), which is the cost of 

holding jobs from the start of the first operation to the completion of 
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the last operation; and Work-In-System (WIS), which charges inventory 

until the due date, assuming that the customer would not accept early 

shipment due to JIT materials management. Thus: 

n 

WIP = Es.*(C. -a.) / nmPS 
1 1 1 

i=l 

and: 

n 

WIS = S s .* (max(C .,d.) - a.) / nmPS 
1 1 1 1 

i=l 

where: 

s. = size, job i 

C, = completion time, job i 

a, = starting time, job i 

d, = due time, job i 

n = number of jobs 

m = average number of operations per job 

P = average operation processing time 

S = average holding cost 

However, a better assessment of an algorithm's performance can be 

obtained from plotting average job tardiness (or a related measure) as a 

function of capacity utilization. Vepsalainen and Morton demonstrate 

this approach for a number of scheduling rules under a varying date 

tightness. This enables an intuitive assessment to be formed based on 
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the anticipated range of shop conditions, rather than relying on the 

single measures. 

Tardiness 
Measure 

* * * 
* * 

Machine Load 

Figure 2.4 Algorithm Performance 
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Chapter 3 MODEL FORMULATION 

3.1 Introduction 

Williams ([74], pp 3-5) defines as model as a structure puiiposely built 

to exhibit features and characteristics of some object or system. The 

actual features and characteristics represented in the model depend on 

the use to which the model is put. In the case of a mathematical model 

this structure involves a set of mathematical equations which correspond 

to the real world relationships, such as technological constraints, 

physical laws, production capacities, etc, and an objective function, 

which measures the value of the problem solution and provides a means of 

comparing one solution with another. 

This chapter discusses the characteristics of the pipeline problem that 

the model seeks to represent, summarizes the primary assumptions 

implicit in the model, and defines the relationships which link the 

characteristics and the objective function. 

3.2 Intended Scope 

As highlighted in Chapter 1, the scheduling system is composed of a 

niimber of major activities. The problems with the existing method 

centre around the manual schedule preparation task, primarily due to the 

time involved and difficulty of satisfying all constraints. This model 

attempts to address these weaknesses, but does not seek to solve other 

tasks which can be handled much more effectively by the scheduler, such 

as batch allocation and due date setting. 
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3.3 Assimiptians 

The major assumptions upon which the model is based are classified as 

follows: 

Job Related Assunptions 

1. Each job may be split into any number of operations for processing. 

2. The ready time, due time and priority of every job are known in 

advance. 

3. Although the processing time of each job is unknown (due to the 

processing options available), the quantity of product to be 

transferred is known in advance. The processing time can be 

derived from this once the processing options are defined. 

Machine Related Assumptions 

1. The machines are unrelated (that is, they differ in the jobs they 

can process and the rate at which they can process these jobs). 

2. Each machine can only process one operation at any one time. 

3. Each machine is only available during time windows, which are known 

in advance. 

4. Machines may be idle. 
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Resource Related Assimiptions 

1. Three types of resources exist: suction pipelines, offtaker 

pipelines and offtaker terminals. 

2. Some of the suction and offtaker pipelines can serve more than one 

machine at any one time, depending upon the jobs being processed on 

those machines at that time. 

3. Each offtaker terminal is only available during time windows, which 

are known in advance. 

4. The cost of using each offtaker terminal is a function of the 

position within the time window. 

Assignment Related Assumptions 

1. Sequence dependent setup times exist, depending on the job/machine 

assignment and the previously assigned job. 

2. Preemption of operations is allowed under some circumstances. 

Preempt-repeat discipline holds for operation setup times, 

preempt-resume discipline holds for operation processing times. 

3. Precedence constraints rarely occur and are ignored for simplicity. 

(If required these can be handled as discussed in Section 2.4.4). 

4. Some jobs may be processed on more than one machine simultaneously. 
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No queue length or waiting time constraints exist. That is, there 

is no restriction on how long a job may remain in a queue waiting 

to be processed, and no restriction on the number of jobs waiting 

in the queue. 

Other Assumptions 

1. No randomness in job arrival, due times, processing rate and job 

quantities. 
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3.4 Nomenclature 

The following nomenclature is used in the relationships explained below. 

Where possible these subscripts and variables are consistent with the 

nomenclature commonly reported in the literature. Additional subscripts 

and variables have been introduced to handle specific characteristics 

not commonly reported. 

Subscripts 

i job i = l,n 

j machine j = l,m 

k operation (of job i or machine j) 

r resource 

c clique 

t time period 

Job Related Variables 

A, tardiness weighting 

B, priority 

C, completion time 

D, due time 
1 

E, earliness 
1 

F, slack time 
1 

K, clique 

P, processing time 

R, ready time 
1 

S. start time 
1 

T, tardiness 
1 

V. volume 
1 
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Machine Related Variables 

Q, processing rate 

N. resource requirement 
3 

Resource Related Variables 

Y resource capacity 

Assignment Related Variables 

L, , setup time 

Other Variables 

W, machine window flag 
D/t 

W resource window flag r, u 

W, , simultaneous machine/resource window flag 
i,D,t 
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3.5 Objectives 

As discussed in Chapter 1, the scheduling objectives are difficult to 

quantify due to their qualitative nature. Minimizing the total weighted 

tardiness is considered to be the best proxy for these objectives, 

because of its customer orientated focus of meeting deadlines. The 

objective function is therefore: 

n 

minimize Z = E A.*T, (1) 
1 1 

i=l 

subject to the following constraints. 

3.6 Constraints 

Job Related Constraints 

Ready Time Product from each batch cannot be transferred until 

after it has been blended and tested. Hence no job 

can start processing until ready: 

S, s R (2) 
1 1 

Due Time Each job completed after its due time incurs a 

penalty resulting from demurrage and customer 

dissatisfaction. No credit (or penalty) is incurred 

for jobs completed before their due time: 

T. = max (C,-D,,0) (3) 
1 1 1 
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Quantity The quantity transferred in each operation is a 

function of the processing time and the processing 

rate of the machine used. Thus the total quantity 

transferred is the sum of the quantity transferred 

in all operations, and is not more than the total 

quantity available: 

k=i 

Qj^ = f (i,j) (4a) 

where k relates to operations for each job 

Machine Related Constraint 

Processing Limit Each product can only pump one product at any one 

time. Hence a new operation cannot start until 

after the previous operation has finished: 

S ^ C for all k, except k=p (5) 

Windows Pipelines may be unavailable due to maintenance 

requirements, etc. Thus jobs must be confined to 

periods when the machine is available. Therefore, 

for all windows : 

S, s t(window open) for all k (6) 
k 
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C ^ t(window close) for all k (7) 

Resource Related Constraints 

In the following section k relates to the operations for each resource. 

Suction Pipelines Some suction pipelines can accommodate the 

simultaneous processing of multiple jobs, providing that the jobs are of 

the same product type. Thus for each resource: 

Compatibility S ^ C; if K <> K (8) 

Capacity S ^ c: if N, > Y (9) 

and j = f (k) , r=f (k) (9a) 

Windows not modelled (10) 

Offtaker Pipelines as for suction pipelines 

Compatibility S ^ C ^^ \ "^^ \ ^̂ ^ 

Capacity S, ^ C if N. > Y (11) 
k+1 k J r 

and j = f (k) , r=f (k) (11a) 

Windows not modelled (12) 
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Offtaker Terminals 

Windows Terminals may be unavailable due to maintenance 

requirements or work practices, or may only be 

available at cost due to overtime penalties. Thus 

jobs must be confined to periods when the resource 

is available. Therefore, for all windows : 

S ^ t(window open) (13] 

C, <, t (window close) (14) 
k 

Assignment Related Constraints 

In the following section k relates to the operations for each machine. 

Setup Time Pipelines must be purged clean between transfers of 

dissimilar product types to avoid contamination, 

resulting in sequence dependent setup times: 

\+l ^ Sc ^ \ (̂ )̂ 

Preemption Preemption of jobs in process is allowed if: 

1. the "old" job is not close to finishing 

C, ^ t + xl (16) 
k 

2. the "old" operation has not just started 

S ^ t + x2 (17) 
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3. the "old" priority is less than the "new" 

\ < \ + l (l«) 

where xl and x2 are user defined constants 
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Chapter 4 ALGORITHM DESCRIPTION 

4.1 Introduction 

The preceding chapter discussed the mathematical relationships which 

describe the main characteristics of the pipeline scheduling system. 

However, these relationships do not provide an indication of how the 

problem should be solved. They simply describe the system constraints 

and how the solutions can be measured and compared against each other 

(through the objective function). The purpose of this chapter is to 

describe the algorithm employed to solve this problem and how this 

algorithm is implemented in an overall computer application. 

The computing resources available at the start of this study in the mid 

1980's had a significant bearing on the solution strategy adopted. 

Principally, the facilities available at the time and the level of 

ongoing support expected indicated that a simple approach was required. 

In addition, a significant portion of the scheduling task is performed 

out-of-hours and off-site, suggesting the need for a method which could 

operate effectively on a personal computer (PC) during these periods. 

Analysis of the scheduling problems encountered indicated that the main 

benefit resulting from improving the scheduling method would be a 

reduction in the time taken for schedule preparation. Economic benefits 

were difficult to quantify and perceived to be relatively small within 

the overall refinery context. Thus the amount of capital available to 

finance the project was considered to be limited, constraining the 

hardware and software options available. 
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Considering these factors and the reported experiences discussed in 

Chapter 2, a heuristic approach, built into a tree-search, was judged to 

be particularly suitable for this pipeline scheduling task. Such an 

approach could be relatively easily implemented using existing computing 

facilities, would meet the operating time and availability demands of 

the user, and would meet the budgetary requirements of the company. 

Hence this approach was selected for development and experimental 

investigation to develop a better understanding of the method, 

capability and performance. 

The algorithm was coded in FORTRAN 77 because the language is well 

supported within the organization and is available for mainframe and PC 

applications. The attractions offered by more advanced codes were 

considered insufficient to offset the potential problems with ongoing 

maintenance and development, based upon historical experience within the 

company. 

4.2 Organization 

The scheduling application is arranged into seven main files, as shown 

in Figure 4.1. The first file is the program code. The input data 

supplied by the user is allocated amongst four files, based upon the 

type of information supplied. The remaining two files are the report 

files which contain the program output. 

The file unit numbers to which these files are allocated are defined by 

data statements in the program code and can be changed to suit the 

computer system on which the program operates (Metcalf [53] ) . The file 
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Figure 4 . 1 Data Organiza t ion 
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names assigned to these unit numbers are defined by the user. This is 

explained in Appendix F. 

4.2.1 Program 

The program is organized into a main program and a number of supporting 

subroutines. Extensive use of "named common" is used to minimize data 

storage requirements and to efficiently transfer data between the main 

program and the subroutines (Metcalf [53], Fox [28]). 

BLOCKl 

This is the block data program which assigns default values to the named 

common. Arrays and variables are grouped into named common based upon 

the type of data to which they relate. For example, all of the job data 

are grouped into JOBDAT and all of the pipeline data into PLNDAT. 

MAIN 

This is the main program which contains the scheduling algorithms. This 

program reads the input data and processes the information, calling the 

subroutines when required. 

CONVRT 

This subroutine converts the ready time and due time for each job 

supplied in the user input file from the user input format to the 

internal format used by the program. It also performs the reverse 

conversion from the internal program format to the user format prior to 

the program output reports being written. 
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SORT 

This subroutine performs a tree sort of keys and tags into ascending key 

order. This is called at a number of stages within the scheduling 

algorithm; for example, to sort queues of jobs waiting to be selected 

and to sort patterns after generation prior to scheduling. 

REPORT 

This subroutine contains all of the reports. Each report is identified 

by a unique code which is passed from the main program when the 

subroutine is called. 

Other 

The other main subprograms include subroutines to provide graphical 

output and their supporting functions, and functions used during 

simulation to generate pseudo-random niimbers and associated frequency 

distributions. These are discussed in Chapter 5. 

4.2.2 Input Data 

The input data is organized into four files. An example of each of 

these files is located in Appendix F. 

NETWORK 

This file defines the pipeline network configuration, such as refinery 

product tankage, suction pipeline, main pipeline and offtaker pipeline 

linkages; pipeline pumping rates and lineclear (setup) times. This file 

also defines the major model parameters such as number of pipelines, 

number of offtakers and number of products. Once defined, the 
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information contained in this file only changes when the pipeline 

configuration or capacities alter. 

WINDOWS 

This file defines the machine and resource time windows (the main 

pipeline and offtaker availability windows) . These windows are defined 

for one calendar week, and, for offtaker availability, distinguish 

between normal and overtime work periods. This information only changes 

when the time windows alter. 

JOBDATA 

This file defines the schedule parameters, such as schedule horizon and 

time base, and provides all the job input data, such as ready and due 

times, product type and volume, and priority. This information changes 

with each schedule. 

RDNDATA 

This file defines the parameters which control the algorithm's 

performance. This includes the specific job priority rule or rules and 

the relative weighting of job parameters to be used during scheduling. 

This enables the user to tune the algorithm to improve the overall 

scheduling performance. 

This file also allows the user to define the parameters used during 

simulation experiments (as discussed in Chapter 5) . During simulation 

experiments all of the job input data is created from information 

contained in the RUNDATA file. Hence in these cases the JOBDATA file is 

ignored. 
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4.2.3 Output Data 

Two output files are defined: 

OOTPDTl 

The primary output file contains the summary reports of interest to all 

users. The reports may be selected by the user, as explained in 

Appendix F. 

0DTPDT2 

The secondary output file contains the supplementary reports used to 

track the internal computations of the program. These are only 

occasionally required and, due to the amount of information produced, 

are segregated from the primary output reports. As above, individual 

reports may be selected by the user. These are explained in Appendix F. 

4.3 Algorithm Description 

This section describes in detail the methodology and tasks of the 

scheduling algorithm, which are shown in Figure 4.2. The functions and 

frequency distributions used to generate input data for the simulation 

experiments are discussed in Chapter 5. 

4.3.1 Read and Prepare Input Data 

The input data contained in the four input files described above is 

read, commencing with the NETWORK file which sets many of the system 

parameters. Extensive data checking is performed to detect out of range 
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values and warning messages are printed. Depending on the severity of 

the error program interruption may occur if default values cannot be 

assumed. 

Numbers are assigned to offtaker, product and pipeline names for 

internal program storage and manipulation. Ready and due time data are 

converted to integer format for internal calculations. A number of 

arrays are created to minimize repetitive calculation during execution, 

most notably arrays to identify simultaneous offtaker and pipeline 

availability. 

For each job defined by the user, or during simulation, a set of 

operations is created for each processing option available (viz, for 

each pipeline on which the job can be processed) . Each of these 

operations can be preempted during processing if necessary to complete 

the job. The reason for creating these operations is that the 

processing characteristics of every job are a function of the pipeline 

on which the operation is processed. For example, suction and offtaker 

pipeline requirements, setup times and processing rate all depend 

primarily upon the main pipeline on which the job is processed. It is 

easier to manipulate these operations than constantly refer to the 

original jobs during program execution. 

Four special jobs and their associated operations are defined to 

represent non-standard uses of the pipelines: 

1. Setup: the pipeline is unavailable for use while the system is made 

ready for a new operation. 
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2. Contention: the pipeline is inactive because although one or more 

operations could potentially use the pipeline they are precluded 

due to contention with higher priority operations on another 

pipeline (i.e. because of incompatible offtaker and/or suction 

pipeline requirements). 

3. No Operation Available: the pipeline is inactive because no 

operations are available to be processed at that time. 

4. Idle: the pipeline is deliberately held inactive even though 

operations exist which could be processed at that time. 

4.3.2 Screen Jobs 

At each stage of the schedule generation phase five classes of jobs (and 

operations) exist: 

1. Operations which are currently being processed and which must 

continue to be processed (i.e. cannot be preempted). 

2. Operations which are currently being processed and which may be 

preempted if desired. 

3. Operations which are eligible to be processed but which are not 

currently being processed. 

4. Operations which have not been completed but which are currently 

ineligible to be processed. 
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5. Jobs which have been completed. 

The purpose of the screening step is to exclude those operations 

belonging to classes 4 and 5 above from further examination during the 

next schedule generation stage. Each operation is tested against the 

following criteria and excluded if any of the conditions are satisfied: 

Job Based Criteria 

1. The job has already been completed. 

2. The job is not ready to be processed. 

3. The operation is a sibling of another operation which is currently 

being processed and is almost finished. 

4. The operation is the same product type to the same offtaker as 

another operation already being processed. 

There is nothing to be gained in considering such a switch due to 

capacity losses associated with setup times. 

Machine (Pipeline) Based Criteria 

1. The pipeline is currently being used to process a non-preemptable 

operation. 

If an operation currently being processed is so close to finishing 

that is would be inefficient to replace it with another then the 

algorithm excludes all other operations that require the same 

pipeline. The algorithm also excludes all other operations which 
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require the same suction or offtaker pipelines if they are of 

different product type or if the suction or offtaker pipelines 

cannot handle multiple simultaneous operations. 

2. The pipeline is currently unavailable. 

3. The pipeline is currently available but won't be available for long 

enough to justify scheduling the operation. 

The algorithm assumes that capacity losses due to setup times 

impose a minimiim time limit for efficient operation processing. 

The value of this limit may be controlled by the user. This period, 

plus any setup time, is compared with the operation processing time 

remaining and the time available within the scheduling horizon, and 

the minimijm of these three is selected. The algorithm looks ahead 

to ensure that the pipeline is available for all of the minimiom 

period identified. If not the operation is excluded. 

Resoxirce (Offtaker) Based Criteria 

1. The offtaker is not available, unless the operation was previously 

being processed (i.e. on-line) and the offtaker is willing to 

continue. 

The algorithm assumes that if the operation was being processed in 

the previous time stage then the offtaker will wish to continue 

receiving the operation if it can be finished within a reasonable 

period. This reasonable period is assumed to correspond to an 

acceptable overtime limit, defined by the user. If the total job 

cannot be finished within this period the algorithm assumes that 
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the offtaker would stop the current operation and recommence during 

normal business hours when labour costs are cheaper and labour is 

readily available. 

2. The offtaker is currently available but won't be available for long 

enough to justify scheduling the operation. 

The algorithm looks ahead to ensure that the offtaker is available 

for all of the minimum period identified above. If so the 

operation is included. If not the algorithm determines whether the 

job can be finished if the offtaker availability window is extended 

by a reasonable overtime period (providing that the window does not 

include any time that the pipeline is unavailable) . If so the 

algorithm assumes that the offtaker will work the overtime and 

include the operation. If not the operation is excluded. 

Resource (Suction Pipeline) Based Criterion 

1. The suction pipeline is currently being used by another operation 

and, either the suction pipeline cannot process more than one 

operation simultaneously, or the operation in question is of a 

different product type than the operation already using the suction 

pipeline. 

Resource (Offtaker Pipeline) Based Criterion 

1. The offtaker pipeline is currently being used by another operation 

and, either the offtaker pipeline cannot process more than one 

operation simultaneously, or the operation in question is of a 

different product type than the operation already using the 

offtaker pipeline. 
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The anticipated completion time of the job, the finish time of the 

current operation, and the processing time of the current operation are 

calculated at this stage for later use. 

4.3.3 Rank and Queue Jobs 

Each job passing through the screening phase is ranked to control the 

order in which jobs are selected for scheduling. Ranked jobs are queued 

in a common queue and then sorted in descending order of priority. The 

different ranking parameters investigated in this study to determine 

optimal system performance, both in isolation and in combination with 

each other, are as follows. 

1. Work Based 

Shortest Job Processing Time (SPT) 

The processing time remaining is the job volume remaining divided by the 

processing rate of the machine upon which the job will be processed. If 

the job is already being processed it is the volume of the job remaining 

divided by the total processing rate of the machine or machines on which 

the job is currently being processed. The highest priority is given to 

the job with the shortest processing time. 

Longest Job Processing Time (LPT) 

The highest priority is given to the job with the longest processing 

time (i.e. the job with the most work remaining to be completed). 
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Longest Operation Processing Time (LOP) 

The highest priority is given to the job with the longest next operation 

processing time. The duration of the next operation is limited by 

either offtaker or pipeline availability or the amount of work 

remaining. In this later case the operation processing time is equal to 

the job processing time. 

2. Ihie Time Based 

Earliest Due Date (EDD) 

The highest priority is given to the job with the earliest due date. 

3. Tardiness Based 

Slack Time (SLACK) 

In this scheme each operation is ranked using a measure based upon its 

slack time. This slack time is the difference between the available 

processing time (between the current time and the due time) and the 

remaining job processing time. Small positive values indicate an 

urgency to commence processing the job. Negative values indicate that 

the job cannot be completed before the due time, i.e. the job will be 

tardy. 

Float Time (FLOAT) 

This parameter is analogous the the slack time, but in this application 

is measured against the dead line, as opposed to the due time. 
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Weighted Tardiness (WTAR) 

The highest priority is given to the operation with the highest weighted 

tardiness. The tardiness is based upon an estimate of the earliest 

possible completion time of the job, recognizing any relevant offtaker 

or machine downtime. 

Weighted Tardiness Delta (WDEL) 

In case the operation fails to start during the current time period the 

next possible starting time, completion time and tardiness are 

estimated. The highest priority is given to the operation with the 

highest weighted tardiness increment that will result if the operation 

does not start immediately. 

J^iparent Tardiness Cost (ATC) 

Operations are ranked in order of the Apparent Tardiness Cost index 

(Vepsalainen and Morton [70]), discussed in Chapter 2. The index may be 

tuned by the user by adjusting the value of a look-ahead parameter which 

scales the slack time according to the expected number of competing 

jobs. 

Cost Over Time (COT) 

Operations are ranked in order of the cost over time index (Vepsalainen 

and Morton [70] ), discussed in Chapter 2. The index may be tuned by the 

user by adjusting the value of a parameter which relates the processing 

time to the expected waiting time. 
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4. Other 

First In First Out (FIFO) 

Priorities are assigned based upon the order in which the job becomes 

available (i.e. the job ready time). 

Random (RANDOM) 

Priorities are assigned randomly. This option is used principally as a 

base or control to enable comparison of the other ranking methods during 

experimental investigation. 

Load Levelling (LOAD) 

The machine load is defined as the number of operations competing for 

the machine at any particular time. Hence this provides a measure of 

the probability that one particular operation will be successful in 

seizing the machine. It makes sense to hold an operation which may be 

processed when the machine is lightly loaded, i.e. during periods when 

other operations are unable to be processed, until that time arises. 

This avoids the problem of processing such operations during heavily 

loaded periods and then leaving the machine idle due to lack of jobs 

later on. 

For each machine the number of operations that could possibly require 

processing is estimated for each time period. Operations are excluded 

if their parent job has already finished, of if their offtaker or 

machine is unavailable. 

This information is used to estimate the average machine load during the 

period required to process each job to completion, for each possible 
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starting time between the current time and the end time. The minimum of 

these average machine loads is then found. 

The highest priority is given to the operation with the highest minimum 

average machine load. The greater the value of this minimum the less 

flexibility the operation has to be processed during lightly loaded 

periods. 

This value may also be thought of as measuring the "price" that a 

particular operation is willing to "pay" in order to use the machine. 

An operation which has a lower minimum average load will be prepared to 

wait for a more lightly loaded period, when it can use the machine for a 

lower fee. 

Scaling 

Each rule is activated by setting a selection flag to 1 and deactivated 

by setting the flag to 0. Multiple rules may be selected and their 

relative importance specified by the magnitude of the selection flag. 

Hence, setting the Shortest Processing Time flag to 10 and the Earliest 

Due Date flag to 1, would result in jobs being ranked based on both 

processing time and due date, with processing time being 10 times more 

important than due date. 

In ranking jobs the value of each of the indices corresponding to the 

active selection rules are computed. Each index is then scaled from 0 

to 1 before the weighting factors are applied and the values aggregated. 

For example, all of the shortest processing time indices are scaled from 

0 (longest, lowest priority) to 1 (shortest, highest priority), and 
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likewise for the earliest due date indices, from 0 (most distant, lowest 

priority) to 1 (closest, highest priority). These scaled values are 

then multiplied by their relative weights and added together to define 

the parameter used to rank the jobs during the sorting phase. 

4.3.4 Generate Job Patterns 

In this phase a number of operation "patterns" (typically limited to 

ten) are generated. Each pattern is a unique allocation of operations 

to machines, and may include any number of idle machines. Hence, if we 

have three operations A, B and C, and three machines 1, 2 and 3, 

possible patterns would include: 

Table 4.1 Pattern Generation Exan^ile 

Pattern Machine 
2 

1 
2 
3 
4 
5 
6 

A 
A 
A 
A 
A 
A 

B 
C 
B 
C 
-
-

C 
B 
-
-
B 
C 

and so on. 

Patterns are generated by selecting each operation in turn from the 

selection queue (in which the operations have been sorted based upon one 

or more of the priority rules discussed above). Each operation is 

tested against the following criteria and excluded if any of the 

following conditions occurs: 
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1. The operation uses the same main pipeline as a higher priority 

operation already allocated in this particular pattern. 

2. The operation uses the same suction pipeline as a higher priority 

operation and, either the operation product is different than the 

higher priority operation product, or the suction pipeline cannot 

handle multiple simultaneous operations. 

3. The operation uses the same offtaker pipeline as a higher priority 

operation and, either the operation product is different than the 

higher priority operation product, or the offtaker pipeline cannot 

handle multiple simultaneous operations. 

4. The operation is a sibling of a higher priority operation which is 

nearly completed and the operation was not on-line in the previous 

scheduling stage. Hence there is little point in allocating the 

new operation because the parent job will be completed shortly (at 

the end of the operation of the higher priority sibling). 

After generation each pattern is checked to ensure it is unique for the 

current scheduling stage. Non-unique patterns are rejected. 

The selection queue is reordered to ensure a different starting point 

for the generation of each pattern. This is achieved by selecting a new 

starting operation from a controlled point within the queue, moving all 

operations closer to the front of the queue backwards one place, and 

placing the selected starting operation at the front of the queue. For 

example, the first four patterns would be drawn from the following 

ordered queues: 

116 



Table 4 . 2 Queue Reorder ing Exaiqple 

P a t t e r n Queue O r d e r 
1 2 3 4 . . n 

1 A B C D 
2 B A C D 
3 C B A D 
4 D C B A 

and so o n . 

This process is repeated until a specified number (usually 5 or 10) of 

unique patterns have been generated or the queue exhausted. Although 

this scheme does not generate all possible patterns a sufficient number 

are created to provide viable options for the algorithm to choose from 

during backtracking. 

4.3.5 Sort Job Patterns 

Usually a number of patterns are created from the previous phase and 

tuning factors are used to weight the relative importance of the main 

pattern characteristics to enable a choice to be made. Job patterns are 

sorted based upon a performance measure calculated from a weighted 

average of volume processed, average processing rate, pattern duration 

and pattern creation order. 

Volimie 

The total volume of material processable by the pattern is a measure of 

the amount of work the pattern can achieve. It is not a measure of the 

rate at which the work is achieved and hence is not necessarily a 

measure of utilization (a long running pattern using, say, 3 machines, 
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may be able to process more work than a short running pattern using 4 

machines, but obviously does less work in the same amount of time). 

Utilization 

Ranking patterns based upon the average processing rate achieved by the 

pattern encourages maximum machine utilization. The average processing 

rate is the volume transferred by the pattern divided by the pattern 

duration. This includes any debits associated will loss of capacity 

during machine setups and unused machines. Hence patterns which have 

all machines utilized are selected in preference to patterns in which 

one or more of the machines are idle. 

Length 

Patterns with long sustainable duration imply less setups and hence less 

capacity loss in the longer term. However, these patterns implicitly 

lower the priority of patterns in which multiple offspring operations of 

one job (or more) are processed simultaneously. This is because the 

duration of these patterns is shorter because the job is completed 

earlier than when only one sibling is scheduled. 

Order 

The order in which the patterns are created reflects the order in which 

the operations are ranked, with the first pattern containing the most 

important operations. This occurs because prior to pattern generation 

all candidate operations are ranked based upon the outcome of the 

priority rule or rules invoked. 
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Value 

Not all the operations ranked by the previous step can necessarily be 

scheduled, due to machine and resource constraints. Hence lower order 

patterns sometimes result in more operations being scheduled and more 

efficient machine utilization than higher order patterns. The value in 

this case is the priority assigned by the job selection rule which ranks 

the jobs prior to pattern generation. Priority is given to patterns 

with higher average values. 

4.3.6 Store Data For Backtracking 

All of the patterns obtained above are stored to allow retrieval during 

any later backtracking. In addition, all of the information which 

describes the status of the overall system is stored so that the current 

stage can be re-established when required. This includes: 

Job Related Data 

Total volume remaining to be processed 

Minimum volume remaining to be processed 

Setup time remaining 

Current job status 

Machine Related Data 

Current pipeline status 

Allocation Related Data 

Pattern allocation 

Pattern selection order 

Current pattern selection 
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Pattern duration and total volume transferred 

Some job related data for operations currently being processed are 

stored with the machine related data. This minimizes the amount of 

storage required, because the number of machines is much less than the 

number of jobs (for example, 5 machines versus 3 00 operations). 

In the backtracking phase the algorithm searches for times in which 

machine utilization is low due to potentially active jobs being 

precluded as a result of contention with higher priority jobs. Often 

the patterns generated at each stage are ranked based upon machine 

utilization. Hence, if the pattern first selected has a low machine 

utilization, it is likely that all remaining patterns at that stage will 

also have a low utilization. Therefore, the algorithm "backs-up" to the 

preceding stage (the one before this problem stage) to select a new 

pattern. In this manner the algorithm attempts to find a starting point 

which will improve later machine utilization. 

Thus, rather than store data for every scheduling stage, only those 

stages immediately preceding a stage in which an operation is precluded 

due to contention or when a machine is deliberately idled are stored. 

This is achieved by storing the data for every stage as it arises, and 

overwriting this with the next stage if the next stage does not have a 

precluded operation or idled machine. 

4.3.7 Schedule Selected Pattern 

If any machine is idle, either due to no suitable operations being 

available, or potential operations being precluded due to contention, or 
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deliberately idled, then the selected pattern is scheduled for only one 

time period. On the other hand, if all machines are utilized then the 

pattern is scheduled for the minimtmi operation processing time 

calculated in the pattern generation phase. This minimum time is 

subject to an upper limit, definable by the user, to allow the algorithm 

to re-evaluate the appropriate pattern at suitable intervals. Usually, 

however, this minimum time limit is set at the resolution limit (one 

hour). 

During this scheduling phase the Gantt chart is updated to reflect setup 

and processing intervals. For each scheduled job the total volume 

remaining to be processed and the minimum volume remaining to be 

processed for the current operation are calculated. The status of the 

operations currently being processed is reviewed and non-preemptable 

operations and completed jobs identified. Performance parameters, such 

as the cumulative volume transferred, cumulative number of jobs 

precluded due to contention, and cumulative weighted tardiness are 

calculated. 

4.3.8 Check if Finished 

The cumulative performance of the current schedule is checked against 

the performance of the previous best completed schedule. If performance 

is satisfactory and the current schedule is unfinished (i.e. uncompleted 

jobs remain to be processed) the algorithm updates the clock and returns 

to the job screening step. If the current phase is completed, the 

algorithm proceeds to the backtracking step. 
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If the current solution is worse than the previous best solution the 

portion of the solution updated in the current solution phase is reset 

to the previous best solution and the algorithm proceeds to the 

backtracking step. 

Performance Measures (Objective Function) 

In the experiments discussed in Chapter 5 the objective function was 

based on total weighted tardiness. However, the algorithm allows the 

relative performance between solutions is assessed based upon the sum of 

a number of weighted parameters if required, such as: 

1. Total weighted tardiness 

2. Total setup count 

3. Total offtaker overtime cost 

4. Makespan 

5. Total volume 

4.3.9 Backtrack if Necessary 

The algorithm tests to see if backtracking can or should continue. 

Backtracking is terminated if: 

1. All backtracking options have been exhausted, 

2. There has been no performance improvement in a specified number of 

the past consecutive passes, 

3. The number of backtracking attempts has exceeded a specified 

maximum. 
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If backtracking is to continue the solution from the most recent 

backtracking pass is compared to the previous best solution and this 

best solution is updated if necessary. 

The backtracking strategy is to backup to the most recent backup point 

identified in the storage step and select the next untried pattern 

available at that point. If all patterns have been tried at this point 

and no improvement in the solution has been observed then the algorithm 

backs up to the previous untried backup point. Backup continues in this 

manner until either a suitable backup point is found or the start of the 

schedule is reached, at which point the program is terminated. This 

backtracking process is demonstrated in Figure 4.3. 

4.4 Tuning Factors 

Tuning factors are used to modify the performance of the algorithm by 

controlling selection and prioritization of jobs. These factors are 

described in detail in Appendix F. 
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HYPOTHETICAL REFINERY JAYOUNG, 22 NOV 92, USER GUIDE EXAMPLE 

CASE: 1 P A S S : 1 V A L U E : 1 5 2 0 • » * B A C K T R A C K S U M M A R Y » * * 

CURRENT BACKTRACK PASS 1 
OBJECTIVE V A L U E , CURRENT PASS 1520 
OBJECTIVE V A L U E , PREVIOUS BEST 9 9 9 9 9 9 

LATEST PASS BETTER THAN PREVIOUS B E S T : UPDATING SCHEDULE 

OLD BACKTRACK P O I N T 1 
OLD BACKTRACK T I M E 0 
OLD BACKTRACK PATTERN 0 

NEW BACKTRACK P O I N T S I D E N T I F I E D 6 
TOTAL BACKTRACK P O I N T S A V A I L A B L E 7 

BACKTRACK POINT 1 2 3 4 5 6 7 
BACKTRACK T I M E 0 31 4 0 4 3 51 57 69 
TARDINESS 0 0 120 2 4 0 6 4 0 1120 1360 
PATTERN COUNT 0 8 3 6 4 5 2 
LAST PATTERN USED 0 1 1 1 1 1 1 

NEW BACKTRACK P O I N T 7 
NEW BACKTRACK T I M E 69 
NEW BACKTRACK PATTERN 2 

P I P E L I N E • P L l P L 2 PL3 PL4 
JOB NUMBER 14 5 8 58 57 

CASE: 1 PASS: 2 T I M E : 69 H JOBS CHOSEN: 14 5 8 58 5 7 0 

Figure 4.3 Backtracking Strategy 
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Chapter 5 EXPERIMENTAL INVESTIGATION 

5.1 Introduction 

Instance evaluation and simulation appear to be the most useful 

techniques for assessing the performance of practical scheduling 

algorithms, based upon the literature reviewed in Chapter 2. 

Instance evaluation provides a qualitative comparison between schedules 

produced by different methods; for example, between the existing manual 

method and the proposed algorithm. Complementing this, simulation 

allows the statistical comparison of schedules produced under varying 

heuristic and decision rule conditions. Thus simulation enables 

conclusions to be drawn about the mean and variance of schedule 

performance parameters, which can assist in tuning the algorithm to give 

the "best" overall performance. 

5.2 Instance Evaluation Experiments 

The objectives of this series of experiments were to observe how 

schedules generated by the proposed scheduling algorithm compared with 

manually prepared schedules and assess the relative performance of 

different scheduling rules. The explanation of the observed performance 

differences is given in the next chapter. 

Five manually prepared schedules were selected at random and information 

obtained from these schedules was used to provide input data to the 

scheduling algorithm. The differences observed are discussed in the 
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following section. The manually prepared Gantt charts are shown in 

Appendix 3. 

5.2.1 Experimental Conditions 

Accurate re-creation of all the conditions which applied at the time the 

actual schedule was developed is difficult because all the relevant 

information was not recorded. Typically only the Gantt chart 

representation was available, and information such as job priorities, 

ready and due times and offtaker availability had to be estimated or 

assumed. The following assumptions were made to provide sufficient 

information to enable a practical assessment of the algorithm's 

performance. 

Schedule Horizon 

This was assumed to be seven days, corresponding to the period covered 

by each Gantt chart. All charts started on a Tuesday and ran to the 

following Monday. 

Jobs 

Jobs were determined by analysis of the operations shown on the Gantt 

chart. Most jobs are composed of single operations. However, with some 

operational experience it is relatively easy to assess which combination 

of operations constitute a single job. 

Product Type 

The job product was obtained directly from the specific Gantt chart row. 

Non-standard products are recorded directly on the Gantt chart; for 
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example on Appendix C, Figure C.l, Pacific Islands' quality Automotive 

Diesel Oil is recorded as "Pac" on Saturday, 12th November. 

Offtaker 

This was obtained directly from the Gantt chart. 

Job Volimie 

This was obtained directly from the chart, either from the volume 

recorded, or by multiplying the job time shown by the pipeline average 

pumping rate. 

Job Priority 

This information was not able to be obtained. All jobs were assumed to 

have the same relative priority. 

Ready Time 

The ready time of each job was assumed equal to the starting time of the 

first job judged to have been scheduled from the same product batch. 

For example, operational experience suggests that, in Appendix C, Figure 

C.l, the first two operations on each of Pipelines 1 and 4 starting on 

Wednesday, 9th November, came from the same batch. This is because they 

are of the same product type and the sum of their volumes (8.5 ML) is 

approximately equal to the standard product batch size for that product 

(premium leaded gasoline, 9.0 ML). (In addition, the two operations to 

Mobil, 1.7 ML Pipeline 1 and 2.0 ML Pipeline 4, are judged to be part of 

the same j ob.) 
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Due Time 

The due time of each job was assumed equal to the completion time of the 

last operation judged to belong to that job. The due time of any job 

which was still being processed at the end of the scheduling horizon was 

estimated by adding the processing time to the starting time of the last 

operation. The processing time was estimated by dividing the stated job 

volume by the pipeline average pumping rate. 

Deadline 

This information was not able to be obtained from the Gantt chart. 

Hence no jobs were assumed to have a deadline. 

Offtaker Availability 

Analysis of the Gantt charts indicated many instances of operations 

being scheduled during periods in which the receiving offtaker would not 

normally be available. In these instances the standard availability of 

the offtaker was extended to cover the period the operation was being 

processed. 

Pipeline Availability 

In two of the examples one of the operations is unavailable for all or 

part of the schedule horizon, most probably due to equipment 

maintenance. The standard pipeline availability was adjusted to reflect 

the reduced operating window. 

Batch Number and Tank Number 

These are simply used for reporting purposes and do not affect the 

generation of the schedule. This data was provided if known. 
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5.2.2 E3q>erimental Data 

The data obtained from the Gantt charts is shown in Appendix C. The 

data defining the pipeline system and algorithm run parameters is common 

to each example. Separate job data are shown for each example. 

5.3 Instance Evaluation Experimental Results 

To enable comparison of results between different cases the results have 

been expressed as a ratio of the best performance. The results shown 

are the weighted average of the performance for each of the five cases. 

For example, for any parameter sought to be minimized: 

Table 5.1 Performance Indicator Calculation 

Raw Data: 

k=2.0 
k=3.0 
k=4 .0 

k=5.0 

Ratio of 

k=2.0 
k=3.0 

k=4.0 

k=5.0 

Case 1 

300 
200 

100 

200 

Best: 

Case 2 

400 
250 

120 

300 

Case 3 

500 
300 
140 

400 

Case 4 

600 
350 

180 

200 

Case 5 

600 
300 
160 

300 

Average 

480 
280 

140 

280 

3.4 
2.0 

1.0 

2.0 

In all of the instance evaluation experiments the following job 

preemption and backtracking parameters were used. 
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Job Preemption Tuning: 

Sibling work remaining 

Job work remaining 

Minimum work remaining 

4 hours 

6 hours 

4 hours 

Backtracking Parameters: 

Maximum passes 50 

Maximum consecutive passes 10 

Maximum time increment 1 hour 

Performance Criteria 

The primary performance criteria upon which the scheduling rules were 

evaluated are: 

1. Total weighted tardiness: how well the rule performs overall in 

minimizing the tardiness of all jobs. 

2. Maximiim tardiness: how consistent the rule is in minimizing the 

maximum tardiness incurred by any job. 

3. Volume delivered: how much work the rule is able to achieve in the 

time available. 

E]q)erimental Objectives 

Four experiments were conducted: 

1. Apparent Tardiness Cost Tuning 

2. Cost Over Time Tuning 

3. Scheduling Rule Evaluation 
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4. Pattern Selection Rule Evaluation 

A fifth experiment to analyze the specific differences between . manual 

and computer generated schedules was not reported due to the sensitivity 

of the results to the individual problem instance and scheduling rule 

employed. 
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5 . 3 . 1 E3q)eriment 1: i^iparent Tardiness Cost Tuning 

Obj e c t i v e 

As discussed in Chapters 2 and 4, the performance of the ATC rule can be 

tuned by adjusting the value of the look-ahead parameter, k. The 

objective of this experiment was to observe the relative performance of 

the ATC rule as a function of k. 

Experimental Conditions 

Objective Function Weighting: weighted tardiness 

Job Priority Weighting: all jobs medium priority 

Pattern Priority Weighting: pattern generation order 

ATC Rule Parameter k: 

Varied from 2.0 to 5.0 in increments of 0.5 

Results 

The results are shown in Appendix D and summarized in Figures 5.1.1 and 

5.1.2 below. 

1. Weighted Tardiness 

The best performance is observed with k in the region of 4.0 to 4.5. 

Performance deteriorated as k was changed in either direction; the 

deterioration as k increased above 4.5 was particularly rapid. This 

behaviour was observed in Cases 1 to 3. In Case 4, the total tardiness 

at k=4.0 and k=4.5 was actually marginally worse than at each of the 

other values. In this case the best performance was observed at k=3.0 

and k=3.5. In Case 5 there was no change in performance as k ranged 

from 2.0 to 5.0. 
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2. Maximum Tardiness 

The best performance was again observed with k in the region of 4.0 to 

4.5. Performance deteriorated as k was changed in either direction. 

The improvement in performance as k moved to between 4.0 and 4.5 was 

more marked than in the weighted tardiness parameter. This behaviour 

was observed in Cases 1 and 2. In Cases 3, 4 and 5 there was no change 

in maximum tardiness with changes in k. 

3. Volume Delivered 

The difference in volume delivered as a function of k was quite small 

(less than 0.5 %) . The best performance was observed with k in the 

range of 3.0 to 4.5. Performance deteriorated as k was changed in 

either direction outside this range. This behaviour was observed in 

Case 2. In all the other cases the volume delivered did not change with 

changes in k. 

Conclusion 

The best overall performance is achieved with k=4.0. 
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Experiment 1 Apparent Tardiness Cost tuning (instance evaluation) 

1.5 

1.4 

1.3 

1.2 

1.1 

1.0 

0 . 9 I—L 

c=2.0 
Total 
Maximum 

1.25 
1.23 

Tardiness 
Ratio of Best 

k=2.5 
1.25 
1.23 

k=3.0 
1.05 
1.14 

k=3.5 
1.05 
1.14 

k=4.0 
1.00 
1.00 

k=4.5 
1.00 
1.00 

k=5.C 
1.25 
1.23 

1.0 = Best 

Figure 5.1.1 Tardiness response to "look-ahead" parameter k 

1.01 

1.00 

0.99 

0.98 

0.97 

0.96 

0.95 

Volume Delivered 
Ratio of Best 

-»- Delivered 
c=2.0 
0.99 

k;=2.5 k=3.0 
0.99 1 1.00 

k=3.5 
1.00 

k=4.0 
1.00 

k=4.5 
1.00 

k=5.C 
0.99 

1.0 = Best 

Figure 5.1.2 Volume Delivered response to "look-ahead" parameter k 
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5 . 3 . 2 E3q)eriment 2 : Cost Over Time Tuning 

O b j e c t i v e 

As discussed in Chapters 2 and 4, the performance of the COT rule can be 

tuned by adjusting the values of k and b. The objective of this 

experiment was to observe the relative performance of the COT rule as a 

function of k*b. 

E^qperimental Conditions 

Objective Function Weighting: weighted tardiness 

Job Priority Weighting: all jobs medium priority 

Pattern Priority Weighting: pattern generation order 

COT Rule Parameter k*b: 

Varied from 1.0 to 6.0 in increments of 1.0. Selected instances 

examined at increments of 0.5 where additional definition required. 

Results 

The results are shown in Appendix D and summarized in Figures 5.2.1 and 

5.2.2 below. 

1. Weighted Tardiness 

The best performance is observed with k*b of 5.0. Performance 

deteriorated as k*b was changed in either direction, although 

performance improved again at k*b=1.0. At this point performance was 

almost as good as at 5.0. This behaviour was not consistent from case 

to case. In Cases 2 and 4 the performance at k*b=1.0 was worse than at 

any other value of k*b tested. In Cases 1 and 4 the total tardiness at 

k*b=l. 0 was equal to or better than performance at each of the other 
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values. In Case 3 the performance at k*b=1.0 was about midway between 

the best and worst performance. 

Performance at k*b=5.0 was more consistent and, although never ranking 

first (except when tied with other values) , was usually close to the 

best performance. Performance at k*b=3.0 was inconsistent. 

2. Maximiom Tardiness 

The best performance was again observed with k*b of 5.0. Performance 

deteriorated as k was changed in either direction, but improved again at 

k*b=1.0. In Cases 3 and 4 performance was relatively insensitive to 

changes in k*b over the range examined. Performance at k*b=5.0 was 

relatively consistent, although not always the best. 

3 . Volume Delivered 

The best performance was observed with k*b in the range of 5.0 to 6.0 

and also at k*b=l.0. Performance deteriorated as k approached 3.0. In 

Cases 1, 3 and 4 the volume delivered was relatively insensitive to 

changes in k*b. Performance in Cases 2 and 5 was inconsistent: in the 

former k*b=1.0 gave the worst performance and in the later it gave the 

best. As with the ATC rule, the average performance of the worst case 

was relatively small, in this experiment about 1 % below that of the 

best. 

Conclusion 

The best overall performance is achieved with k*b=5.0. 
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Experiment 2 Cost Over Time tuning (instance evaluation) 

1.5 

1.4 

1.3 

1.2 

1.1 

1.0 

0.9 

Tardiness 
Ratio of Best 

-*^ Total 
-0- Maximum 

c=1.0 
1.01 
1.11 

k=2.0 
1.15 
1.28 

k=3.0 
1.28 
1.40 

k=4.0 
1.08 
1.27 

k=5.0 
1.00 
1.00 

k=6.C 
1.06 
1.07 

1.0 = Best 

Figure 5.2.1 Tardiness response to "waiting time" parameter k*b 

1.01 

1.00 

0.99 

0.98 

0.97 

0.96 

0.95 i—^ 

Volume Delivered 
Ratio of Best 

- » - Delivered 
c=1.0 
1.00 

k=2.0 
0.99 

k=3.0 
0.99 

k=4.0 
1.00 

k=5.0 
1.00 

k=6.C 
1.00 

1.0 = Best 

Figure 5.2.2 Volume Delivered response to "waiting time" parameter k*b 
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5.3.3 Experiment 3: Job Scheduling Rule Performance 

Obj ective 

The objective of this experiment was to observe the relative performance 

of selected scheduling rules. The ATC and COT rules observed with k=4.0 

and k*b=5.0 respectively in all cases. 

Experimental Conditions 

Objective Function Weighting: weighted tardiness 

Job Priority Weighting: all jobs medium priority 

Pattern Priority Weighting: pattern generation order 

Results 

The results are shown in Appendix D and summarized in Figures 5.3.1 and 

5.3.2 below. 

1. Weighted Tardiness 

The best average performance was achieved with the COT rule. Consistent 

performance was also achieved with this rule, giving the best result in 

all but Case 4, in which it came a distant second, but well ahead of the 

other rules. In Case 4 the EDD rule performed particularly well. The 

EDD rule also gave the second best average performance, followed by the 

SPT rule. The LPT and LOP rules consistently gave the poorest 

performance and, notably, were the only rules which were unable to 

exceed the results achieved by random selection. 

2. Maximum Tardiness 

The COT rule again performed best on average, although its performance 

was not consistently better than the other rules. On average there was 
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less variation in performance for all rules than was observed with total 

weighted tardiness. The performance of the EDD and WTAR rules was only 

slightly poorer than that achieved by COT. The performance of the LPT 

and LOP rules was again very poor and worse than that achieved by the 

RANDOM rule. 

3 . Volume Delivered 

The variation observed in the volume delivered, i.e. the amount of work 

performed, was quite small. The best performance was achieved by the 

SPT, ATC and WTAR rules. This was closely followed by the SLACK, COT 

and LOAD rules. The performance of the RANDOM rule was equivalent to 

these second tier performers. The poorest performance was again 

achieved by the LPT and LOP rules. 

Conclusion 

The COT rule provides the best average performance with respect to total 

and maximum tardiness. Its performance on volume delivered is only 

slightly poorer than the best achieved by the other rules. 
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Experiment 3 Scheduling Rule Evaluation (instance evaluation) 

2.5 

2.0 

1.5 

1.0 

0.5 

Tardiness 
Ratio of Best 

• Total 
-B- Maximum 

RAN 
1.9 
1.5 

FCFS 
1.8 
1.3 

SPT 
1.4 
1.2 

LPT 
2.4 
1.8 

LOP 
2.4 
1.6 

EDD 
1.2 

1.1 

SLACK 
1.5 
1.4 

ATC 
1.5 
1.2 

COT 
1.0 
1.0 

WTAR 
1.4 
1.1 

LOAD 
1.8 
1.3 

1.0 = Best 

Figure 5.3.1 Tardiness response to job scheduling rule 

1.01 

Volume Delivered 
Ratio of Best 

1.0 = Best 

Figure 5.3.2 Volume Delivered response to job scheduling rule 
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5.3.4 Es^eriment 4: Pattern Selection Rule Performance 

Objective 

The objective of this experiment was to observe the effect of pattern 

utilization on scheduling rule performance. The experiment was limited 

to the rules which performed best in Experiment 3. 

Experimental Conditions 

Objective Function Weighting: weighted tardiness 

Job Priority Weighting: all jobs medium priority 

Pattern Priority Weighting: pattern utilization 

(pattern order was used to break ties in utilization) 

The test was limited to the following rules: FIANDOM, SPT, EDD, COT, 

WTAR, LOAD. The RANDOM rule was included as a control. The LOAD rule 

was included to investigate the effect of pattern utilization on the 

only rule based directly on pipeline utilization. 

Results 

The results are shown in Appendix D and summarized in Figures 5.4.1 and 

5.4.2 below. 

1. Weighted Tardiness 

The performance of most rules was unchanged. The performance of the COT 

rule actually deteriorated by about 10 % on average and in all cases 

except Case 2, where it was unchanged. The WTAR rule was the only rule 

to show significant improvement on average. This improvement was 

exhibited on Case 1 and particularly Case 5; Case 2 and 3 were almost 
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unchanged, and Case 4 was actually slightly poorer. The performance of 

the LOAD and SPT rules was almost unchanged. 

2. Maximum Tardiness 

The performance of the EDD and LOAD rules improved marginally on 

average, and was either better or unchanged in all cases. The 

performance of the SPT and COT rules was unchanged and that of the WTAR 

rule was slightly poorer. 

3. Volume Delivered 

The performance of the SPT, EDD, WTAR and LOAD rules improved on 

average, and was either better or unchanged in all cases. Most notably, 

the WTAR rule in Case 5 finished all jobs, the only rule which did so, 

and well ahead of the next contender. The COT rule was the only rule 

whose performance deteriorated on average, due to Case 5. In Cases l, 2 

and 3 its performance was unchanged and in Case 4 it improved. 

Conclusion 

The most cases pattern utilization provides a small improvement in 

volume delivered. Total and maximum tardiness performance is largely 

insensitive to pattern utilization. The effect of pattern utilization 

on COT rule performance requires further evaluation. 
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Experiment 4 Pattern Selection Evaluation 
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2.0 

1.5 

1.0 

0.5 

Tardiness 
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RAN 
1.80 
1.45 

RAN* 
1.73 
1.42 

SPT 
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1.19 

EDD 
1.07 
1.04 

EDD* 
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1.00 

COT 
1.00 
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1.07 

1.66 
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1.17 

1.0 = Best 

Figure 5.4.1 Tardiness response to pattern selection rule 
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0.98 
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0.95 

Volume Delivered 
Ratio of Best 
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Figure 5.4.2 Volume Dehvered response to pattern selection rule 
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5.4 Simulation Experiment 

The objective of this series of experiments was to measure the relative 

performance of the scheduling algorithm under varying heuristic and 

decision rule conditions, and under varying operating conditions, such 

as machine utilization and due time tightness. 

The simulation experiments were conducted by sampling from distributions 

using a pseudo-random number generator. Forty simulation runs were 

conducted for each case evaluated. Mean and variance statistics were 

calculated for a number of performance parameters, which are discussed 

later. 

Pseudo-Random Number Generator 

Pseudo-random niombers were generated using the multiplicative 

congruential method, described in detail in Taha [64] . The seed and 

modulo function parameters described in Taha were used. 

The same number of random number calls were made by the algorithm 

regardless of the algorithm parameters chosen for each run (except as 

described in Chapter 6). Hence each run was based on the same job input 

data for a given starting seed. 

Scheduling Horizon 

The scheduling horizon was set equal to the maximum of 7 days in all the 

runs conducted. 

144 



starting Day Distribution 

The schedule starting day of each run in each case was generally set to 

Tuesday, which is the principal starting day for manually prepared 

schedules. However, the starting day could be selected at random if 

desired. In this situation, the starting day was drawn from a uniform 

distribution of 7 days. 

Pipelines 

In all simulation cases four pipelines were assumed. The airport and 

dock pipelines which are also used for transporting product are 

independent of the main product pipeline network and were excluded from 

the analysis. 

Job Number Distribution 

This option was not used. However, if selected, the number of jobs used 

in each run is drawn from a discrete normal distribution. The job 

number obtained from the distribution was adjusted for the schedule 

horizon and number of pipelines if required (i.e. if the schedule 

horizon was not equal to seven days and/or the number of pipelines was 

not equal to four. 

ISachine Load 

As discussed, the number of jobs was not specified explicitly. Instead 

jobs were selected until the total job volume reached a specified 

machine load level. This load level was based on the analysis of 

"average" and "nominal capacity" refinery production levels (described 

in Appendix B). 
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The "average" refinery production was set equal to the 1985 full year 

actual refinery production. The production volumes of each product were 

assigned to the appropriate pipelines. Hence, all of the gasoline 

production, such as premium leaded, unleaded and avgas, were assigned to 

Pipelines 1 and 4. All of the distillate, most of the jet and some of 

the fuel oil were assigned to Pipelines 2 and 3. Specifically, 65 % of 

the total jet production was assumed to be pumped on the airport 

pipeline, which was excluded from this analysis due to its independence 

of the main pipeline network. Similarly, 90 % of fuel oil production 

was excluded because it was pumped on a different pipeline network. 

This allocation of products resulted in the pipeline utilizations 

matching almost precisely the pipeline utilization observed in practice 

over the 30 week trial period. These calculations are presented in 

Appendix B. 

The "nominal capacity" refinery production was based on the maximum 

rated refinery throughput. The product mix was assumed equal to the 

"average" refinery product mix. Similarly 65 % of the jet and 90 % of 

the fuel oil were excluded from the utilization calculation. 

Job Volume Distribution 

The volume of each job was drawn from the empirical distribution shown 

in Appendix B. This distribution was based on data drawn from 5 weeks 

of actual schedules, shown in Appendix B also. Beta and gamma 

distributions calculated from the observed data are shown for comparison 

with the observed data and the modified empirical distribution used. As 

can be seen, the modified empirical distribution provides a better fit 

than the beta and gamma predictions. 
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The upper and lower limits of the distribution were truncated at 10.0 ML 

and 0.5 ML respectively, corresponding to the minimum and maximvmi parcel 

sizes generally observed. The continuous distribution was approximated 

by a discrete distribution of 20 bins of equal width. The mode of 2.0 

ML was maintained, although its frequency was reduced slightly to ensure 

and area of 1 under the curve. The average and mean of the observed 

data and modified distribution are shown in Appendix B. 

Product Distribution 

The product type associated with each job was drawn from a distribution 

based upon the adjusted 1985 full year production mix described above. 

This distribution is shown in Appendix B. 

Offtaker Distribution 

The distribution of offtaker destinations was based upon an assessment 

of the amount of product transferred to each offtaker. This was 

estimated from the offtaker's overall market share and an assessment of 

how much of each offtaker's demand was sourced from the refinery. The 

distribution is shown in Appendix B. 

A uniform distribution was used to allocate product between terminals 

for offtakers with multiple terminals. 

Priority Distribution 

No historical information was available to estimate this distribution. 

Instead, a discrete distribution was assumed in which jobs were assigned 

"high", "medium" or "low" priority. The probability of each of these 

categories was assumed to be 10, 80 and 10 per cent respectively. 
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Ready Time Distribution 

In practice, a number of jobs are sourced from each product batch, and 

hence the job ready times are clustered at the batch release times. 

This characteristic was modelled in the simulation experiments by 

ensuring jobs of the same product type had the same ready time until the 

volume of the batch was exhausted. A new batch time was then 

established and the process repeated, as shown in Appendix B. 

The batch release times were assumed to be uniformly distributed between 

24 and 36 hours after the preceding batch release time for the product 

concerned. A constant batch size of 9.0 ML was assumed for each 

product. 

Due Time Distribution 

Two options were used for assigning job due times. In the first, the 

due time was offset from the job ready time by a multiple of the nominal 

job processing time. The nominal processing time equalled the job 

volume divided by the average processing rate for the particular 

offtaker / product combination. The multiplier used was specified by 

the user, thus allowing specific due date tightness scenarios to be 

simulated. In the second, the due times were offset randomly from the 

ready time. 

Deadline Distribution 

Job deadlines were not used in any of the simulation experiments. 

However, the job deadline could be specified in a similar manner to the 

due time if required. In the second option, however, the deadline was 

offset from the due time rather than the ready time. This ensured that 

the deadline never preceded the due time. 
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Offtaker Availability 

The standard offtaker availability for normal and overtime working 

periods was assumed. This is shown in Appendix C. 

Pipeline Availability 

All pipelines were assumed to be available for the whole schedule 

horizon. 

Batch Number and Tank Nuinber 

These are simply used for reporting purposes and do not affect the 

generation of the schedule. This data was ignored. 

5.4.1 Performance Measures 

The following statistics were collected to enable a meaningful 

comparison to be made between the experimental conditions studied. 

These statistics were collected for each simulation run of each of the 

cases studied, and the mean, variance, minimum and maximum were 

calculated for analysis. 

Total Jobs 

This is the total number of jobs required to be scheduled. As discussed 

earlier this number was not specified directly; instead jobs were 

selected until the estimated average pipeline load reached a given 

level. 
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TXdf inished Jobs 

This is the number of jobs whose processing has not been finished, i.e. 

not all of the volume associated with the job has been pumped to the 

offtaker. 

Passes 

This is the number of backtracking passes required by the algorithm to 

determine its best solution. This also includes the passes evaluated 

after the best solution has been found to establish that no better 

solution can reasonably be found. 

Makespan 

This is the time taken to complete all of the work in the schedule. If 

some work remained at the end of a schedule the makespan was set to the 

end time of the schedule. 

First Value 

This is the value of the objective function corresponding to the first 

solution found, i.e. at the end of the first pass. 

Best Value 

This is the value of the objective function corresponding to the best 

solution found. 

Total Tardiness 

This is the sum of the tardiness of each of the tardy jobs in each case. 

Maximimi Tardiness 

This is the maximum tardiness observed for any single job in each case. 
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Normalized Weighted Tardiness 

As defined by Vepsalainen and Morton [70], this is the total weighted 

tardiness divided by the product of the number of jobs, average number 

of operations per job, average processing time and average delay penalty 

per unit time. 

Volimie Required 

This is the sum of the job volumes. The individual job volumes were 

drawn from a frequency distribution as discussed above. 

Volume Remaining 

This is the sum of the job volumes which had not been delivered at the 

end of the schedule. 

Setup Count 

This is the count of the number of setups required in the best schedule 

of each case. 

Pipeline Utilization 

This is the pipeline utilization observed, i.e. based upon the volume 

delivered and not the volume required. This is less than the load level 

specified by the user if some of the jobs remain unfinished at the end 

of the schedule horizon. 

5.5 Simulation Results 

Experimental Objectives 

Four experiments were conducted: 
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6. Apparent Tardiness Cost Tuning 

7. Cost Over Time Tuning 

8. Pattern Selection Rule Evaluation 

9. Scheduling Rule Evaluation 

Data Smoothing 

The raw data at each load level were smoothed using least squares linear 

regression to obtain a performance versus machine load trend. As 

discussed in Chapter 6 this technique simplified the data analysis, 

which would otherwise have been difficult due to the scatter in the 

experimental results. 
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5.5 .1 E3q)eriment 6: J^>parent Tardiness Cost Tuning 

Objective 

The objective of this experiment was to observe the relative performance 

of the ATC rule as a function of k, based on simulation conditions. 

E3q)erimental Conditions 

Objective Function Weighting: weighted tardiness 

Job Priority Weighting: priority distribution 

Pattern Priority Weighting: pattern generation order 

ATC Rule Parameter k: 

Varied from 2.0 to 6.0 in increments of 1.0 

Results 

The results are shown in Appendix E and summarized in Figures 5.6.1 and 

5.6.2 below. 

1. Weighted Tardiness 

The best performance was observed with k=3.0, although similar 

performance was observed at high utilizations with k=4.0. Performance 

deteriorated as k was changed in either direction. Notably, the raw 

performance at k=1.0, 2.0, 5.0 and 6.0 was identical for all pipeline 

loads considered. 

2. Volume Delivered 

Again the best performance was observed with k=3.0 for all pipeline 

loads (smoothed data). The performance at k=4.0 tracked that at k=3.0, 

but with a constant offset of approximately 1.7 ML. Performance 
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deteriorated as k was changed in either direction, and this 

deterioration became more marked as the pipeline load increased. 

Notably, the raw performance at k=l.O, 2.0, 5.0 and 6.0 was identical 

for all pipeline loads considered. 

Conclusion 

The best overall performance is achieved with k=3.0. 

An experiment was conducted in which the value of k was varied from 1.0 

to 6.0 in increments of 0.5 at a fixed pipeline load of 65 %. In all 

cases the performance at fractional values of k was identical to the 

performance at the corresponding integer value (i.e. the performance at 

k=3.5 was the same as at k=3.0, etc). 
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Experiment 6.1 Apparent Tardiness Cost tuning (smoothed data) 

Objective Value 
k$ 
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Figure 5.6.1 Tardiness response to "look-ahead" parameter k 
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Figure 5.6.2 Volume Delivered response to "look-ahead" parameter k 
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5.5.2 Experiment 7: Cost Over Time Tuning 

Objective 

The objective of this experiment was to observe the relative performance 

of the COT rule as a function of k*b, based on simulation conditions. 

Experimental Conditions 

Objective Function Weighting: 

Job Priority Weighting: 

Pattern Priority Weighting: 

weighted tardiness 

priority distribution 

pattern generation order 

COT Rule Parameter k*b: 

Varied from 1.0 to 6.0 in increments of 1.0. 

Results 

The results are shown in Appendix E and summarized in Figures 5.7.1 and 

5.7.2 below. 

1. Weighted Tardiness 

The best performance was not as clear as in the ATC experiment. The 

best at low pipeline loads was observed with k*b=3.0, however, at higher 

loads, both k*b=4.0 and 5.0 were better. Looking at the raw data, the 

performance at k*b=4.0 was more consistent than at k*b=5.0 as the 

pipeline load varied, however, once smoothed these two values gave 

similar results. The performance deteriorated as k*b changed in either 

direction. 

2. Volume Delivered 
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Again the best performance shifted depending on the pipeline load. At 

low loads, k*b=3.0 gave significantly better performance than the other 

values. However, beyond 70 % load, both k*b=4.0 and 5.0 gave better 

performance. The raw data shows the relatively wide variation in 

performance of this rule at almost all values as the pipeline load 

varied. A common observation was the oscillation in performance as the 

load changed, particularly above 60 % load. 

Conclusion 

The best overall performance was achieved with k*b=3.0. However, the 

relative performance is sensitive to pipeline load and the value of k*b 

should be chosen to match the expected load range. 

An experiment was conducted in which the value of k*b was varied from 

1.0 to 6.0 in increments of 0.5 at a fixed pipeline load of 65 %. In 

all cases the performance at fractional values of k*b was identical to 

the performance at the corresponding integer value (i.e. the performance 

at k*b=3.5 was the same as at k*b=3.0, etc). 
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Experiment 7.1 Cost Over Time tuning (smoothed data) 

Objective Value 
k$ 
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Figure 5.7.1 Tardiness response to "waiting time" parameter k*b 
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Figure 5.7.2 Volume Delivered response to "waiting time" parameter k*b 
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5 . 5 . 3 E3q)eriment 8: Pattern S e l e c t i o n Rule Performance 

Objective 

The objective of this experiment was to observe the effect of pattern 

utilization on scheduling rule performance. The ATC and COT rules 

observed with k=3.0 and k*b=3.0 respectively at all load levels. 

Experimental Conditions 

Objective Function Weighting: weighted tardiness 

Job Priority Weighting: priority distribution 

Pattern Priority Weighting: pattern generation order/utilization 

(pattern order was used to break ties in utilization) 

Results 

The results are shown in Appendix E and summarized in Figures 5.8.1.1 to 

5.8.9.2. 

1. Weighted Tardiness 

The effect of pattern utilization was inconsistent between scheduling 

rules. The performance of the SPT and LOAD rules was favourably 

affected at all pipeline loads. The performance of the EDD, SLACK and 

WTAR rules was slightly unfavourable at low loads, but was marginally 

favourable at high loads. The ATC and COT rules were unfavourably 

affected at all loads, whilst the RANDOM and FCFS rules were unchanged. 

The effect of pattern utilization was sometimes inconsistent for 

constant scheduling rules under varying load conditions. This behaviour 

was observed with all rules except SPT (the result at 50 % load was 

effectively unchanged). 
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2. Volume Delivered 

Again the effect of pattern utilization was inconsistent between 

scheduling rules. A general improvement was observed for the RANDOM, 

FCFS and SPT rules. In the latter rule an improvement was observed at 

all load levels; in the RANDOM rule at all load levels except 60 %, and 

in FCFS at all except 50 and 70 %. In the EDD and SLACK rules the 

effect was inconsistent, both in the raw and smoothed data. The 

performance improvement in the smoothed data for the LOAD rule was 

apparent although the raw data was oscillated. In the WTAR rule the 

effect was favourable at high load levels and inconsistent at low loads. 

The effect was generally unfavourable for the ATC and COT rules, 

particularly in the former. 

Conclusion 

The effect of pattern utilization on overall performance is dependent 

upon the scheduling rule used. Some rules, most notably the SPT rule 

are favourably affected at all load levels, while the performance of 

other rules is unchanged or deteriorates. 
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Experiment 8.1 Pattern Selection Evaluation: Random (simulation) 
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Figure 5.8.1.1 Weighted Tardiness response to pattern selection: Random 
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Figure 5.8.1.2 Volume Delivered response to pattern selection: Random 
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Experiment 8.2 Pattern Selection Evaluation: FCFS (simulation) 
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Figure 5.8.2.1 Weighted Tardiness response to pattern selection: FCFS 
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Figure 5.8.2.2 Volume Delivered response to pattern selection: FCFS 
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Experiment 8.3 Pattern Selection Evaluation: SPT (simulation) 
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Figure 5.8.3.1 Weighted Tardiness response to pattern selection: SPT 
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Figure 5.8.3.2 Volume Delivered response to pattern selection: SPT 
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Experiment 8.4 Pattern Selection Evaluation: EDD (simulation) 
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Figure 5.8.4.1 Weighted Tardiness response to pattern selection: EDD 
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Figure 5.8.4.2 Volume Delivered response to pattern selection: EDD 
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Experiment 8.5 Pattern Selection Evaluation: SLACK (simulation) 
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Figure 5.8.5.1 Weighted Tardmess response to pattern selection: SLACK 
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Figure 5.8.5.2 Volume Delivered response to pattern selection: SLACK 
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Experiment 8.6 Pattern Selection Evaluation: WTAR (simulation) 
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Figure 5.8.6.1 Weighted Tardiness response to pattern selection: WTAR 
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Figure 5.8.6.2 Volume Delivered response to pattern selection: WTAR 
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Experiment 8.7 Pattern Selection Evaluation: LOAD (simulation) 
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Figure 5.8.7.1 Weighted Tardiness response to pattern selection: LOAD 
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Figure 5.8.7.2 Volume Delivered response to pattern selection: LOAD 
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Experiment 8.8 Pattern Selection Evaluation: ATC (k = 3.0) (simulation) 
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Figure 5.8.8.1 Weighted Tardiness response to pattern selection: ATC 
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Figure 5.8.8.2 Volume Delivered response to pattern selection: ATC 
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Experiment 8.9 Pattern Selection Evaluation: COT (k*b = 3.0) (simulation) 
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Figure 5.8.9.1 Weighted Tardiness response to pattern selection: COT 
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Figure 5.8.9.2 Volume Delivered response to pattern selection: COT 
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5 . 5 . 4 Esqperiment 9: Job Scheduling Rule Performance 

Obj e c t i v e 

The objective of this experiment was to observe the relative performance 

of selected job scheduling rules. The ATC and COT rules were observed 

with k=3.0 and k*b=3.0 respectively at all load levels. 

Eiqierimental Conditions 

Objective Function Weighting: weighted tardiness 

Job Priority Weighting: priority distribution 

Pattern Priority Weighting: pattern generation order/utilization 

(based on performance in Experiment 8) 

(pattern order was used to break ties in utilization) 

Results 

The results are shown in Appendix E and summarized in Figures 5.9.1 to 

5.9.12 below. 

1. Weighted Tardiness 

The best performance at low loads was achieved with the COT rule. At 

loads greater than 65 % the SPT rule was superior. The performance of 

the SLACK rule was good at low load levels, but deteriorated at a 

greater rate with increasing load level. The FCFS rule was similar to 

RANDOM, whilst the LOAD rule was poorer. The WTAR rule, although poor 

at low load levels, was better than most rules at high pipeline loads, 

approaching the performance of the COT rule. The performance of the EDD 

and ATC rules was about average, improving relative to most of the other 

rules as the load level increased. 
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3. Volume Delivered 

Again the best performance at low load levels was achieved with the COT 

rule. At loads greater than 65 % the SPT rule was superior. It was 

difficult to distinguish the relative performance of these rules based 

on the raw data: depending on the load level one rule would perform 

significantly better than the other, however, no trend was apparent. 

The performance of the SLACK rule was good at low load levels, but did 

not keep pace with the improvement of the SPT rule as the load level 

increased. The FCFS rule was slightly worse than the RANDOM rule. The 

EDD rule performed poorly at low load levels (worse than RANDOM) , but 

increased at a similar rate to the SPT rule (increasing relative to most 

of the other rules) with increasing load level, and hence was one of the 

better performing rules at high loads. The WTAR, LOAD and ATC rules all 

performed more poorly than the RANDOM rule at low load levels. However, 

at high loads the WTAR and ATC rules were better. The performance of 

the LOAD rule improved relative to the RANDOM rule with increasing 

pipeline loads, but lagged the other rules. 

Conclusion 

The SPT and COT rules performed the best. However, it is difficult to 

distinguish between the relative performance of these two rules. This 

is discussed further in Chapter 6. 
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Experiment 9 Pattern Selection Evaluation (simulation) 
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Figure 5.9.1 Performance based on pattern priority 
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Experiment 9 Pattern Selection Evaluation (simulation) 
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Figure 5.9.3 Performance based on pattern priority 
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Experiment 9 Pattern Selection Evaluation (simulation) 
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Figure 5.9.5 Performance based on pattern utilization 
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Figure 5.9.6 Performance based on pattern utilization 
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Experiment 9 Pattern Selection Evaluation (simulation) 
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Figure 5.9.7 Performance based on pattern utilization 
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Figure 5.9.8 Performance based on pattern utihzation 
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Experiment 9 Pattern Selection Evaluation summary (simulation) 
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Figure 5.9.9 Random and SPT based on utihzation, SLACK and COT on priority 
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Figure 5.9.10 Random and SPT based on utilization, SLACK and COT on priority 
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Experiment 9 Pattern Selection Evaluation summary (simulation, raw data) 
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Figure 5.9.11 Random and SPT based on utihzation, SLACK and COT on priority 
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Figure 5.9.12 Random and SPT based on utihzation, SLACK and COT on priority 
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Chapter 6 DISCUSSION 

6.1 Evaluation Methodology 

Chapter 5 presented the results of instance evaluation and simulation 

studies, which were considered to be the most appropriate means of 

evaluating algorithmic performance. With the benefit of these 

experimental results it is now appropriate to evaluate the suitability 

of these assessment techniques. Their suitability, however, is linked 

to the evaluation criteria upon which the performance assessment is 

based, and this will be examined first. 

6.1.1 Evaluation Criteria 

These are the key performance indices used to measure solution quality 

and ease of use. Two parameters are considered paramount: 

1. Work completed: the amount or quantity of work achieved. 

2. Weighted tardiness: the quality of the work achieved. 

Of these, only the second parameter was explicitly considered in the 

objective function of the experiments conducted. The facility to 

measure the work completed (i.e. voliame delivered) was provided, but not 

used, in this study. However, the work completed was accounted for 

implicitly, because schedules with low work completed have high 

tardiness. Tardiness is reduced by completing more work in the time 

provided (and also by rescheduling the order of this work). 
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From the refinery's perspective, the primary criterion (ignoring 

customer service implications) is the amount of work achieved. The 

customers on the other hand (i.e. the offtaker) would consider the 

tardiness to be of paramount importance. This applies regardless of 

whether they receive or do not receive their product; product which does 

not arrive would simply be considered to be very tardy. Hence the focus 

of this series of experiments was the quality of the solutions, and the 

objective function was formulated accordingly. 

6.1.2 Instance Evaluation 

Relevance of Test Cases 

The five test cases were selected at random. Two of these could be 

considered atypical: one of the pipelines was unavailable for all and 

part of the scheduling horizon respectively. These two cases do, 

however, represent conditions that are encountered periodically as a 

result of system maintenance, and the algorithm must have the capability 

to handle this situation. 

The results of the instance evaluation and simulation experiments 

demonstrate the wide variability in performance with changing conditions 

(such as machine load). This raises an obvious limitation with the 

instance evaluation method: the nature of the method limits the number 

of cases which can reasonably be considered, and hence the conclusions 

drawn must recognize the narrow observational base. The validity of 

these conclusions cannot necessarily be extended beyond the instances 

evaluated. 
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Evaluation Method 

Because each of the instances considered contained a different number 

and type of jobs direct comparison of results between instances was not 

possible. Instead, the results were expressed as a ratio of the best 

performance for that particular instance. A similar approach was used 

by Kozan [50], except the results were reported as percentage difference 

with respect to the best performance. The ratio parameter was adopted 

in this study because of the magnitude of the relative performances. 

The average performance was weighted for each of the five instances. 

That is, the raw data were averaged, and the performance ratios 

calculated, as opposed to directly averaging the performance ratio of 

each instance. 

6.1.3 Simulation 

E3q)erimental Conditions 

Considerable effort was directed towards providing realistic simulation 

conditions. In many areas this was achieved, such as offtaker 

requirements and product mix. However, due to complexity of actual 

situations some areas were only able to be approximated. These are 

discussed as follows. 

1. Job Definition 

The clustering of jobs drawn from common product batches was adequately 

modelled. However, in actual situations volume allocation from product 

batches recognizes offtaker availability. Hence if a particular 

offtaker will not be available within a reasonable time of a batch being 

released (i.e. ready to send) no product will be allocated to that 
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offtaker. Product is usually only allocated to an offtaker when there 

is a reasonable expectation of the offtaker being able to accept the 

product before the due time. This was not able to be modelled in the 

simulation. Hence product was often released, and due time limits set, 

when offtakers were unavailable. Tardiness in these situations was 

frequently unavoidable, contributing to the high tardiness levels 

observed. 

2 . Offtaker Availabilitv 

As noted during the instance evaluation experiments, jobs were 

frequently scheduled during periods in which the offtakers would 

normally be considered to be unavailable. The author believes, through 

his own experience and anecdotal evidence, that offtaker availability 

windows are commonly extended by mutual agreement in order to meet 

schedule requirements. This flexibility was not modelled in the 

simulation experiments and could well make comparisons with manual 

solutions difficult. As noted, only normal availability windows with 

standard overtime extensions were used. This contributed to the high 

tardiness levels and number of uncompleted jobs observed. 

San̂ ile Size 

The sample size in all experiments was limited to 40 cases. This limit 

was based on theoretical and practical considerations. First, for 

sample sizes greater than 30 the sample variance usually provides a good 

estimate of the population variance (Walpole and Myers [71] , pl74) . 

From a practical perspective, simulation run times increased in direct 

proportion to sample size. The significant number of runs conducted (in 

excess of 200) meant that the duration of the experimental program would 

have been unacceptably extended if samples sizes were too large. A 
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balance was required between results and effort. From a purely 

pragmatic position, a sample size of 40 met the sampling requirements 

and was able to be reported on a single page, minimizing printing and 

data handling. 

Machine Load 

Experimental runs were conducted at various machine loads to assess the 

variation in performance of specific selection rules under differing 

load conditions. The variability of performance with load is an 

important algorithmic consideration, as has been reported by Vepsalainen 

and Morton [70] . The range of machine loads was selected to span 

conditions reasonably expected to be encountered in practice. "Average" 

and "Nominal Capacity" conditions shown in Appendix B indicated machine 

load levels of 66 % and 73 % respectively. Conditions during periods of 

reduced refinery throughput or short term maximum processing could be 

expected to result in loads within the 50 % to 80 % range selected. 

Data Smoothing 

The scatter in performance as a function of load level was expected to 

be less than that observed in the experiments, given the sample size 

evaluated. Least squares linear regression was employed to smooth the 

data and aid analysis. The averages of the weighted tardiness and 

volume delivered for each run (average of sample size of 40) were 

processed in this manner. The regression line for each parameter from 

each run was plotted with the observed data to assess goodness of fit 

and overall performance. 

Without this data smoothing evaluation of the relative and absolute 

performance of the selection rules would have been extremely difficult. 
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It would have been unreasonable to base conclusions upon the performance 

at one machine load when the variation in performance with load was 

subject to considerable scatter and a wide range of machine loads are 

encountered in practice. 

Pseudo-Random Number Generation 

As discussed in Chapter 5, the simulation algorithm was structured to 

provide the same sequence of random numbers for each experimental run. 

Hence the same number and type of jobs were created for each case. This 

control was achieved for all job selection rules except RANDOM, because 

the RANDOM rule also made calls to the generator subroutine. This 

resulted in a different random number sequence being used and hence the 

number and type of jobs was slightly different. When averaged over the 

40 cases in each experiment the effect was small, as observed by 

parameters such as number of jobs and total job volume. Hence this was 

not considered to have significantly biased the results and should not 

affect the validity of the conclusions. These differences are 

summarized below. 
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Table 6.1 Sanple Variation: RANDOM rule versus others 

Machine Load Total Jobs 
Random Others 

Total Volume 
Delta Random Others 

% ML ML 
Delta 

50 
55 
60 
65 
70 
75 
80 

Total 

2 6 . 9 
2 9 . 8 
3 1 . 5 
3 4 . 9 
3 6 . 8 
3 9 . 6 
4 2 . 0 

2 7 . 0 
3 0 . 0 
3 1 . 2 
3 3 . 8 
3 6 . 4 
4 0 . 4 
4 2 . 0 

( 0 . 4 ) 
( 0 . 7 ) 
1 .0 
3 . 3 
1 . 1 

( 2 . 0 ) 
0 . 0 

6 6 . 9 
7 3 . 2 
7 9 . 2 
8 5 . 7 
9 2 . 4 
9 7 . 7 

1 0 4 . 4 

6 7 . 6 
7 3 . 7 
7 8 . 4 
8 5 . 3 
9 1 . 9 
9 7 . 9 

1 0 4 . 6 

( 0 . 1 ) 
( 0 . 7 ) 
1 .0 
0 . 5 
0 . 5 

( 0 . 2 ) 
( 0 . 2 ) 

241.5 240.8 0.3 599.5 599.4 0.0 

Note: Random results shown for pattern priority selection rule. 

6.2 Performance Evaluation 

A brief summary of the results from each experiment is included in 

Chapter 5. The following section discusses the relevance of these 

results and analyzes the observed trends. 

The variability encountered in the results indicates the risk associated 

with drawing conclusions based only upon the analysis of a handful of 

instances. For this reason the main focus of this discussion will be 

directed towards assessing the results of the simulation experiments, 

while recognizing the limitations of the method discussed above. 

Section 6.2.1 discusses the relative performance with pattern selection 

based solely on pattern generation order (i.e. pattern priority). 

Section 6.2.2 discusses the effect of pattern utilization on the 

performance of each of the decision rules. 
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6.2.1 Job Ranking 

Cost Over Time (COT) 

All conditions being equal, the Cost Over Time (COVERT, or COT for 

short) rule provided the best overall performance. As discussed in 

Vepsalainen and Morton [70] the basic COVERT rule is a dynamic rule for 

average weighted tardiness scheduling which incorporates job weights 

into a slack-based approach. The COVERT priority index represents the 

expected tardiness cost per unit of imminent processing time (hence Cost 

OVER Time). In effect, if the slack exceeds some generous "worst case" 

estimate of waiting time, the expected tardiness cost is set to zero. 

They note that previous simulation studies have found it convenient to 

estimate the waiting time of an operation as a multiple of the 

processing time. They note that this multiple, the lead time estimation 

parameter, should reflect the anticipated machine utilization. 

The simulation results of the previous chapter tend to support this last 

observation. Analysis of the results indicates that the best overall 

performance, expressed as total weighted tardiness or volume delivered 

(i.e. work done) (Figures 5.7.1 and 5.7.2) is achieved with a waiting 

time parameter value of 3 at low machine loads, and with a value of 4 or 

5 at high machine loads. Vepsalainen and Morton [70] used a value of 4 

as the basis for their evaluation, which was conducted at higher loads 

than those evaluated in Chapter 5. 

j^iparent Tardiness Cost (ATC) 

Vepsalainen and Morton [70] concluded that the ATC rule was superior to 

competing rules for minimizing weighted tardiness penalties in all load 

conditions studies. This was not borne out directly in the results of 
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Chapter 5, which are summarized in Figures 5.8.3 and 5.8.4. The 

explanation appears to lie in the range of load conditions in the 

separate studies. Apart from the many other conditions which differ, 

Vepsalainen and Morton evaluated performance at loads from 80 to 97 %. 

The simulation experiments of Chapter 5 used load levels from 50 to 80 

%. Figure 5.8.4 indicates that it is only at the upper end of the load 

range that the ATC rule dominates the other rules. Although the 

weighted tardiness at these loads is higher than the best rule (COVERT) 

the relative rate of increase of tardiness of the ATC rule is lower. If 

the trend were to continue the ATC rule would result in lower tardiness 

than all other rules at higher loads. 

As discussed in Chapter 2, the ATC rule adjusts the average processing 

time of the waiting jobs by a "look-ahead" parameter related to the 

number of competing critical and near-critical jobs. This is used to 

determine a standard reference against which each job is compared. They 

used a scaling factor of 2 in static flow shops and 3 as a reasonable 

average in dynamic job shops. In the scheduling system studied in 

Chapter 5, a value of 3 gave the best performance with regard to total 

weighted tardiness and volume delivered at all machine load levels 

(Figures 5.6.1 and 5.6.2). Performance at 4 was second best, and well 

ahead of all other values, particularly at high load levels. The 

performance achieved at all load levels for k=l, 2, 5 and 6 was the 

same, even for the raw data (Figures E.6.1 and E.6.2 in Appendix E). 

Random (RANDOM) 

With respect to volume delivered the RANDOM rule performed well at low 

load levels but very poorly at high loads. As shown in Figure 5.8.1.2 

the volume delivered was relatively insensitive to machine load. 
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Weighted tardiness, however, was relatively poor at all load levels. At 

low loads this was because no effort was made to schedule jobs to 

minimize tardiness. This effect was exacerbated at high loads because 

of the amount of unfinished work, due to the minimal increase in volume 

delivered. The only rule to perform consistently worse than RANDOM was 

the LOAD rule, in both weighted tardiness and volume delivered. 

First Ccme First Served (FCFS) 

The FCFS rule performed only marginally better than the RANDOM rule 

overall. At low machine loads the objective value was actually poorer 

than RANDOM (although not as poor as LOAD) , but improved relative to 

RANDOM as machine load increased. The volume delivered was much poorer 

than RANDOM at low machine loads but better at high loads. The raw data 

based on pattern priority exhibited less scatter than most other rules 

as a function of machine load (Figures 5.8.2.1 and 5.8.2.2). 

Shortest Processing Time (SPT) 

At low machine loads the volume delivered by the SPT rule was very poor, 

and only the LOAD rule performed worse. At high loads the performance 

was better, and similar to the FCFS rule. The corresponding trend was 

observed with weighted tardiness. These observations are consistent 

with Vepsalainen and Morton [70] who noted that the SPT rule "fails with 

light load levels and generous due date allowances". 

The data trend with respect to machine load was reasonably consistent, 

except for very poor volume delivered at a machine load of 70 % (Figure 

5.8.3.2). Surprisingly the objective value at this level, although 

poor, did not deviate from the trend as much as the volume delivered. 
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Earliest Ehie Date (EDD) 

The overall performance of the EDD rule was quite good. At low machine 

loads the volume delivered was poor, but good performance was observed 

as the loading increased. The objective value was lower than most other 

rules regardless of machine load level. Moderate scatter was observed 

in the raw data at most load levels. However, the volume delivered at 

each end of the load range was much better than that achieved in the 

interval (Figure 5.8.4.2). 

Minimum Slack (SLACK) 

The SLACK rule performed well at all load levels, although some scatter 

was observed in the raw data (Figures 5.8.5.1 and 5.8.5.2). Only the 

COT rule performed consistently better. The SLACK rule was expected to 

performed reasonably well because it incorporated tardiness and 

processing time information in the ranking index, and the results 

validated this expectation. 

Weighted Tardiness (WTAR) 

The overall performance, both in terms of objective value and due date, 

was moderate. This rule was initially expected to perform well because 

it incorporates the objective function parameter directly in the job 

selection index. However, this rule has no "look ahead" capability; the 

tardiness is not predicted, but registered after it has occurred. The 

information thus arrives too late for the algorithm to act effectively. 

Instead it must wait until a job becomes tardy before it has a basis for 

ranking it with respect to the competing jobs. 
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Load Levelling (liOAD) 

The performance of this rule was disappointing. Initial expectations 

were that this rule would be very effective because it took machine 

loading directly into account. The aim was to allocate jobs to those 

time periods where minimal competition existed for selection, thereby 

avoiding instances of machines being unutilized by previous imprudent 

allocation. This rule was intended to directly recognize the time 

windows imposed by offtaker availability and make the best use of 

available resources. Hence the work completed was expected to be high. 

Weighted tardiness, on the otherhand, was not expected necessarily to be 

good, due to the lack of inclusion of due time information in the job 

ranking. It was, however, expected to be affected favourably by the 

(expected) high volume delivered. 

The simulation results, however, were to the contrary. Both volume 

delivered and total weighted tardiness were poor. Results were 

inconsistent: at 65 % machine load, the performance of the load 

levelling rule was good. Results at higher machine loads were very poor 

(these were improved by the introduction of utilization into the pattern 

selection criteria). Further work is required to understand this 

behaviour and to improve the effectiveness of the method which has 

fundamental potential. 

6.2.2 Pattern Ranking 

As summarized in Chapter 5 the effect of pattern utilization on smoothed 

performance was inconsistent. The ATC and COT rules were unfavourably 

affected at most load levels, the FCFS was largely unchanged, the 

performance of the RANDOM, EDD, SLACK and WTAR rules was slightly 
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unfavourable at low loads, but was marginally favourable at high loads, 

and the SPT and LOAD rules were favourably affected at all pipeline 

loads. 

Within a given scheduling rule, the effect of pattern utilization under 

varying load conditions was generally inconsistent. This behaviour was 

observed with all rules except the SPT (the result at 50 % load was 

effectively unchanged). For example, the performance improvement in the 

smoothed data for the LOAD rule was apparent although the raw data 

oscillated, while in the WTAR rule the effect was favourable at high 

load levels and inconsistent at low loads. 

The major improvement in performance was achieved with the SPT rule. 

This effect elevated the SPT rule from marginal performance, based 

solely on pattern priority, to the best performance at high load levels. 

6.2.3 Backtracking 

Performance Xn^rovement 

Overall performance improvement as a result of backtracking was 

relatively modest, averaging 3 % over all rules. Individual results are 

shown in Table 6.2. The improvement in performance is defined as the 

difference between the objective value of the first solution pass (First 

Value) and the best solution pass (Best Value), expressed as a 

percentage of the First Value. The values shown in Table 6.2 are the 

sum of the individual objective values at each machine load level. No 

data were collected to measure the improvement in the volume delivered 

as a result of backtracking. 
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The small increase in performance may be due to two main reasons. 

First, the performance of the algorithm may be such that the quality of 

the first solution obtained may be good, leaving little room for 

improvement. Second, the performance of the backtracking routine may be 

poor, such that improvement is unlikely. A combination of these two 

factors may also exist. 

Table 6.2 Performance Inprovement Due to Backtracking 

Job Rule 

Average 

Pattern Priority 
First Best Delta 
Value Value 

k$ k$ % 

Pattern Utilization 
First Best Delta 
Value Value 

k$ k$ % 

RANDOM 

FCFS 
SPT 

EDD 

SLACK 

WTAR 

ATC (k= =3) 

COT (k*b=3) 
LOAD 

331.0 

334.9 

310.5 
293 .4 

291.9 
316.9 
313.4 

275.3 
358.2 

319.9 
324.2 

305.4 
287.1 

283.8 
309.4 

304.5 

267.6 

344.8 

3.4 

3.2 

1.6 
2.1 

2.8 
2.4 

2.8 

2.8 
3.7 

332.8 

331.1 
277.7 
297.1 

295.6 
314.6 
330.2 

286.3 

346.9 

321.3 

321.6 

271.2 
291.4 

287.9 
306.2 

322.3 

281.5 
334.7 

3.5 

2.9 
2.3 
1.9 

2.6 
2.7 
2.4 

1.7 

3.5 

313.9 305.2 2.8 312.5 304.2 2 .6 

Backtracking Passes 

The backtracking method is discussed in Chapter 4. In the experiments 

of Chapter 5 the maximum number of backtracking passes was limited to 

50. This limit was rarely reached, and on average 17 passes were 

evaluated before termination. The number of passes was relatively 

insensitive to the scheduling rule or pattern ranking rule used. The 

data in Appendix E exhibits a slight decrease in the number of patterns 

evaluated with increasing machine loading. The average number of passes 

for each scheduling rule, for all load levels, is summarized in Table 

6.3. 
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Table 6.3 Average Nuinber of Backtracking Passes 

Job Rule Pattern Priority Pattern Utilization 

RANDOM 18.3 17.5 
FCFS 18.8 16.8 
SPT 14.2 15.9 
EDD 15.5 14.5 
SLACK 18.0 18.2 
WTAR 15.4 16.5 
ATC (k=3) 17.0 15.3 
COT (k*b=3) 16.2 14.6 
LOAD 19.7 18.9 

Average 17.0 16.5 

Termination 

Termination of the algorithm was forced when either no backup points 

remained to be evaluated or a specified maximum number of passes had 

occurred without improving the objective function. This specified 

maximum value was set at 10 passes for the experiments reported in 

Chapter 5. 

The reason for termination was not recorded for each simulation case. 

If due to lack of improvement in the objective function this would imply 

that, on average, solution improvement ceased after about 7 passes 

(17-10). This would suggest that the backtracking routine should be 

examined to determine why more opportunities are not available for 

improvement. This could be due a number of reasons, such as: 

1. Lack of patterns at each backup point, due to lack of jobs or due 

to the pattern generation process itself. The nim±)er of patterns 

generated at any point was subject to an upper limit of 10. In 

addition, for simplicity the pattern generation process only a 
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generated a limited sequence of pattern combinations at each point 

in the schedule. 

2. Lack of backup points, due to the backup point identification 

process. This was restricted to only those points at which a 

pattern was scheduled in which a job, eligible to be scheduled, was 

precluded from being scheduled, due to contention with a higher 

priority job. 

Potential modifications to the algorithm to address these issues are 

discussed in Section 6.4. 

6.2.4 Comparison With Manual Method 

As discussed in Chapter 5, comparison of the performance of the 

algorithm with the solution prepared by the manual method is difficult 

for past instances because of lack of data. The author has not had the 

opportunity to compare results based on current manual methods, in which 

all the data could be obtained, including precise information on 

availability windows, due to remoteness from the worksite. However, a 

number of comparisons are evident. 

Solution Speed 

First, the computer based algorithm can generate a schedule much more 

rapidly. Given that the same amount of data is required by both 

computer and manual methods, the computer method can generate a schedule 

from this information in a few seconds. Generation by the manual method 

takes tens of minutes, if not hours in difficult circumstances. 
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Although the same amount of information is required by the two methods, 

the way this is generated and used is quite different. The computer 

method requires all the information to be available at the start of the 

run. Obviously the program can be rerun if some of the data changes at 

a later stage. In the manual method, the data is typically only 

generated as required. That is, the scheduler makes an assessment of 

the jobs to be sourced from a single product batch, those jobs are 

scheduled, and then the next batch is allocated. 

The scheduler recycles to the earlier batch if an inconsistency or poor 

performance becomes apparent later. This approach occurs because it is 

difficult to accurately specify the size and timing of jobs far in 

advance, and such specification belies the variability possible in 

meeting customer demands in the short term. Hence the computer based 

method is forced to work with "harder" data than the "soft" data 

manipulated by the user. The user of the computer method is able to 

compensate for this, however, due to the rapid generation of the 

schedule provided by the computer method. A case can be defined, run, 

evaluated, and redefined quickly until a suitable solution is found. 

This has not been trialled in practice, but is will obviously be faster 

than the manual method. 

Solution Quality 

This is difficult to measure. However, based on the range of instances 

evaluated earlier the computer based method is somewhat poorer than the 

manual method. Part of this is due to the incompleteness of the 

information used to construct the computer runs. Part is perhaps due to 

the performance variability of the algorithm as observed in the 

simulation experiments. Solution quality could probably be improved by 
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continued fine tuning for each specific instance. This enhancement was 

not used; the results reported in Chapter 5 are those arising from 

single untuned runs. 

The important issue is not whether the computer method produces 

solutions better or equal to the manual method, but whether it produces 

acceptable solutions, recognizing the time / quality trade-off. This 

evaluation has not been attempted yet because it would require use of 

the computer method in the practical scheduling task for some period, 

which is not currently possible. 

The advantage of the computer method is that its speed allows it to 

evaluate a wider range of solutions than is possible otherwise. As the 

sophistication of the algorithm improves with continued development the 

solution quality should increase to meet or exceed the expectations of 

the users. 

Solution Flexibility 

Clearly, the manual method is superior, limited only by the imagination 

and experience of the scheduler concerned. The scheduler can balance 

qualitative concerns in addition to the quantitative measures to which 

the algorithm is constrained, such as balancing a customer's reluctance 

to work overtime with that customers need for product. Rutherford [59] 

noted that the "human being is incomparably superior to the computer at 

acquiring and using experience, adapting to new and unusual events, 

recognizing patterns, and applying common sense". The function of the 

computer method, however, is not to attempt to replace the role of the 

scheduler, but to provide an aid to assist the ability of the scheduler 
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to make better decisions. In this role its current performance is 

considered acceptable. 

6.2.5 Ease of Use 

Clearly a rigorous assessment of this area awaits the use of the program 

by users other than the author. However, favourable opinion is expected 

due to the simplicity of the program operation and data input 

requirements, and the reporting options available. 

Operation 

Mainframe operation is described in detail in Appendix F. This is very 

simple due to the availability of a customized file management and 

program execution system on the company's computer. Jobs are run 

on-line and execute in seconds. PC operation has not yet been explored, 

due to the ready access to the mainframe. Performance is expected to be 

good due to the computational power of the current range of personal 

computers in use on site. 

Reports 

The reports currently available for solution analysis are discussed in 

Appendix 5. These have been designed to meet the needs of the 

scheduler. In particular, the main solution report has been designed to 

present the schedule in Gantt chart format, similar to the current 

manual method. This graphical layout allows the user to quickly 

evaluate the schedule, in a form consistent with that refined over many 

years experience. 
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6.2.5 Changing Environment 

A number of changes which directly affect the scheduling system have 

occurred in the business environment since this project commenced. 

First, continuing rationalization in the Australian oil industry has 

lead to a reduction in the number of offtakers. This has lead to a 

reduction in the number of disparate priorities requiring satisfaction. 

At the same time the average offtaker availability has increased because 

the remaining offtakers work longer hours to maximize productivity from 

existing facilities. Second, pipeline capacity has been increased, with 

additional spare capacity to cater for future grows. Third, the product 

mix has altered due to increasing penetration of unleaded gasoline into 

the market, reducing the dominance of leaded gasoline as the major 

product. 

These changes have, if anything, reduced the overall complexity of the 

task required of this scheduling algorithm. Hence the performance in 

practice would be expected to be at least as good as that observed with 

the experiments evaluated in Chapter 5. Most importantly, however, 

these changes highlight the significant shifts in requirements that can 

occur, and demonstrate the need for a flexible and robust algorithm. 

6.3 Algorithm Structure 

The performance of the algorithm as a function of the job selection and 

pattern ranking rules has already been discussed. This focus of this 

section is directed towards analyzing the overall structure of the 

algorithm itself, to understand its fundamental strengths and 
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weaknesses. From this understanding, development efforts can be 

directed towards improving the algorithm's performance. 

6.3.1 Solution Strategy 

The fundamental principle of the solution strategy was to ensure that no 

technological constraints were ever violated, and hence the partial 

schedule at any point was always feasible. This was a considered 

approach to the difficulties created by the interdependence of the 

machines. It was felt that it would be extremely difficult to remove 

any infeasibilities created by solving a relaxed solution once imbedded 

in the schedule. It was very important from the user's point of view 

that any schedule created would work if implemented: lack of credibility 

would lead to disuse due to loss of confidence. 

This requirement for feasibility was a major reason for constructing the 

schedule from the starting time, rather than at some other point, such 

as the end, or when some high priority job became available. The 

primary reason for starting at the front, however, was because the 

definition of the early jobs is much better than the later jobs due to 

the uncertainties associated with projections of product, machine and 

offtaker availability. As a result of this uncertainty the schedule 

will almost certainly be revised before later jobs can be scheduled. 

The schedule created is part of a larger, rolling schedule, which is 

never completed, but simply revised to take account of changing needs. 
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6.3.2 Job Selection and Ranking 

The job selection process is a necessary, but not sufficient condition, 

to ensure that only feasible partial schedules are created. It rejects 

jobs which do not meet any feasibility criteria at each stage, and also 

halts those jobs judged unsuitable for further consideration. This 

later task is a quantitative assessment of what are largely qualitative 

criteria and hence the algorithm makes used of parameterized rules to 

provide user control. 

The job ranking process has been well discussed in previous sections. 

The primary objective is to order the jobs in such a way that the 

overall objective function is minimized (or maximized, depending on its 

formulation) . Although a second (pattern) ranking process occurs prior 

to construction of the next stage of the partial schedule, the job order 

is fundamental to the order in which the jobs are allocated to patterns, 

and hence ultimately to the schedule. 

6.3.3 Pattern Generation and Ranking 

Pattern generation is used to ensure only feasible partial schedules are 

created. The need for this process arises due to the interdependence of 

the main pipelines, created by the suction and offtaker pipeline 

interconnections. These interconnections create either hydraulic 

constraints, in which two (or more) flows physically cannot occur 

simultaneously, or quality constraints, in which two (or more) flows 

cannot be mixed. Any pattern passing through the pattern generation 

phase can be added to the partial schedule without violating any 

technological constraint. 
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The pattern ranking process sorts the feasible patterns and hence 

controls the jobs added to the partial schedule at the current stage. 

This also controls the order in which any later schedule evaluation is 

undertaken from that stage if backtracking occurs. 

Pattern ranking is a feature of the cutting stock approach which was 

used as a motivation for this work. However, a difference exists 

between the pipeline scheduling and cutting stock situations. In the 

latter the aim is usually to select the pattern which results in the 

longest run length. This minimizes cutter setups and improves machine 

utilization. In the former, due date constraints and job priorities 

impact on performance. Giving preference to patterns with long run 

lengths discourages the simultaneous processing of jobs on more than one 

machine, reducing the flexibility inherent in the system. Hence, 

patterns are ranked by some other index, such as average machine 

utilization, or generation order. 

Generating a nimiber of patterns at this stage has advantages which 

offset the additional computation required. First, the patterns can be 

ranked and the "best" pattern selected at that stage of the partial 

schedule. Second the patterns can be ordered to aid the backtracking 

process if returned to that stage. The pattern ranking process provides 

a mechanism to include heuristic information in the solution process 

that cannot be achieved by only generating the patterns when required. 
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6.3.4 Backtracking 

As discussed in Chapter 4 a depth-first strategy is adopted to quickly 

establish a solution (in which the end time is reached, or all jobs are 

scheduled) . This bound is then used in the subsequent backtracking 

phase to halt evaluation if the new partial schedule is worse than the 

previous best solution (lower bound pruning) , and is updated when a 

better solution is found. 

The depth-first strategy was adopted because it rapidly provides a 

feasible solution (feasible in the sense that all technological criteria 

are met, even in some jobs remain incomplete. It also reduced the data 

storage requirements needed to successfully implement a backtracking 

strategy for solution improvement (a breadth-first implementation was 

considered too unwieldy for this application). Heuristic information is 

included in the node evaluation step to determine the order in which the 

successor nodes should be expanded. 

The tree search implementation ensures that solution branches are not 

precluded from evaluation. Hence the algorithm backs up to the most 

recently backup point. This is the most recently suspended node judged 

worthy of further evaluation, due to some identified contention between 

jobs. It then proceeds to attempt to improve the schedule, identifying 

additional backup points in the re-evaluated portion of the schedule if 

appropriate. Once the end of the schedule is identified, or some lower 

bound exceeded, the algorithm returns to the most recently identified 

backup point and continues. 
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This overall strategy is considered suitable for the task required. The 

main reason for the small increase in solution quality resulting from 

the backtracking phases is considered to be due to the choice of backup 

points identified, as discussed in Section 6.2. 

6.4 FurtJier Work 

Whilst the algorithm in its current form provides a practical scheduling 

tool, development in a number of areas could be expected to improve 

solution quality and useability further. 

Performance Enhancement 

The series of experiments conducted in Chapter 5 investigated the 

performance of various decision rules thoroughly, but over a limited set 

of conditions. Further work remains to evaluate the effect of varying 

the tuning parameters under the user's control. These include: 

1. Job selection parameters, which control the jobs considered for 

scheduling at each stage, such as minimum processing time 

requirement, minimum offtaker availability, job work remaining, 

etc. 

2. Objective function weighting, to assess the effect of volume 

delivered, setup count and offtaker overtime, on overall 

performance. 

3. Pattern priority weighting, to assess the effect of pattern 

duration and average job value on performance. 
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4. Dynamic adjustment by the algorithm of the ATC or COVERT scheduling 

rule parameters to recognize the load level of the problem being 

solved. 

Scheduling Rule Modification 

Modification of certain rules, such as the inclusion of a look ahead 

feature to detect job criticality in SLACK and WTAR, could reasonably be 

expected to improve performance. The introduction of a mechanism to 

ensure that deadlines are never violated warrants attention. 

The ability to deliberately idle a machine, in readiness for the 

anticipated arrival of a high priority job, requires investigation. The 

corresponding reduction in tardiness achieved on the higher priority job 

needs to be balanced with the lower machine utilization, and hence loss 

of capacity to do work. 

A further enhancement could include the solution of the problem using a 

number of scheduling rules in succession, in which the algorithm would 

automatically select the best overall solution. This approach is 

currently gaining favour amongst practitioners [23,72]. The current 

fast solution times suggest that the increased computation associated 

with this approach should not be of concern. 

The performance of the LOAD rule could possibly be improved by adopting 

the approach of Keng et al [49] . They first ranked the operations 

according to their "criticality": i.e. the ratio of processing time 

remaining to demand window availability (the demand window being the 

difference in time between the due time and the greater of the current 

time or job ready time). The most critical operation was then scheduled 
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according to the "cruciality" of the machine: the period in which there 

was least contention with the other jobs requiring this machine (i.e. 

when the potential load on the machine was lowest) . This enables 

tardiness information to be used effectively in ranking the jobs, and at 

the same time allocates machine resources appropriately. The difficulty 

remaining to be overcome in the problem at hand is how to ensure that 

the feasibility of the pattern is maintained at each decision stage. 

Backtracking Modification 

A number of issues regarding the backtracking mechanism were raised in 

Sections 6.2 and 6.3. Evaluation of the improvement in performance as a 

function of the existing control parameters is required. The greatest 

benefit is expected to come from careful analysis of the appropriate 

points in the schedule at which the backtracking should occur. This 

could be extended from the current contention based approach to include 

points at which deliberate idling occurred, or where a significant 

change in the objective function was detected. 

Restart Capability 

Frequently when a schedule is revised the main objective is to minimize 

the disruption to the remainder of the schedule not requiring revision. 

This minimizes the disruption to the expectations, plans and labour 

requirements of the offtakers. In its current form, the algorithm 

cannot distinguish between old and new jobs (the new jobs being the ones 

that must be rescheduled). Hence, some mechanism needs to be introduced 

to identify those jobs which should not be rescheduled unless necessary. 

One proposal is to arrange for the program to retain the previous 

solution to act as a starting point for the revision. The user can then 
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identify those jobs which require revision and, if desired, identify 

those jobs which may or may not be rescheduled to achieve a new 

solution. 

PC Capability 

This extension is relatively simple and can be conducted if the need 

exists. When this study was initiated it was considered that given that 

a significant part of the scheduling task is conducted out of normal 

business hours PC capability would provide the ability for the scheduler 

to operate remotely. Technological and business changes since that time 

have resulted in the connection of many remote PCs to the company 

mainframe by modem. Hence mainframe access can be made available at the 

scheduler's home and the need for operation on a PC is reduced. 

However, to provide maximum flexibility for the scheduler installation 

on a portable PC is considered desirable in the longer term. With this 

is mind the application has been written in standard FORTRAN 77 and with 

minimal computational requirements to enable suitable operation on a 

personal computer when needed. 
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Chapter 7 CONCLUSIONS 

The conclusions drawn from the experimental work can be classified into 

three sections: first, the suitability of the heuristic approach as a 

solution method; second, the relevance of instance evaluation and 

simulation as techniques for performance evaluation; and third, the 

choice of job scheduling rule. 

Suitability of Heuristic Methodology 

* Of the solution methodologies reviewed in Chapter 2, the heuristic 

approach appeared to offer the best practical approach to the 

solution of the problem at hand. 

* The algorithm successfully applied this method to the constraints 

and objectives of the pipeline scheduling task. 

* The experimental work demonstrated the solution times and solution 

quality required for this approach to be of practical use. 

* Backtracking for performance enhancement was successfully 

implemented within a tree-search structure. 

Itelevance of Performance Evaluaticm Techniques 

* Despite the sample size tested, scatter was observed in performance 

as a function of machine load. Smoothing of raw data was required 

to simplify analysis. 

* This scatter demonstrates the limitations of instance evaluation as 

a suitable evaluation technique. The results achieved from 
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instance evaluation are expected to be highly sensitive to the 

instance selected. 

* Simulation provides the ability to rapidly examine system 

performance over a range of controlled experimental conditions. 

Most system characteristics can be adequately modelled by 

appropriate formulation of simulation routines. 

* Expressing performance as a function of machine load provides a 

useful mechanism for analyzing overall performance. 

Choice of Job Scheduling Rule 

* The Shortest Processing Time (SPT) rule, supplemented with the 

pattern utilization heuristic, provided the best performance over 

the range of machine loads tested. The performance of this rule 

without pattern utilization enhancement was poor. 

* The Cost Over Time (COVERT) rule provided the best performance over 

the range of machine loads tested when the pattern utilization 

heuristic was not employed. 

* At low machine loads the best performance of the COVERT rule was 

achieved with the waiting time parameter equal to 3. At high loads 

the best performance was achieved with this equal to 4. 

* The relative performance of the Apparent Tardiness Cost rule 

improves with increasing machine load. At loads above those tested 

it may provide better performance than the SPT and COVERT rules. 
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Appendix A fflSTORICAL DATA 

A.l Job and Lineclear Numbers 

Week 
commencing 

12/03/86 
19/03/86 
26/03/86 
02/04/86 
09/04/86 
16/04/86 
23/04/86 
30/04/86 
07/05/86 
14/05/86 
21/05/86 
28/05/86 
04/06/86 
11 /06/86 
18/06/86 
25/06/86 
02/07/86 
09/07/86 
16/07/86 
23/07/86 
30/07/86 
06/08/86 
13/08/86 
20/08/86 
27/08/86 
03/09/86 
10/09/86 
17/09/86 
24/09/86 
01/10/86 
08/10/86 
15/10/86 
22/10/86 
29/10/86 
05/11/86 
12/11/86 
19/11/86 

Total 
Average 
Minimum 
Maximum 
Variance 
Std Dev 
Count 

T a b l e A . l 

PLl 

11 
8 

11 
9 

12 
11 
14 
14 
12 
15 
16 
12 
11 
16 
10 

11 
13 
14 
14 
12 
12 
14 
11 
17 

8 
10 
14 
12 

8 
9 
9 

11 

381 
11.9 

8.0 
17.0 

5.6 
2.4 
32 

Observed Job 

PL4 

10 
9 

10 
9 

12 
12 
13 
14 

7 
12 
11 
14 
12 
12 
12 

12 
13 
16 
11 

8 
12 

8 
10 
15 
10 

9 
11 
15 
10 
12 

9 
11 

361 
11.3 

7.0 
16.0 

4.5 
2.1 
32 

Jobs 
PL2 

10 
5 

10 
7 

11 
17 

8 
13 
14 
10 
16 
11 
11 
15 

9 

16 
10 
13 

9 
13 
10 

8 
10 

6 
12 
11 
10 
11 

8 
7 
8 

14 

343 
10.7 

5.0 
17.0 

8.6 
2.9 
32 

and L i n e c l e a r 

PL3 

1 
4 
5 
5 
4 
4 
5 
2 
6 
3 
5 
3 
5 
4 
4 

3 
4 
6 
3 
7 
5 
5 
8 
7 
6 
7 
7 
7 
1 
3 
0 
0 

139 
4.3 
0.0 
8.0 
4.2 
2.1 
32 

Total 

32 
26 
36 
30 
39 
44 
40 
43 
39 
40 
48 
40 
39 
47 
35 

42 
40 
49 
37 
40 
39 
35 
39 
45 
36 
37 
42 
45 
27 
31 
26 
36 

1224 
38.3 
26.0 
49.0 
34.6 

5.9 
32 

Numbers 

PLl 

2 
4 
0 
0 
5 
4 
3 
5 
3 
2 
2 
2 
4 
2 
2 

3 
3 
2 
4 
2 
2 
2 
0 
4 
2 
0 
2 
5 
3 
2 
2 
2 

80 
2.5 
0.0 
5.0 
1.9 
1.4 
32 

Lineclears 
PL4 

2 
4 
0 
0 
5 
4 
3 
2 
2 
3 
2 
1 
2 
2 
4 

3 
3 
2 
4 
2 
2 
2 
0 
4 
2 
0 
2 
5 
3 
4 
2 
2 

78 
2.4 
0.0 
5.0 
1.8 
1.3 
32 

PL2 

6 
3 
3 
4 
0 
4 
3 
3 
2 
3 
2 
1 
2 
2 
2 

5 
2 
4 
0 
4 
1 
1 
3 
6 
6 
2 
2 
4 
2 
2 
0 
2 

86 
2.7 
0.0 
6.0 
2.6 
1.6 
32 

PL3 

1 
2 
3 
4 
0 
2 
2 
1 
2 
2 
0 
3 
4 
3 
1 

3 
2 
2 
1 
2 
0 
2 
0 
0 
2 
2 
3 
3 
0 
1 
0 
0 

53 
1.7 
0.0 
4.0 
1.5 
1.2 
32 

Total 

11 
13 

6 
8 

10 
14 
11 
11 

9 
10 

6 
7 

12 
9 
9 

14 
10 
10 

9 
10 

5 
7 
3 

14 
12 

4 
9 

17 
8 
9 
4 
6 

297 
9.3 
3.0 

17.0 
10.2 

3.2 
32 
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Appendix B FREQUENCY DISTRIBUTIONS 

B.l Ready Time Dist:ribut:ion 

In practice, a nxomber of jobs are sourced from each product batch, and 
hence the job ready times are clustered at the batch release times. 
This characteristic was modelled in the simulation esqjeriments by 
ensuring jobs of the same product type had the same ready time until the 
volume of the batch was exhausted. A new batch time was then 
established and the process repeated. For example: 

Table 

Batch 
Number 

JOl 
AOl 

A02 

B.l 

Job 
Number 

1 
2 
3 
4 
5 

6 
7 

Job R e a ^ Time 

Product 
Type 

JET 
ADO 
JET 
ADO 
ADO 
JET 
ADO 
ADO 
ADO 
JET 

Example 

Job 
Volvmie 

ML 

2.0 
3.5 
4.0 
3.0 
2.5 

5.0 
2.0 

Batch 
Volume 
Remain. 

ML 

9.0 
9.0 
7.0 
6.5 
2.5 
4.0 
0.0 
9.0 
4.0 
2.0 

Batch 
Release 

Time 
DD/HH 

1/06 
1/12 

2/20 

Job 
Ready 
Time 

DD/HH 

1/06 
1/12 
1/12 
1/06 
1/12 

2/20 
1/06 

The batch release times were assumed to be uniformly distributed between 
24 and 3 6 hours after the preceding batch release time for the product 
concerned. A constant batch size of 9.0 ML was assumed for each 
product. 
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B.2 Due Time Distribution 

As discussed in Chapter 5, the due time was offset from the job ready 
time by a multiple of the nominal job processing time. The nominal 
processing time ecjualled the job volume divided by the average 
processing rate for the particular offtaker / product combination. 

Although not used in the simulation experiment, the due time could also 
be specified in terms of the average batch processing time, to reflect 
tank scheduling limitations. The multiplier used in this option was 
estimated as follows, using motor gasoline (mogas) as typical of all 
products. 

1. Average production rate: 

Average mogas batch size = 9.0 ML 
Nominal mogas production rate = 55 ML/wk 
Therefor, average production rate/batch = 27 h 

2. Average pumping rate: 

Total mogas pumping rate (PL1+PL4) = 3 85 kL/h 
Therefor, average batch pumping time = 23 h 

Allowing for capacity losses due to setups and delays the above 
estimates indicate that the average pumping rate and average production 
rate are approximately balanced. Three tanks are available for mogas 
service; typically two are being pumped intermittently (one has just 
started being pumped and one has almost finished being pumped) , and one 
is being blended, as follows. 

Tank Time - > 

A 

B 

C 

<- Pump ><-Blend->< Pump ><-Blend-> 

<-Blend->< Pump ><-Blend->< Pump > 

< . . Pump-><-Blend-X Pump ><-Blend-><-Pump . . > 

Almost always each tank is emptied before being re-blended. Hence the 
due time for all the jobs allocated from a particular tank batch must be 
less than the batch ready time plus twice the total batch pumping time. 

D, < R, + 2*P for all k 
k k 

where P = average batch pumping time, and 
k = jobs sourced from the given product batch 
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B.3 Machine Utilization 

The "average" refinery production was set ecjual to the 1985 full year 
actual refinery production. The production volumes of each product were 
assigned to the appropriate pipelines. Hence, all of the gasoline 
production, such as premium leaded, unleaded and avgas, was assigned to 
Pipelines 1 and 4. All of the distillate, 65 % of the jet and 10 % of 
the fuel oil were assigned to Pipelines 2 and 3 (the remainder of the 
jet and fuel oil being pumped on other pipeline networks) . 

The "nominal capacity" refinery production was based on the maximum 
rated refinery throughput. The product mix was assumed ecjual to the 
"average" refinery production mix. 

Table B.2 Pipeline Ut.ilization 

Average: 
Volume 
Average Rate 

Pumping Time 
Utilization 

ML/wk 
kL/h 

h/wk 
% 

Nominal Capacity: 
Volume 
Average Rate 

Pimiping Time 
Utilization 

ML/wk 
kL/h 

h/wk 
% 

PLl 
G 

24 
175 

136 
81 

26 
175 

149 
89 

PL4 
G 

28 
207 

136 
81 

31 
207 

149 
89 

PL2 
D 

21 
190 

109 
65 

23 
190 

121 
72 

PL3 
D 

10 
160 

60 
36 

11 
160 

69 
41 

Total 

83 
-

441 
66 

91 
-

488 
73 

Note: 
Capacity kL/h 175 

24 
207 
28 

190 
26 

160 
22 

732 
100 

"G" = gasolines (premium unleaded, unleaded, leaded, avgas, etc) 
"D" = distillates (jet, kerosene, heating oil, diesel, etc) 

Gasoline Capacity = PLl + PL4 = 175+207 = 382 kL/h = 52 % 
Distillate Capacity = PL2 + PL3 = 190+160 = 350 kL/h = 48 % 
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The following table summarizes the average allocation of pipeline time 
observed during 1985. The closure reported below is the ratio of the 
total time accounted for relative to the total time available, and hence 
measures the quality of the allocation. 

Table B.3 Pipeline Time Allocation 

PLl 
G 

PL4 
G 

PL2 
D 

PL3 
D 

Total 

Pumping Time: 
Volume ML/wk 
Average Rate kL/h 

24 
175 

28 
207 

21 
190 

10 
160 

83 

Pumping Time h/wk 136 136 109 60 441 

Setup Time: 
Operations 
Lineclears 
Time/op. 
Time/lc. 
Setup: op. 
Setup: Ic. 
Total setup 

Idle Time: 

Total time 
Available 
closure 

h 
h 
h 
h 
h 

h 

h 
h 
% 

11.9 
2.5 

1 
2 
12 
5 

17 

11.3 
2.6 
1 
2 
12 
5 
17 

10.7 
2.7 

1 
2 
12 
6 

18 

4 
1 
.3 
.7 
1 
2 
4 
5 
9 

38.2 
9.5 

-
-

40 
21 
61 

40 86 226 

162 
168 
96 

160 
168 
95 

167 
168 
99 

155 
168 
92 

644 
672 
96 

"G" = gasolines (premium unleaded, unleaded, leaded, avgas, etc) 
"D" = distillates (jet, kerosene, heating oil, diesel, etc) 
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B.4 Job Volume Distzribution 

The volume of each job was drawn from the empirical distribution shown 
below. This distribution was based on data drawn from 5 weeks of actual 
schedules, shown in i^pendix A. Beta and gamma distributions calculated 
from the observed data are shown for comparison with the observed data 
and the modified empirical distribution used. As can be seen, the 
modified empirical distribution provides a better fit than the beta and 
gamma predictions. 

The upper and lower limits of the distribution were truncated at 10.0 ML 
and 0.5 ML respectively, corresponding to the minimum and maximum parcel 
sizes generally observed. The continuous distribution was approximated 
by a discrete distribution of 20 bins of equal width. The mode of 2.0 
ML was maintained, although its frequency was reduced slightly to ensure 
and area of 1 under the curve. 

Figure B.l Job Volume relative frequency distribution 

0.25 

0.20 

0.15 

0.10 

0.05 

0.00 
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0 8.5 9.0 9.5 10.0 

Job Volume ML 

Smoothed Observed Beta Gamma 
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B.5 Product Distribution 

The product type distribution was based upon the adjusted 1985 full year 
production mix described. Of the total 1985 refinery production only 3 5 
% of the total jet production was assvimed to be pumped on the pipeline 
network, the remaining 65 % was pumped on an independent pipeline. 90 % 
of fuel oil production was also excluded because it was pumped on a 
different pipeline network. 

Table B.4 Product; Frequency Distribution 

Product Refinery-

Code 

PRM 
CPR 
ULP 
AVG 
JET 
DPK 
LHO 
ADO 
ADF 
IDO 
LSF 
IFO 

Production 
Name 

Premium Gasoline 
Country Premium 
Unleaded Gasoline 
Avgas 
Jet Fuel lA 
Dual Purpose Kero 
Light Heating Oil 
Auto Diesel Oil 
Auto Diesel Fuel 
Industrial Diesel 
Low Sulphur Fuel Oil 
Industrial Fuel Oil 

vol % 

49.4 
2.4 
1.6 
1.4 
10.8 
0.2 
1.1 

25.1 
0.3 
0.8 
6.6 
0.3 

Moved 
over 

Pipeline 
% 

100 
100 
100 
100 
35 
100 
100 
100 
100 
100 
10 
100 

Raw 
Freq. 

Distbn 
% 

49.4 
2.4 
1.6 
1.4 
3.8 
0.2 
1.1 

25.1 
0.3 
0.8 
0.7 
0.3 

Normal. 
Freq. 

Distbn 
% 

56.7 
2.8 
1.8 
1.6 
4.4 
0.2 
1.3 

28.9 
0.3 
0.9 
0.8 
0.3 

Cumul. 
Freq. 

Distbn 
% 

56.7 
59.5 
61.3 
62.9 
67.3 
67.5 
68.8 
97.7 
98.0 
98.9 
99.7 
100.0 

Total 100.0 87.1 100.0 

Figure B.2 Product Type relative frequency distribution 
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B.6 Offtaker Distribution 

The relative frequency distribution of offtaker destinations was based 
upon an assessment of the amount of product transferred to each 
offtaker. This was estimated based upon the offtaker's overall market 
share and an assessment of how much of each offtaker's demand was 
sourced from the refinery. 

A uniform distribution was used to allocate product between terminals 
for offtakers with multiple terminals. 

Table B.5 

Offtaker 

Code 

MOB 
ESS 
CTX 
AMP 
BPA 
BPN 
BPC 
SHL 

Name 

Mobil 
Esso 
Caltex 
Ampol 
BP Altona 
BP Newport 

Offtaker 

BP Coode Island 
Shell 

Frequency Distribution 

Total 
Market 
Share 

% 

14 
7 

17 
12 
7 
8 
7 

28 

Altona 
Supplied 
Amount 

% 

100 
100 
50 
50 
50 
50 
50 
0 

Raw 
Freq. 

Distbn 
% 

14 
7 
9 
6 
3 
4 
4 
0 

Normal. 
Freq. 

Distbn 
% 

30 
15 
19 
13 
7 
9 
7 
0 

Cumul. 
Freq. 

Distbn 
% 

30 
45 
64 
77 
84 
93 

100 
100 

Total 100 47 100 

Figure B.3 Offtaker Terminal relative frequency distribution 
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Appendix C EXPERIMENTAL INPUT 
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Figure C.2 Example 1: Job Definition File 

DSPRT 921213-162736-SUN DSNAME M995092.TECH.DATA(APTSJOB1) 

REMARK: JAYOU 
• DAY 
DATES : TUE 
• 
DETAILS:OFT 

AMP 
MOB 
CTX 
MOB 
CTX 
MOB 
MOB 
MOB 
CTX 
MOB 
ESS 
AMP 
MOB 
ESS 
MOB 
CTX 
BPA 
CTX 
AMP 
MOB 
MOB 
ESS 

NG, 

PRO 

PRM 
PRM 
JET 
ADO 
ULP 
ULP 
ULP 
PRM 
PRM 
AVG 
CPR 
PRM 
PRM 
JET 
JET 
ADO 
ADO 
ADO 
ADO 
ADO 
ADO 
ADO 
ADO 
NZA 
ADO 
ADO 

26 OCT 
DATE 

8. 

BCH 

92, EXAMPLE 1 (08 NOV 88) 
MNTH MAXD NDAY 
11. 30. 7. 

RAN (PTY UTZ) 

TNK PTY 

PLl 
PL4 
PL2 
PL3 

V69 
P09 
PIO 
PIO 

508 
704 
81 1 
81 1 

A21 
A21 
A21 
A22 
A21 
A21 

812 
812 
81 2 
700 
812 
812 

VOL RDY DUE 

2 . 1 
3 . 7 
2 . 7 
4 . 5 
1 . 5 
2 . 5 
5 . 5 
4 . 0 
2 . 5 
9 . 5 
0 . 4 
1 . 5 
2 . 8 
2 . 0 
1 . 0 
1 . 0 
0 . 6 
0 . 9 
0 . 9 
9 . 5 
7 . 0 
2 . 0 

9 . 1 6 
9 . 1 6 
9 . 1 6 

1 0 . 1 2 
1 0 . 1 2 
1 1 . 2 0 
1 2 . 1 2 
1 3 . 0 0 
1 3 . 0 0 

8 . 1 7 
8 . 17 
8 . 1 7 
8 . 1 7 
8 . 1 7 
8 . 17 
8 . 17 

1 1 . 1 6 
1 1 . 1 6 
1 1 . 1 6 
1 1 . 1 6 
1 1 . 1 6 
1 1 . 1 6 

1 0 . 0 6 
1 0 . 1 6 
1 0 . 0 6 
1 1 . 0 6 
1 1 . 1 3 
1 2 . 0 4 
1 3 . 0 5 
1 3 . 2 0 
1 3 . 2 3 
1 1 . 1 2 
1 0 . 1 3 

9 . 0 2 
1 1 . 0 3 

9 . 2 1 
1 1 . 0 3 
1 0 . 2 2 
1 1 . 2 0 
1 2 . 0 1 
1 2 . 0 0 
1 3 . 1 2 
1 4 . 1 1 
1 3 . 1 8 

DEAD 
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F i g u r e C.3 Exaiqple 2 : Schedule 
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Figure C.4 Example 2: Job Definition File 

DSPRT 

REMARK: 
* 
DATES : 
4t 

DETAILS 

921213-162738-SUN DSNAME M995092.TECH 

JAYOUNG, 26 OCT 92, EXAMPLE 2 
DAY 
TUE 

:OFT 

MOB 

ESS 
MOB 
BPA 
ESS 
MOB 
BPN 
CTX 
ESS 
MOB 
BPN 
ESS 
MOB 
BPN 
BPA 
MOB 
CTX 
BPA 
CTX 
AMP 
MOB 
MOB 
CTX 

PRD 

PRM 
PRM 
ADO 
PRM 
PRM 
PRM 
ULP 
ULP 
ULP 
ULP 
PRM 
PRM 
ADO 
ADO 
ADO 
ADO 
ADO 
ADO 
LHO 
LHO 
ADO 
ADO 
ADO 
ADO 
ADO 

DATE 
31 . 

BCH 

MNTH 
1 . 

TNK 

MAXD 
31 . 

PTY 

PLl 
PL4 
PL3 

PL2 

(31 JAN 

.DATA(APTSJ0B2) 

89), RAN (PTY UTZ) 
NDAY 

7 

VOL 

3.2 

. 
2.0 
2.0 
1 .5 
1 .8 
3.8 
1 .0 
2.7 
3.0 
6.0 
1 .8 
2.0 
1 .9 
1 .2 
1 .2 
6.5 
5.9 
1 .8 
4.5 
1 .6 
4.0 
8.5 
2.0 

RDY 

31 .00 

1 .05 
1 .05 
1 .05 
2. 19 
2. 19 
2. 19 
2. 19 
5.03 
5.03 

31 .00 
31.16 
31.16 
31.16 
31.16 
31.16 
5.03 
5.03 

31.16 
31.16 
31.16 
3.12 
3.12 

DUE DE 

31.18 

1 .20 
2.08 
2.17 
3.04 
4.07 
4.11 
5.03 
5.22 
7.09 

31.19 
1 .06 
2.06 
2.13 
2.23 
3.19 
7.04 
6.18 
1.15 
2.00 
3.00 
6.06 
6.19 
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Figure C.5 Kxample 3: Schedule 
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Figure C.6 Bacample 3 : Job Def in i t ion F i l e 

DSPRT 921213-162740-SUN DSNAME M995092.TECH.DATA(APTSJ0B3) 

REMARK: JAYOUNG, 26 OCT 92, EXAMPLE 3 (07 FEB 89): RAN (PTY UTZ) 
• DAY DATE MNTH MAXD NDAY 
DATES : TUE 7. 2. 28. 7. 
« 
DETAILS:OFT 

MOB 

ESS 
MOB 
ESS 
MOB 
BPA 
ESS 
CTX 
MOB 
ESS 
CTX 
MOB 
ESS 
CTX 
CTX 
MOB 
CTX 
MOB 
CTX 
MOB 
MOB 
MOB 
BPA 
ESS 
MOB 
ESS 
MOB 
CTX 
MOB 
MOB 
ESS 

PRD 

PRM 
PRM 
ADO 
PRM 
PRM 
PRM 
ULP 
ULP 
ULP 
ULP 
ULP 
PRM 
PRM 
PRM 
PRM 
PRM 
LHO 
LHO 
LHO 
JET 
JET 
LHO 
JET 
ADO 
ADO 
ADO 
ADO 
ADO 
ADO 
ADO 
ADO 
IFO 
ADO 

BCH TNK PTY 

PLl 
PL4 
PL3 

PL2 

VOL 

1 .4 

1 .5 
2. 1 
2.2 
2.4 
0.5 
2.1 
2.7 
1 . 1 
2.5 
3.5 
5.0 
2.4 
2.5 
1 .3 
1 .5 
2.8 
4.2 
0.5 
3.8 
2.8 
7,5 
3.0 
3,0 
5.0 
3.0 
1 .8 
3.0 
3.8 
2.6 
2.0 

RDY 

7.00 

7.00 
7.00 
7.00 
8.18 
8. 18 
8. 18 
8. 18 
8. 18 
1 1 .04 
1 1 .04 
1 1 .04 
1 1 .04 
1 1 .04 
7.00 
7.00 
7.00 
8.12 
8.12 
10.00 
10.20 
11.12 
11.12 
7.16 
8.12 
8.12 
8.12 
1 1 .00 
1 1 .00 
1 1 .00 
1 1 .00 

DUE 

7.08 

7. 15 
8.05 
8. 18 
9.15 
9.18 
10.06 
10.22 
1 1 .04 
1 1 .20 
12.16 
13.14 
14.04 
14.02 
7.07 
7.18 
8. 10 
9. 19 
10.00 
10.20 
11.12 
13.10 
14.02 
8.12 
9.16 

10.13 
1 1 .00 
11.12 
12.20 
13.14 
14.07 

DEAD 
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Figure C.7 Bxanple 4: Schedule 
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Figure C.9 Kxample 4: Job Definition File 

DSPRT 

REMARK: 
* 
DATES : 

DETAILS 
* 

921213-162746-SUN DSNAME 

JAYOUNG, 26 
DAY 
TUE 

:OFT 

MOB 
MOB 

BPN 
MOB 
MOB 
ESS 
BPN 
BPN 
ESS 
MOB 
MOB 
ESS 
BPN 
BPN 
AMP 
ESS 
MOB 
AMP 
MOB 
CTX 
AMP 
AMP 
ESS 
BPA 
MOB 
CTX 
BPN 
CTX 
ESS 
BPN 
AMP 
MOB 
MOB 
MOB 
CTX 
AMP 
MOB 
CTX 
ESS 
MOB 
ESS 

OCT 92, EXAM 
DATE 

PRD 

PRM 
PRM 
JET 
ADO 
CPR 
CPR 
CPR 
CPR 
CPR 
ULP 
ULP 
ULP 
PRM 
PRM 
PRM 
PRM 
CPR 
CPR 
CPR 
CPR 
CPR 
ULP 
ULP 
PRM 
PRM 
ADO 
ADO 
LHO 
ADO 
ADO 
JET 
JET 
JET 
JET 
ADO 
ADO 
ADO 
ADO 
ADO 
ADO 
ADO 
IFO 
ADO 

9. 

BCH 

MNTH 
5. 

TNK 

81 1 
81 1 
808 
808 
808 
704 
704 
704 
808 
808 
808 

81 1 
81 1 
808 
808 
808 

704 
808 

700 

504 

M995092.TECH.DATA(APTSJ0B4) 

-E 4 (09 
MAXD 
31 . 

PTY 

PLl 
PL4 
PL2 
PL3 

MAY 89) 
NDAY 

7. 

RAN (PTY UTZ) 

VOL RDY DUE 

2. 1 
2.4 

1 !o 
2.4 
1 .0 
1 .0 
1 .0 
1 .5 
1 .4 
2.0 
3.5 
1 .8 
3.3 
3.0 
3.0 
1 .7 
0.8 
2.0 
1 .0 
2.0 
1 .5 
8.0 
1 .7 
2.0 
2.5 
1 .0 
2.0 
0.8 
1 .5 
0.8 
0.9 
1 .0 
4.4 
1 .0 
2.0 
2.0 
2.5 
1 .7 
1 .5 
1 .6 
3.0 

9. 
9. 

9! 
9. 
10. 
10. 
10. 
1 1 . 
1 1 . 
1 1 . 
12. 
12. 
12. 
15. 
9 
9 
10 
10 
10 
11 
11 
12 
15 
9 
9 
10 
1 1 
1 1 
12 
1 2 
12 
1 2 
13 
14 
14 
9 
9 
9 
9 
14 
15 

00 
00 

12 
12 
15 
15 
15 
18 
18 
18 
20 
20 
20 
12 
12 
12 
15 
15 
15 
18 
18 
20 
12 
00 
00 
06 
00 
00 
10 
10 
10 
10 
12 

.06 

.06 

.00 

.00 

.00 

.00 

. 12 

.02 

9. 
9. 

10. 
10. 
1 1 . 
1 1 . 
1 1 . 
12. 
12. 
12. 
13. 
14. 
14 
16 
10 
10 
1 1 
1 1 
1 1 
12 
12 
14 
15 
9 
10 
10 
1 1 
12 
12 
13 
13 
13 
14 
14 
15 
9 
10 
10 
1 1 
15 
16 

12 
12 

04 
20 
06 
12 
18 
04 
16 
20 
16 
08 
20 
05 
08 
22 
00 
08 
14 
06 
14 
16 
20 
12 
06 
24 
12 
00 
.20 
.01 
.05 
. 12 
.06 
.20 
. 13 
.20 
. 12 
.21 
. 16 
.02 
. 12 

DEAD 
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F i g u r e C.IO Exaiqple 5 : Schedule 
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Figure C.ll Example 5: Job Definition File 

DSPRT 921213-162748-SUN DSNAME M995092.TECH.DATA(APTSJ0B5) 

REMARK: JAYOUNG, 26 OCT 92, EXAMPLE 5 (16 MAY 89): EDD (PTY UTZ) 

DATES : 

DETAILS; 
* 

DAY 
TUE 

OFT 

ESS 

ESS 
ESS 
BPN 
MOB 
BPN 
MOB 
BPN 
ESS 
CTX 
MOB 
AMP 
CTX 
AMP 
CTX 
MOB 
AMP 
CTX 
AMP 
BPN 
MOB 
CTX 
MOB 
MOB 
ESS 
BPN 
BPN 
MOB 
MOB 
AMP 
MOB 
ESS 
CTX 
MOB 
ESS 
AMP 
CTX 

PRD 

PRM 
PRM 
ADO 
ADO 
PRM 
PRM 
ULP 
ULP 
ULP 
PRM 
PRM 
PRM 
AVG 
PRM 
PRM 
ULP 
ULP 
ULP 
PRM 
PRM 
PRM 
ADO 
ADO 
ADO 
JET 
LHO 
LHO 
LHO 
ADO 
ADO 
IFO 
ADO 
ADO 
ADO 
ADO 
ADO 
ADO 
ADO 
IFO 

DATE 
16. 

BCH 

MNTH 
5, 

TNK 

MAXD 
31 . 

PTY 

F53 504 

NDAY 
7. 

VOL RDY DUE DEAD 

P L l 
PL4 
PL2 
PL3 

, 
1 . 0 

, 
1 .9 
2 . 0 
2 . 5 
0 . 9 
2 . 0 
0 . 6 
2 . 0 
3 . 0 
1 .8 
1 . 7 
5 . 0 
3 . 5 
2 . 0 
2 . 0 
0 . 5 
3 . 0 
2 . 7 
3 . 0 
3 . 0 
2 . 0 
2 . 0 
3 . 5 
0 . 7 
0 . 5 
0 . 3 
3 . 0 
2 . 0 
2 . 4 
4 . 0 
2 . 0 
1 .0 
1 . 5 
1 . 3 
1 . 0 
2 . 5 
2 . 7 

, 
1 6 . 0 0 

^ 
1 5 . 1 7 
1 6 . 0 0 
1 7 . 0 8 
1 8 . 0 0 
1 8 . 0 0 
1 8 . 0 0 
1 9 . 0 0 
1 9 . 0 0 
21 .08 
2 2 . 0 0 
1 6 . 0 6 
1 7 . 0 8 
1 8 . 0 0 
1 8 . 0 0 
18 .00 
1 9 . 0 0 
1 9 . 0 0 
21 . 08 
16 .00 
1 7 . 0 6 
1 8 . 0 0 
1 8 . 2 0 
1 9 . 18 
19 .18 
19 . 18 
2 0 . 16 
2 0 . 16 
1 6 . 1 2 
1 7 . 0 5 
18 . 10 
1 9 . 1 2 
2 0 . 0 8 
2 0 . 0 8 
2 0 . 0 8 
2 0 . 0 8 
2 2 . 0 7 

, , 
1 6 . 1 2 

^ , 
1 6 . 1 2 
1 6 . 1 4 
1 7 . 2 0 
1 8 . 1 2 
1 8 . 2 0 
1 9 . 0 0 
1 9 . 1 7 
2 0 . 1 0 
21 . 2 0 
2 2 . 0 7 
1 7 . 0 4 
1 8 . 0 0 
1 8 . 1 2 
1 8 . 2 1 
1 9 . 0 0 
1 9 . 2 0 
2 0 . 0 6 
2 2 . 0 0 
1 6 . 1 8 
1 7 . 1 8 
1 8 . 1 0 
1 9 . 1 5 
2 0 . 0 5 
2 0 . 10 
2 0 . 16 
2 1 . 1 0 
2 2 . 0 6 
1 7 . 0 5 
1 7 . 1 6 
1 9 . 0 2 
1 9 . 2 1 
2 0 . 18 
2 1 . 0 4 
2 1 . 1 0 
2 2 . 0 4 
2 3 . 0 0 
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Figure C.12 Coomon Data: Network Definition File 

DSPRT 921213-162748-SUN DSNAME M995092.TECH.DATA(APTSLINE) 

TITLE HYPOTHETICAL REFINERY 
PIPELINES 
PRODUCTS 
OFFTAKERS 

SUCTION 

NO. 

LINECLEARS 
* 

PRM 
CPR 
ULP 
SUP 
AVG 
ABL 
JET 
JP4 
LHO 
ADO 
NZA 
TSA 
IDO 
IFO 
LSF 

OFFTAKERS 
* 

* 
RATES 

MOB 
ESS 
CTX 
AMP 
BPA 
BPN 
BPC 
SHL 
SOM 

MOB 
ESS 
CTX 
AMP 
BPA 
BPN 
BPC 
SHL 
SOM 

4. 
15. 
9. 

PLl 

-1 . 

PLl 

1 
1 
2 
2 
2 
2 

PLl 

PLl 

175. 
175. 
175. 
175. 
175, 
175. 
175. 
175. 

PL2 

2. 

PL2 

PL2 

PL2 

190, 
190, 
190, 
190, 
190 , 
190, 
190, 
190, 

PL3 

3, 

PL3 

PL3 

PL3 

160, 
160, 
160, 
160, 

160, 

PL4 

PL4 

1 , 
1 . 
2. 
2, 
2. 
2. 

PL4 

2 . 
2 . 
1 . 
2 . 
1 . 
1 . 
1 . 
1 . 

3 . 
3 . 
1 . 
2 . 

1 . 

- 1 
- 1 

1 
1 

SOM 

4. 

SOM 

SOM 

PL4 

205, 
205, 
205, 
205, 

1 , 

SOM 

200, 

232 



Figure C.13 Ccaman Data: Run Definition File 

DSPRT 921213-162752-SUN DSNAME M995092.TECH.DATA(APTSUSER) 

REPORTS (1=Y,0=N) 

PIPELINE SYSTEM DATA 0. 
JOB INPUT DATA 0. 
PIPELINE STATUS 0. 
JOB SCREENING 0. 
JOB QUEUES 0. 
PATTERN GENERATION 0. 
PATTERN QUEUES 0. 
PIPELINE SCHEDULE 0. 
JOB SUMMARY 0. 
AVAILABILITY SUMMARY 0. 
PIPELINE UTILIZATION 0. 
BACKTRACK SUMMARY 0. 
TARDINESS PROFILE 0. 
PERFORMANCE GRAPH , 0. 
TARDINESS VS UTILIZ. 0. 
VOL REMAIN VS UTILIZ. 0. 
JOBS/VOLUME VS SAMPLE 0. 
SIMULATION STATISTICS 1. 

OBJ FUNCTION WEIGHTING 
* 
WEIGHTED TARDINESS 
SETUP COUNT 
MAKESPAN 
OFFTAKER OVERTIME 
* 
JOB PRIORITY WEIGHTING 
* 
HIGH 
MEDIUM 
LOW 
« 
PATTERN PRIORITY WEIGHTING 
* 
VOLUME TRANSFERRED 
PATTERN DURATION 
UTILIZATION 
GENERATION ORDER 
AVERAGE JOB VALUE 
* 
JOB PREEMPTION TUNING 
* 
SIBLING WORK REMAINING 
JOB WORK REMAINING 
MINIMUM WORK REMAINING 
CRITICAL: DUE TIME 
CRITICAL: DEADLINE 
JOB PRIORITY ADJUSTMENT 
* 
NEW JOB 
OLD JOB (ALREADY ONLINE) 
NON-PREEMPTABLE JOB 
CRITICAL JOB 

(1=S0RTED,2=UNS0RTED+S0RTED) 

(1=S0RTED,2=UNS0RTED+S0RTED) 
(1=BEST,2=BETTER,3=ALL) 
( 1=BEST,2 = BETTER,3=ALL) 
(1=BEST,2=BETTER,3=ALL) 

1 . 
0 . 
0 . 
0 . 

( $ / H ) 

1500 . 
4 0 . 

1 . 

0 . 
0 . 

100 . 
1 . 
0 . 

(HOURS) 

4 . 
6 . 
4 . 

12 . 
2 4 . 

(HOURS) 

1 . 
4 . 

5 0 0 . 
2 5 0 . 

0 
0 

100 
1 
0 

4 
6 
4 

12 
24 

1 
4 

500 
250 
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SIBLING JOB SWITCH -250. -250. 
JOB AVERAGE CAPACITY 0. (1=Y,0=N) 
* 
JOB SCHEDULING RULE SELECTION (1=Y,0=N) 
* 
RANDOM 0. 
FIRST-COME-FIRST-SERVED 0. 
SHORTEST PROC TIME 1. 
LONGEST PROC TIME 0. 
LONGEST OPERATION 0. 
EARLIEST DUE DATE 0. 
MODIFIED DUE DATE 0. 
MINIMUM SLACK (DUE DATE) 0. 
MINIMUM SLACK (DEADLINE) 0. 
MODIFIED SLACK 0. 
APPARENT TARDINESS COST 0. 
COST OVER TIME 0. 
WEIGHTED TARDINESS 0. 
TARDINESS DELTA 0. 
LOAD LEVELLING 0. 
« 
JOB SCHEDULING RULE PARAMETERS 
• 
APPARENT TARD COST K 3.0 3.0 
COST OVER TIME K 3.0 2.0 
COST OVER TIME B 1.0 2.0 
* 
HEURISTIC SELECTION 
* 
PIPELINE IDLING 0. 
LOOK AHEAD 0. 
* 
BACKTRACKING PARAMETERS 
* 
MAX BACKTRACKING PASSES 50. 
MAX CONSECUTIVE PASSES 10. 
MAXIMUM TIME INCREMENT 1. 
* 
SIMULATION 
* 
SIMULATION RUN 1. (1=Y,0=N) 
SAMPLE SIZE 40. (100 MAX) 
SCHEDULE HORIZON (DAYS) 7. ( 1< = H0RIZ0N< = 7) 
SCHEDULE START DAY 1. (0 = RANDOM, 1=TUE,2 = WED,ETC) 
PIPELINE LOAD 80. {0=RANDOM,>1=% LOAD) 
READY TIMES 1. (0=NO,1=RANDOM) 
DUE DATE TIGHTNESS 300. (0=NO,1=RANDOM,>1=% TIGHTNESS) 
DEADLINE TIGHTNESS 0. (0=NO,1=RANDOM,>1=% TIGHTNESS) 
RANDOM NUMBER SEED 5. (65539.0) 
REMARK: 22 NOV 92 SPT DUE.T=300. LOAD=70, PAT UTZ 
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Appendix D INSTANCE EVALUATION RESULTS 

Experiment Description 

1 Apparent Tardiness Cost Tuning 
2 Cost Over Time Tuning 
3 Scheduling Rule Evaluation 
4 Pattern Selection Evaluation 
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Appendix E SIMULATION RESULTS 

Experiment Description 

6 J^parent TarcJiness Cost Tuning 
7 Cost Over Time Tuning 
8 Pattern Selection Evaluation 
9 Scheciuling Rule Evaluation 
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Experiment 6.1 Apparent Tardiness Cost tuning (raw data) 

Objective Value 
k$ 

55 

- ^ 1 . 0 

60 65 

Pipeline Load % 

2.0 _ ^ 3 . 0 _«_4.0 

70 75 80 85 

5.0 _ ^ 6 . 0 

Figure E.6.1 Weighted Tardiness response to "look ahead" parameter k 

Volume Delivered 
ML 

1.0 

60 65 
Pipeline Load % 

2.0 ^ ^ - 3 . 0 ^ - 4 . 0 

70 75 85 

5.0 ^ 6 . 0 

Figure E.6.2 Volume Delivered response to "look ahead" parameter k 
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Experiment 7.1 Cost Over Time tuning (raw data) 

Objective Value 
k$ 

55 

-»_1.0 

60 65 

Pipeline Load % 

2.0 _ ^ 3 . 0 ^ _ 4 . 0 5.0 6.0 

Figure E.7.1 Weighted Tardiness response to "waiting time" parameter k*b 
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Volume Delivered 
ML 
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Pipeline Load % 

2.0 ^ ^ 3 . 0 - ^ 4 . 0 

75 

5.0 - ^ 6 . 0 

80 85 

Figure E.7.2 Volume Delivered response to "waiting time" parameter k*b 
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Appendix F USER'S GUIDE 

F.l Intitaducticjn 

This appendix contains the program user's guide written to assist 
schedulers operate the "APTS" computer program. It is written as a 
self-contained document because it will be used in practice without the 
supporting information of this thesis. Hence the page numbering and 
section numbering are independent of that used elsewhere in this thesis. 
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SUMMARY 

This guide is intended to assist users operate the APTS pipeline 
scheduling program. APTS is an acronym for "Algorithms for Pipeline 
Transfer Scheduling". This is a collection of algorithms developed to 
assist in scheduling pipeline transfers of refined petroleum products 
from Mobil Oil Australia's Altona Refinery to nearby distribution 
terminals. 

The guide explains the recjuirements to input data, execute the program 
and retrieve and analyse the program output. Example input files aind 
corresponding output reports are provided. 

A complete description of the underlying methodology and analysis of the 
algorithm's performance is described in [2] . 
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Section I INTRODUCTION 

1.1 Sccjpe 

This guide is intended to assist users operate the APTS pipeline 
scheduling program. The guide explains the recjuirements to input data, 
execute the program and retrieve and analyse the program output. 

A coirplete ejqjlanation of the underlying algorithm and methodology 
employed is contained in Young [1] . Explanation of the MOA MVS 
Technical System "front end" is provided in Doran [1]. 

1.2 Prcxrram Descrriptican 

APTS is an acronym for "Algorithms for Pipeline Transfer Scheduling" . 
This is a collection of. algorithms developed to assist in scheduling 
pipeline transfers of refined petroleum products from Mobil Oil 
Australia's Altona Refinery to nearby distribution terminals. 

The program uses a heuristic approach to select a good feasible schedule 
from the many candidate schedules available. By "heuristic" we mean 
that the program makes use of certain "rules of thumb" which experience 
and commonsense have shown to be useful. In this manner the program 
can, relatively simply, discard many alternative solutions which are 
unlikely to be suitable, without having to fully develop them. This 
approach is necessary to enable a good solution to be reached cjuickly 
with a reasonable amount of computation. 

Because of the constantly changing nature of the scheduling environment 
no program can hope to capture and exploit all of the system 
constraints. However, the usefulness of this program is its ability to 
(juickly generate a good feasible schedule which can serve as the basis 
for review by the scheduler before in^slementation. 

1.3 Procrram Model 

The underlying model employed is shown schematically in Figure 1.1 
below. Briefly this is composed of the following segments: 

1. Refinery Finished Product Tankage, in which the product is stored 
prior to transfer. 

2. Suction Pipelines, which connect the refinery tankage to the main 
pipelines. Note that some suction pipelines feed more than one 
main pipeline. 

3. Main Pipelines, which connect the refinery to the offtaker 
distribution terminals. Each main pipeline is dedicated to 
transferring only a sub-set of the total range of refineiry 
products. 

4. Offtaker Pipelines, which connect the main pipelines to the 
offtaker finished product tankage in the offtaker distribution 
teirminals. Some offtaker pipelines connect more than one main 
pipeline to the offtaker tankage. 
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5. Offtaker Distribution Terminals. From these terminals petroleum 
products are distributed to the market by road, rail and sea. 

1.4 System Recniirements 

APTS is coded in Fortran 77 and operates in the MVS environment under 
the Technical System front end on MOA's mainframe. The program can 
easily be converted to run in a PC environment if recjuired. 

1.5 Prcxrram Limitations 

The program has been designed to accommodate the following maximum 
problem size. These can easily be expanded if recjuired. 

Number of jobs 50 

Number of main pipelines 5 

Number of suction pipelines 5 

Number of offtaker pipelines 5 

Number of product types 20 

Number of offtakers 10 

Scheduling horizon 7 days 

Scheduling resolution 1 hour 
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Figure l . l Program Mcxiel 
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Section 2 INPUT REQUIREMENTS 

2 .1 Application Oixranizatiaa 

The scheduling application is arranged into seven main files. The first 
file is the program code. The input data supplied by the user is 
allocated amongst four files, based upon the type of information 
supplied. The remaining two files are the report files which contain 
the program output. 

The file unit numbers to which these files are allocated are defined by 
data statements in the program code and can be changed to suit the 
computer system on which the program operates. The file names assigned 
to these unit numbers are defined by the user. 

2.1.1 Program Organization 

The program is organized into a main program and a number of supporting 
subroutines. Extensive use of "named common" is used to minimize data 
storage requirements and to efficiently transfer data between the main 
program and the subroutines. 

BLOCKl 
This is the block data program which assigns default values to the named 
common. Arrays and variables are grouped into named common based upon 
the type of data to which they relate. For example, all of the job data 
is grouped into JOBDAT and all of the pipeline data into PLNDAT. 

MAIN 
This is the main program which contains the scheduling algorithms. This 
program reads the input data and processes the information, calling the 
subroutines when recjuired. 

CONVRT 
This subroutine converts the ready time and due time for each job 
supplied in the user input file from the user input format to the 
internal format used by the program. It also performs the reverse 
conversion from the internal program format to the user format prior to 
the program output reports being written. 

SORT 
This subroutine performs a tree sort of keys and tags into ascending key 
order. This is called at a number of stages within the scheduling 
algorithm, for example, to sort cjueues of jobs waiting to be selected 
and to sort patterns after generation prior to scheduling. 

REPORT 
This subroutine contains all of the reports. Each report is identified 
by a unicjue number which is passed from the main program when the 
s\ibroutine is called. 

2 .1 .2 Input Data Organizaticjn 

The input data is organized into four files: 
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NETWORK 

This file defines the pipeline network configuration, such as refinery-

product tankage, suction pipeline, main pipeline and offtaker pipeline 

linkages; pipeline pumping rates and lineclear (setup) times. This file 

also defines the major model parameters such as number of pipelines, 

nximber of offtakers and number of products. Once defined, the 

information contained in this file only changes when the pipeline 

configuration or capacities alter. 

WINDOWS 

This file defines the machine and resource time windows (the main 

pipeline auid offtaker availability windows) . These windows are defined 

for one calendar week, and, for offtaker availability, distinguish 

between normal and overtime work periods. This information only changes 

when the time windows alter. 

JOBDATA 

This file defines the schedule parameters, such as schedule horizon and 

time base, and provides all the job input data, such as ready and due 

times, product type and volume, and priority. This information changes 

for each schedule. 

RDNDATA 

This file defines the parameters which control the algorithm's 

performance. This includes the particular heuristics and job priority 

rules selected, and the relative weighting of job parameters to be used 

during scheduling. This allows the user to tune the algorithm to give 

the best overall scheduling performance. This information is usually 

common for each schedule. This file also allows the user to define the 

parameters used during simulation experiments. 

2.1.3 Output Data Organizatican 

Two output files are defined: 

OUTPUTl 

The main output file contains the summary reports of interest to all 

users. The reports may be selected by the user, as explained in 

Appendix F (Program User's Guide). 

0DTPDT2 

The secondary output file contains the supplementary reports used to 

track the internal computations of the program. These are only 

occasionally recjuired and due to the amount of information produced are 

segregated from the primary output reports. As above, the reports may 

be selected by the user. 

2.1.4 Input Data Format 

In general, numerical input data is read in "real", as opposed to 

"integer" format. It is internally converted by the program into the 

data types recjuired for program execution. This technicjue avoids 

potential problems that could occur with integer data being read 

incorrectly if not precisely placed on the data records of the input 

file. By reading the data in real format the data values only need to 

be placed within the field provided and the decimal point effectively 

defines the magnitude of the values. 
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2.2 Initial Customization 

Prior to executing the first run the user must define the system 

parameters and data labels. The following comments refer to the excimple 

depicted in Figure 2.1 aind sample input data shown in Figures 2.2, 2.3 

and 2.4. 

2.2.1 System Configuration 

Data defining the system configuration is contained in the NETWORK file. 

System Parameters 

1. Title: primary title for all reports. Character format, 30 

cdiaracters or less. Typically this is the name of the facility; in 

this case "HYPOTHETICAL REFINERY". 

2. Pipelines: total number of main pipelines. This is the total 

number of main pipelines whicdi exist in the system, not just the 

number that may be active in a particnalar program run. Real format 

(maximiom of 5) . In this example, PIPELINES = 5. 

3. Products: total number of products in the system. Real format 

(maximum of 20) . In this case, PRODUCTS = 10. 

4. Offtakers: total number of offtakers in the system. Real format 

(maximum of 10) . In this case, OFFTAKERS = 9. 

Suction Pipeline Ccm-Figuration Table 

This defines the linkage between each main pipeline and the suction 
pipeline which connects it to the refinery product tankage. Each main 
pipeline may have only one suction pipeline, but each suction pipeline 
may feed more than one main pipeline. 

The columns of the table are the main pipelines. This table has a 
single row. The suction pipeline number is entered under each main 
pipeline label. Suction pipelines which may feed more than one main 
pipeline simultaneously are identified by a negative sign. 

Main Pipeline Setup Times 

This table serves three main purposes. First, it defines the product 
types which may be transferred on each main pipeline. Secondly, it 
defines the setup (or lineclear) times recjuired for secjuential transfers 
of dissimilar product types. Thirdly, it defines the labels used to 
identify product types throughout the program. 

The coliomns of the table are the main pipelines. The rows of the table 
are the product types. The table intersection values are the setup 
times (in hours) for allowable allocations. The product label is 
defined by the row name. A separate row is used for each product type. 

Offtaker Pipeline Configuration Table 

This table performs two tasks. First, it defines the linkage between 
each main pipeline and the offtaker distribution terminals which it 
feeds. Each offtaker may be connected to more than one main pipeline, 
and each main pipeline may feed more than one offtaker. Secondly, it 
defines the labels used to identify offtaker names throughout the 
program. 

JOHN A. YOUNG A.P.T.S. PROGRAM USER'S GUIDE 



The columns of the table are the main pipelines. The rows of the table 
are the offtakers. The table intersection values are the offtaker 
pipeline number of each offtaker. Offtaker pipelines which may be fed 
by more than one main pipeline simultaneously are identified by a 
negative sign. The offtaker label is defined by the row name. A 
separate row is used for each offtaker. 

Main Pipeline Pimping Hate Table 
This table defines the pumping rate of each pipeline to each offtaker 
distribution terminal. The columns of the table are the main pipelines. 
The rows of the table are the offtakers. The table intersection values 
are the pumping rates (in kL/h) . Pumping rates are recjuired for all 
offtaker/main pipeline allocations defined in the offtaker configuration 
table above. The offtaker laJbels in the pvunping rate table must match 
the offtaker labels in the configuration table. 

2.2.2 System A-wailability 

Data defining the system availability is contained in the WINDOWS file. 
A separate table is used to define the availability windows for each 
pipeline and offtaker. All tables have a common format. The coluimis of 
the table are the hours of the day. The rows of the table are the days 
of the week. The taJDle intersection values define availability: 

1 denotes the pipeline or offtaker is available 
2 denotes the pipeline or offtaker is available on overtime 
blank denotes the pipeline or offtaker is unavailable 

Each table is identified by a label in the first row following the 
column heading. The pipeline and offtaker labels must match the 
pipeline and offtaker labels defined in the NETWORK file. A separate 
table must be provided for each pipeline and offtaker defined in the 
NETWORK file. 
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2.3 Standard Operaticao 

Data defining the basic case information and job recjuirements is 
contained in the JOBDATA file. 

2 . 3 . 1 Caise Descrript ion 

Case Title 
This enables the user to provide a comment to describe the case. This 
comment is concatenated with the system title provided in the NETWORK 
file and printed as the header on each report. Character format, 72 
characters or less. In this case "EXAMPLE RUN". 

Dates 
The user must define the day and date of the schedule, the number of 
days in the month (to account for leap years) and the number of days of 
the scheduling horizon. The day of the week is entered as a 3 character 
label; the month, days in the month and scheduling horizon are entered 
in real format. 

2.3.2 Job Details 

This talDle contains all of the information to describe each job (i.e. 
each transfer). The columns of the table are as follows: 

OFT Offtaker, the offtaker who will receive the job. This is the 
appropriate 3-character code of the offtakers defined in the 
NETWORK file. 

PRD Product, the product type (such as gasoline, jet fuel, etc). This 
is the appropriate 3-character code of the products defined in the 
NETWORK file. 

BCH Batch, the batch number of the batch from which the product is 
sourced. This is the 3-character batch code, used for reporting 
purposes only. Optional. 

TNK Tank, the tank number of the tank from which the product is 
sourced. This is the 3-character tank code, used for reporting 
purposes only. Optional. 

PTY Priority, the priority of the job amongst its peers. This is the 
1-character priority code. If the job is currently being processed 
on a pipeline this code is the main pipeline code. Otherwise this 
is blank or one of the following codes. Blank defines normal 
priority and assigns MED priority. 

H = high priority, M = medium priority, L = low priority. 

VOL Volume, the volume of product to be transferred to the offtaker. 
This is the volume in megalitres (ML) , entered in real format to 
one decimal place. 

RDY Readv Time, the time the job becomes available to be transferred. 
This is entered in real format, with the 2-figure integer portion 
defining the date and the 2-figure decimal portion defining the 
time in hours (24 hour clock). For example, for jobs available at 
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7 am and 3 pm on the 23 rd of the month the ready times would be 
23.07 and 23.15 respectively. 

DUE Due Time, the time the job is to be finished; that is, all of the 
volume received by the offtaker. This is entered in the same 
manner as the ready time. 

DLN Deadline Time, the time the job must be finished; that is, all of 
the volume must be received by the offtaker. This is entered in 
the same manner as the ready time. Optional. 

A separate record is recjuired for each job. The program automatically 
assigns a job number to the job based on the order in which the record 
appears in the table. Jobs may be deactivated by the user by entering 
an asterisk (*) in column 1 of the job record, in which case the program 
ignores the record. The table length is vinrestricted. However, the 
number of active jobs is limited by the problem size defined in Section 
1. If more jobs are defined the program ignores the excess jobs and 
prints a warning message. 
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2.4 Run Custcmization 

Data defining the run details, such as report selection and tuning 
factors is contained in the RUNDATA file. Typically these parameters 
remain unchanged once initial customization is complete. 

2.4.1 Repor-ts 

This section allows the user to select the type and frecjuencY of reports 
generated by the program. 

pr-ima-ry Report S 

Complete examples of all primary reports from the main output file are 
shown in Figures 4.1 to 4.5. All of the primary reports are written to 
the main output file. 

Pipeline Sc±Ledule 

This report in Gantt chart format enables the scheduler to quickly 
assess the overall performance and suitability of the generated 
schedule. It is designed to closely matcii the existing manually 
prepared Gantt chart. Normally only the chart corresponding to the best 
solution is printed. The user may, however, recjuest the report be 
written for all solution passes, or written only when a better solution 
is identified, thus allowing the progress of the algorithm to be 
observed. 

Transfer Simmary 
This report summarizes the primary input and output data for each job in 
tabular format. Normally only the summary corresponding to the best 
solution is printed. The user may, however, recjuest the report be 
written for all solution passes, or written only when a better solution 
is identified, thus allowing the progress of the algorithm to be 
observed. 

A-vailability Summary 

This report indicates offtaker and pipeline availability windows in 
Gantt chart format. This enables the user to cjuickly assess any 
overtime recjuirements. Normally only the summary corresponding to the 
best solution is printed. The user may, however, recjuest the report be 
written for all solution passes, or written only when a better solution 
is identified, thus allowing the progress of the algorithm to be 
observed. 

Pipeline Utilizatican 

This provides overall performance statistics for each pipeline. Not 
normally used. If selected only the statistics associated with the best 
solution pass are reported. 

Simulation Statistics 

This report summarizes the main performance statistics during simulation 
runs. Not normally used. 
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Secondary Reports 

Extracts of each secondary report are shown in Figures 4.6 to 4.13. 

These are not normally used during stamdard operation, but are used to 

assess or check algorithm performance during development and tuning. If 

selected most of these reports are printed to the secondary output file, 

due to the cjuantity of information produced. Those reports which are 

written to the main output file are identified separately. 

Pipeline System Data 

Summarizes basic system structure, sucii as pipeline connections, pumping 

rates and setup data. Used to check input data. If selected this 

report is written to the main output file. 

Job Input Data 

Part 1 summarizes job input data including assigned product and offtaker 

numbers. Part 2 provides a listing of all possible operations, 

including suction and offtaker pipeline recjuirements. If selected this 

report is written to the main output file. 

Pipeline Status 

Summarizes main pipeline status at each time increment. Information 

includes current and previous product type (and hence setup 

recjuirement) , job status, and recjuired suction and offtaker pipelines. 

Job Scrreening 

Summarizes operation status at each time increment, listing the reason 
for elimination from the selection process if applicable. Includes 
setup and processing time recjuirements for each operation. 

Job Queues 
Summarizes the unsorted and sorted operation cjueues at each time 
increment prior to pattern generation. The summary can be limited to 
reporting only the sorted cjueues if recjuired. 

Pattern Generation 

Summarizes the pattern generation phase, showing operation selection and 

pattern feasibility testing at each time increment. 

Pattern Queues 
Summarizes the unsorted and sorted pattern cjueues at each time increment 
after pattern generation but prior to pattern selection. The summary-
can be limited to reporting only the sorted queues if recjuired. 

Bac:ktrac:k. Summary 

Summarizes backtracking information at each backtracking pass, showing 

backtracking point selection criteria. 

Graphs 

Performance Graph 

The graph plots the objective value as a function of the number of 

solution passes. 

2.4.2 Tuning Factors 

The following tuning factors allow the user to customize the performance 

of the algorithm to best meet their particular needs. The program first 
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checks to determine if the each value given by the user is within the 
allowable range for the specific tuning factor. If not, the default 
value is assumed and a warning message printed. 

Objective Function Weighting 
This section allows the user to select and weight the parameters used in 
defining the objective function. Normally this is limited to weighted 
tardiness. However, the user can choose to explicitly include setup 
count and offtaker overtime into the objective function if required. 
Another option, yet to be explored, is to seek to minimize the makespan, 
i.e. the overall time taken to conplete all of the jobs. 

Jcjb Priority Weighting 
This section allows the user to specify the tardiness weights to be 
assigned to specific job classes for use in the objective function. 
Three job classes are defined (High, Medivim and Low) . The tardiness 
weighting factors are based on the demurrage costs incurred by eacii 
class, as shown in Attachment 1. 

Pattern Priority Weighting 
A pattern is a particular assignment of operations to machines at any 
given time. Usually a number of patterns are possible at any time and 
tuning factors are used to weight the relative importance of the main 
pattern characteristics to enable a choice to be made. 

1. Pattern volume 
This value weights the total volume of material processable by the 
pattern. This is a measure of the amount of work the pattern can 
achieve, based on the duration of the pattern and the effective 
utilization of the pattern (the time spent transferring material as 
opposed to the time spent setting up or not being used) . 

Minimum = 0, maximum = 9999, default = 0 

2. Pattern duration 
This value weights the length of time the pattern is able to be 
processed. The pattern obviously ceases once one of the jobs 
included in the pattern is no longer able to be processed, either 
because that job has been completed, or an offtaker or pipeline is 
no longer available. 

Minimum = 0, maximum = 9999, default = 0 

3. Pattern utilization 
This value weights the average processing rate of a pattern. The 
average processing rate is the volume transferred by the pattern 
divided by the pattern duration. This is a measure of average 
machine utilization which gives preference to patterns with all 
machines utilized and minimal required setup times. 

Minimum = 0, maximum = 9999, default = 1000 

4. Pattern creation order 
This value weights the order in which the pattern was created 
amongst its peers. 

Minimum = 0, maximum = 9999, default = 100 
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5. Average Job Value 

This value weights the average -value of the operations which make 

up the pattern. The value in this case is the priority assigned by 

the job selection rule which ranks the jobs prior to pattern 

generation. Because of contention between jobs during pattern 

generation and the cjueue reordering method ertployed, patterns 

created latter in the generation phase may contain higher priority 

jobs than those created earlier. 

Minimum = 0, maximum = 9999, default = 1 

Jcib Preemption Factors 

This section allows the user to alter the job tuning factor values to 

modify the solution obtained by controlling the treatment of jobs during 

scheduling. The user can alter the following factors: 

1. Sibling work remaining 

This value defines the time remaining to finish a sibling operation 

(which is already being processed), below which the operation being 

processed will not be stopped from being finished by the new 

operation. (A sibling operation is an operation with the same 

parent job as the operation currently being considered.) 

Minimum = 0 h, maximum = 16 h, default = 4 h 

2 . Job work remaining 

This value defines the processing time remaining to finish a job 

below which the job cannot be stopped from being finished by 

another job which needs the same machine. This value prevents 

inefficient preemption of machines that would result if a job that 

was nearly finished was stopped and then restarted at a later time. 

Minimum = 0 h, maximum = 16 h, default = 12 h 

3. Minimum work remaining 

This value defines the minimum processing time that must be able to 

be performed without interruption to justify scheduling the 

operation. This prevents the inefficient utilization of machines 

that would result if operations were scheduled which could only be 

processed for a short time before some condition recjuired their 

interruption. 

Minimiom = 0 h, maximum = 16 h, default = 4 h 

Job Adjustment Factors 

This section allows the user to adjust the relative priority of the 

operations to control the selection of jobs during scheduling. The user 

can alter the following factors: 

1. Critical: Due time 

This value defines the point, prior to the due time, beyond which 

the priority of the operation is increased to recognize the 

approaching milestone. This provides some "look ahead" capability, 

increasing the urgencry of completing processing prior to tardiness 

occurring. The increased priority increases linearly within the 

critical interval. 

Minimum = 0 h, maximum = 999 h, default = 12 h 
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Critical: Deadline 

This value defines the point, prior to the deadline, beyond which 

the priority of the operation is increased to recognize the 

approaching milestone. This provides some "look ahead" capability, 

increasing the urgency of completing processing prior to a 

perceived infeasibility occnirring. The increased priority 

increases linearly within the critical interval. 

Minimum = 0 h, maximum = 999 h, default = 24 h 

Maximum operation duration 

This value defines the maximiom processing time each operation can 

receive before the operation's relative priority amongst its peers 

must be reassessed. This prevents a long operation continuing to 

monopolize a machine if a higher priority operation becomes 

available after the operation cnirrently being processed was 

scheduled. 

Minimum = 0 h, maximum = 999 h, default = 1 h 

On-line operation priority 

This value increases the priority of operations currently being 

processed to reflect the advantage of continuing processing without 

interruption. This is effectively an additional setup time which 

the user may adjust as recjuired to define the differential priority 
a waiting operation must have to interrupt an operation being 
processed. 

Minimum = 0 h, maximum = 999 h, default = 4 h 

Non-Preemptable operation priority 

This value ensures that all non-preemptable operations continue 
being processed until they are completed or their non-preemptable 
status changes. Default = 500 h. 

Critical operation priority 

This value ensures that critical jobs receive a higher priority 
than all non-critical jobs, but a lower than that assigned to 
non-preemptable jobs. Default = 250 h 

Sibling job switch 

This value reduces the priority of an operation waiting to be 
scheduled if a sibling operation is already being processed and 
both siblings cannot be processed simultaneously. This avoids the 
inef f iciencry associated with stopping one operation to start 
another to deliver the same product to the same offtaker. 

Minimum = -12 h, maximum = 0 h, default = 0 h 

Job Average Capacity 

If active, this flag ensures that the average job processing 
capacity is used to estimate the processing time of all operations 
derived from that job. Without this adjustment, decision rules 
based upon minimum slack or tardiness give a higher priority to the 
sibling operation being processed on the pipeline with the slowest 
pumping rate. This anomaly may prevent a job from being processed 
as cjuickly as possible because the algorithm would choose the 
slower job, due to its higher priority under these conditions. 
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2.4.3 Job Scheciuling Rule Selection 

Each job passing through the screening phase is ranked to control the 
order in which jobs are selected for sciieduling. Ranked jobs are queued 
in a common cjueue and then sorted in descending order of priority. 

Each rule is activated by setting the selection flag to 1 and 
deactivated by setting the flag to 0. Multiple rules may be selected at 
once and their relative importance specified by the magnitude of the 
selection flag. Hence, setting the Shortest Processing Time flag to 10 
and the Earliest Due Date flag to 1, would result in jobs being ranked 
based on both processing time and due date, with processing time being 
10 times more important than due date. 

In ranking jobs the value of each of the indices corresponding to the 
active selection rules are computed. Each of these indices are then 
scaled from 0 to 1 before the weighting factors are applied and the 
values aggregated. For example, all of the shortest processing time 
indices are scaled from 0 (longest, lowest priority) to 1 (shortest, 
highest priority), and likewise for the earliest due date indices, from 
0 (most distant, lowest priority) to 1 (closest, highest priority). 
These scaled values are then multiplied by their relative weights and 
added together to define the parameter used to rank the jobs during the 
sorting phase. 

The different scheduling rules are as follows. 

1. Work Based 

Shortest Job Proc:essing Time 
The processing time remaining is the job volume remaining divided by the 
processing rate of the machine upon which the job will be processed. If 
the job is already being processed it is the volume of the job remaining 
divided by the total processing rate of the machine or machines on which 
the job is currently being processed. The highest priority is given to 
the job with the shortest processing time. 

Lcangest Job Processing Time 
The highest priority is given to the job with the longest processing 
time (i.e. the job with the most work remaining to be completed) . 

Longest Operation Processing Time 
The highest priority is given to the job with the longest next operation 
processing time. The duration of the next operation is limited by 
either offtaker or pipeline availability or the amount of work 
remaining. In this later case the operation processing time is equal to 
the job processing time. 

2. Due Time Based 

Earliest Due Date 
The highest priority is given to the job with the earliest due date. 

3. Tarciiness Based 

Slacrk Time 
In this scheme each operation is ranked using a measure based upon its 
slack time. This slack time is the difference between the available 
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processing time (between the current time and the due time) and the 
remaining job processing time. Small positive values indicate an 
urgency to commence processing the job. Negative values indicate that 
the job cannot be completed before the due time, i.e. the job will be 
tardy. 

In this algorithm the raw slack time is adjusted to increase the 
priority of jobs already being processed to reduce the number of setups. 
Thus any job currently being processed is not displaced by a new job 
unless the priority of the new job justifies the physical effort and 
capacity loss inherent in the setup. 

Modified Slac:k Time 

If the slack time of a job reduces to a critical level the priority of 
the job can be increased to encourage processing and completion of the 
job before tardiness occurs. 

Float Time 
This parameter is analogous the the slack time, but is measured against 
the dead line, as opposed to the due time. 

Weighted Tardiness 
The highest priority is given to the operation with the highest weighted 
tardiness. The tardiness is based upon an estimate of the earliest 
possible completion time of the job, recognizing any relevant offtaker 
or machine downtime. 

Weighted Tardiness Delta 
In case the operation fails to start during the current time period the 
next possible starting time is estimated. The highest priority is given 
to the operation with the highest weighted tardiness increment that will 
result if the operation does not start immediately. The tardiness is 
based upon an estimate of the next possible completion time of the job. 

i^jparent Tardiness Cost 

Operations are ranked in order of the Apparent Tardiness Cost index 
(Young [2] ) . The index may be tuned by adjusting the value of a 
look-ahead parameter which scales the slack time according to the 
expected number of competing jobs. 

Cost Over Time 

Operations are ranked in order of the Cost Over Time index (Young [2] ) . 
The index may be tuned by adjusting the value of a parameter which 
relates the processing time to the expected waiting time. 

Other 

First In First Out (FIFO) 

Priorities are assigned based upon the order in which the job becomes 
available (i.e. the job ready time). 

Random 

Priorities are assigned randomly. This c5ption is used principally as a 
base or control to enable comparison of the other ranking methods during 
experimental investigation. 
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Load Levelling 
The machine load is defined as the number of operations competing for 
the machine at any particular time. Hence this provides a measure of 
the probability that one particular operation will be successful in 
seizing the machine. It makes sense to hold an operation which may be 
processed when the machine is lightly loaded, i.e. during periods when 
other operations are unable to be processed, until that time arises. 
This avoids the problem of processing such operations during heavily 
loaded periods and then leaving the macdiine idle due to lack of jobs 
later on. 

For each machine the number of operations that could possible recjuire 
processing is estimated for each time period. Operations are excluded 
if their parent job has already finished, of if their offtaker or 
machine is unavailable. 

This information is used to estimate the average machine load during the 
period recjuired to process each job to completion, for each possible 
starting time between the current time and the end time. The minimiom of 
these average machine loads is then found. 

The highest priority is given to the operation with the highest minimum 
average machine load. The greater the value of this minimum the less 
flexibility the operation has to be processed during lightly loaded 
periods. 

This value may also be thought of as measuring the "price" that a 
particular operation is willing to "pay" in order to use the machine. 
An operation which has a lower minimum average load will be prepared to 
wait for a more lightly loaded period, when it can use the machine for a 
lower fee. 

2.4.4 Bacdctracdcing Parameters 

These parameters constrain the computational requirements of the 
backtracking routine. 

1. Maximum Backtracking Passes 
This value places an upper limit on the number of backtracking 
passes possible before program termination. This prevents the 
program continuing if looping should occur (this has not been 
observed in practice and is not expected to occur) . More 
importantly, it can control the amount of computation which occurs 
and hence force the program to terminate with the best solution 
found within a reasonable time frame. Solution times on the large 
mainframe on which this program runs are very fast (of the order of 
seconds) and hence controlling computation is not a major issue. 
However, this may or may not be necessary when the program is run 
on a PC. 

Maximum = 60, recommended = 50 

2. Maximum Consecutive Passes 
This value places an upper limit on the maximum number of 
consecutive passes without improvement which are allowed before 
program execution is stopped. This stops the algorithm from 
continuing if a better solution cannot be found within a reasonable 
amount of computation (and time) from the previous best solution. 
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Maximum = 10, recommended = 10 

3. Maximum Time Increment 
This value limits the maximum period between scheduling decisions. 
That is, it controls the majcimum time period a particular pattern 
is allowed to run before the algorithm reassesses job and pattern 
priorities and reschedules activities. 

Minimum = 1 h, maximum = 99 h, default = 1 h 

2.4.5 Simulation Parameters 

These parameters are only used when simulation experiments are recjuired. 

1. Simulation Run Flag 
If active, this flag indicates that a simulation run is recjuired. 
Job input data is drawn from in-built distributions and the job 
input data contained in the JOBDATA file is ignored. 

2. Sample Size 
This controls the number of simulated schedules generated during 
each simulation experiment, to enable meaningful statistics to be 
drawn. 

3. Schedule Horizon 
As in normal runs, this controls the number of days the schedule 
covers. 

Minimum = 1 day, maximum = 7 days 

4. Schedule Start Day 
This controls the day of the week the schedule commences from. 
Normally this is set to Tuesday, the principal starting day for 
manually prepared schedules. However, the starting day can be 
selected at random if desired. In this situation, the starting day 
is drawn from a uniform distribution of seven days. 

O=random, l=Tuesday, 2=Wec3nesday, etc. 

5 . Pipeline Load. 
In simulation runs, jobs volumes are selected from a distribution 
until some specified estimated pipeline load is achieved. In this 
manner, the performance of the algorithm can be investigated at 
various load levels. 

O=random, >1 = % load (e.g. 65 = 65 % load) 

6. Job Ready Times 
If active, this flag ensures that job ready times are clustered at 
the product batch release times, as described in Attachment 2. If 
inactive, the ready time of all jobs is set ecjual to the schedule 
starting time. 

7. Due Date Tightness 

Three options are possible. First, the due time can be offset from 

the job ready time by a multiple of the nominal job processing 

time. The nominal job processing time ecjuals the job volume 

divided by the average processing rate for the particular offtaker 
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/ product combination. This allows specific due date tightness 

scenarios to be simulated. Second, the due dates can be offset 

randomly from the ready time. Third, the due date of all jobs is 

set ecjual to the schedule horizon. 

8. Deadline Tightness 

Three options are possible. First, the deadline can be offset from 

the job ready time by a multiple of the nominal job processing 

time. The nominal job processing time ecjuals the job volume 

divided by the average processing rate for the particular offtaker 

/ product combination. This allows specific due date tightness 

scenarios to be simulated. Second, the deadline can be offset 

randomly from the due time. Third, no deadline is used. 

9. Random Number Seed 

This is the seed (initial value) used to start the pseudo-random 

number generation secjuence. 

10. Remark 

This is a comment line to allow the user to identify the simulation 
run. 
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Section 3 PROGRAM EXECUTION 

3 .1 Main-Frame Applic:ation 

The APTS program operates within the Tec:hnical system environment as 

part of the ISPF (Interactive System Productivity Facility) application. 

This operates under TSO (Time Sharing Option) on the MVS (Multiple 

Virtual Storage) system. Full instructions for the operation of the 

technical system is contained in Doran [1] . Access to the technical 

system is through ISPF option M.G. The menu options to edit input data, 

nxn the program and browse and print reports are self explanatory. 

3.2 PC Appliczation 

This enhancement will be developed when recjuired. 
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Section 4 PROGRAM OUTPUT 

4.1 Reports 

The main types of reports are summarized in Section 2. As discussed, 
these are grouped into two files whicii may be browsed or printed. The 
primary output file can be browsed or printed from the Technical System 
panel. The secondary output file, which is seldom recjuired, can be 
browsed or printed through standard ISPF panels. 

4.2 Analysis 

To be developed. 

4.3 Tuning 

To be developed. 
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Attachment 1 TARDINESS WEIGHTS 

The tardiness weighting factors are based on current demurrage rates 
incurred by the late completion of eacii class of jobs. 

High Priority 
These jobs are typically destined for marine liftings and hence, if 
late, cause the delay of a vessel. 

Approximate vessel demurrage rate = $A 36 thousand/day 

= $A 1500 /hour 

Medi imi Priority 
These jobs are typically destined for road liftings and hence, if 
delayed, cause the delay of a road tanker. 

Approximate truck demurrage rate = $A 4 0 /hour 

Low Priority-
Jobs which fall into this class are those whose delayed completion 
causes no significant financial penalty. These are assigned a nominal 
demurrage cost of $A l/hour to ensure that their tardiness is recognized 
by the objective function and minimized accordingly. 

JOHN A. YOUNG A.P.T.S. PROGRAM USER'S GUIDE 23 



Attaclunent 2 EXAMPLE INPUT 

2 . 1 System Conf i cmrat ion P i l e (NETWORK) 

DSPRT 

TITLE 

921122--145606-

: HYPOTHETICAL 
PIPELINES 
PRODUCTS 
OFFTAKERS 

SUCTION 

:̂  
NO. 

LINECLEARS 
4E 

* 

PRM 
CPR 
ULP 
SUP 
AVG 
ABL 
JET 
JP4 
LHO 
ADO 
NZA 
TSA 
IDO 
IFO 
LSF 

OFFTAKERS 

« 

RATES 

MOB 
ESS 
CTX 
AMP 
BPA 
BPN 
BPC 
SHL 
SOM 

MOB 
ESS 
CTX 
AMP 
BPA 
BPN 
BPC 
SHL 
SOM 

4 
15 
9 

PLl 

-1 

PLl 

1 
1 
2 
2 
2 
2 

PLl 

_ 1 
- 1 

PLl 

175 
175 
175 
175 
175 
175 
175 
175 

-SUN DSNAME 

REFINERY 

PL2 

2. 

PL2 

PL2 

CNI ĉ^ 

1 . 
2 . 
1 . 
1 . 
1 . 
1 . 

PL2 

190. 
190. 
190. 
190. 
190. 
190. 
190. 
190. 

M995092.TECH. 

PL3 

3 

PL3 

PL3 

3 
3 
1 
2 

1 

PL3 

160 
160 
160 
160 

160 

PL4 

-1 . 

PL4 

1 . 
1 . 
2. 
2. 
2. 
2. 

PL4 

-1 . 
-1 . 
1 . 
1 . 

PL4 

205. 
205. 
205. 
205. 

DATA(AP 

SOM 

4 

SOM 

1 

SOM 

1 

SOM 

200 
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2 . 2 A v a i l a h i l i t y Window F i l e (WINDOW) 

DSPRT 9 2 1 1 2 2 - 1 4 5 6 2 6 - S U N DSNAME M 9 9 5 0 9 2 . T E C H . D A T A ( A P T S W I N D ) 

PLN DAY 

PLl 
SUN 
MON 
TUE 
WED 
THU 
FRI 
SAT 

PLN DAY 

PL2 
SUN 
MON 
TUE 
WED 
THU 
FRI 
SAT 

PLN DAY 

PL3 
SUN 
MON 
TUE 
WED 
THU 
FRI 
SAT 

* 
PLN DAY 

PL4 
SUN 
MON 
TUE 
WED 
THU 
FRI 
SAT 

PLN DAY 

SOM 
SUN 
MON 
TUE 
WED 
THU 
FRI 
SAT 

0 0 0 0 0 0 0 0 0 0 1 
0 1 2 3 4 5 6 7 8 9 0 

0 0 0 0 0 0 0 0 0 0 1 
0 1 2 3 4 5 6 7 8 9 0 

1 1 1 
1 1 1 
1 1 1 
1 1 1 
1 1 1 
1 1 1 
1 1 1 

1 1 1 1 1 1 1 
1 1 1 1 1 1 

1 1 1 1 1 1 1 
1 1 1 1 1 1 

1 1 1 1 1 1 1 
1 1 1 1 1 1 1 

1 1 1 1 1 1 

0 0 0 0 0 0 0 0 0 0 1 
0 1 2 3 4 5 6 7 8 9 0 

0 0 0 0 0 0 0 0 0 0 1 
0 1 2 3 4 5 6 7 8 9 0 

0 0 0 0 0 0 0 0 0 0 1 
0 1 2 3 4 5 6 7 8 9 0 

1 1 1 1 1 1 1 1 2 2 2 2 
2 3 4 5 6 7 8 9 0 1 2 3 

1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 

1 1 1 1 1 1 
1 1 1 1 1 1 

1 1 
1 1 

1 1 1 1 1 1 1 
1 1 1 1 1 1 1 

1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 

1 
1 

1 1 

1 
1 
1 
1 
1 
1 
1 

I 1 
1 1 

1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 • 

1 
1 
1 
1 1 
1 
1 1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 

1 1 1 1 1 1 1 1 2 2 2 2 
2 3 4 5 6 7 8 9 0 1 2 3 

1 1 1 1 1 1 1 1 2 2 2 2 
2 3 4 5 6 7 8 9 0 1 2 3 

1 1 1 1 1 1 1 1 2 2 2 2 
2 3 4 5 6 7 8 9 0 1 2 3 

1 1 1 1 1 1 1 1 2 2 2 2 
2 3 4 5 6 7 8 9 0 1 2 3 

OFT DAY 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 2 2 2 2 
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0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 
MOB 

SUN 
MON 
TUE 
WED 
THU 
FRI 
SAT 

* 
OFT DAY 

ESS 
SUN 
MON 
TUE 
WED 
THU 
FRI 
SAT 

* 
OFT DAY 

CTX 
SUN 
MON 
TUE 
WED 
THU 
FRI 
SAT 

* 
OFT DAY 

AMP 
SUN 
MON 
TUE 
WED 
THU 
FRI 
SAT 

* 
OFT DAY 

BPA 
SUN 
MON 
TUE 
WED 
THU 
FRI 
SAT 

OFT DAY 

BPN 

2 
2 
2 
2 
2 
2 

1 
1 
1 
1 
1 
1 
1 

1 1 
I 1 
1 1 
1 1 
1 1 
1 1 
1 1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

0 0 0 0 0 0 0 0 0 0 1 
0 1 2 3 4 5 6 7 8 9 0 

1 
1 
1 
1 
1 

1 1 
1 1 
1 1 
1 1 

1 

1 
1 
1 
1 
1 

1 
1 
1 
1 
1 

1 
1 
1 
1 
1 

2 
2 
2 
2 
2 

2 
2 
2 
2 
2 

CM
 

2 
2 
2 
2 

2 
2 
2 
2 
2 

0 0 0 0 0 0 0 0 0 0 1 
0 1 2 3 4 5 6 7 8 9 0 

0 0 0 0 0 0 0 0 0 0 1 
0 1 2 3 4 5 6 7 8 9 0 

0 0 0 0 0 0 0 0 0 0 1 
0 1 2 3 4 5 6 7 8 9 0 

0 0 0 0 0 0 0 0 0 0 1 
0 1 2 3 4 5 6 7 8 9 0 

1 
1 
1 
1 
1 
1 ; 

1 1 
I 1 
1 1 
1 1 
I 1 
J 2 

1 
1 
1 
1 
1 
2 

1 
1 
1 
1 
1 
2 

1 
1 
1 
1 
1 

1 
1 
1 
1 
1 

1 
1 
1 
1 
1 

1 
1 
1 
1 
1 

1 1 
1 1 

1 
1 
1 

1 
1 
1 
1 
1 

1 
1 
1 
1 
1 

1 
1 
1 
1 
1 

1 
1 
1 
1 
1 

1 
1 
1 
1 
1 

1 
1 
1 
1 
1 

2 
2 
2 
2 
2 

2 
2 
2 
2 
2 

2 
2 
2 
2 
2 

2 
2 
2 
2 
2 

1 1 1 1 1 1 1 1 2 2 2 2 
2 3 4 5 6 7 8 9 0 1 2 3 

1 1 1 1 1 1 1 1 2 2 2 2 
2 3 4 5 6 7 8 9 0 1 2 3 

1 1 1 1 1 1 1 1 2 2 2 2 
2 3 4 5 6 7 8 9 0 1 2 3 

1 1 1 1 1 1 1 1 2 2 2 2 
2 3 4 5 6 7 8 9 0 1 2 3 

1 
1 
1 
1 
1 
1 
1 

1 1 
1 1 
1 1 
1 1 
1 1 

1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 1 
1 1 
1 1 
1 1 
1 1 
1 1 
1 1 

1 1 
1 1 
1 1 
1 1 
1 1 
1 1 
1 1 

2 
2 
2 
2 
2 
2 

1 1 1 1 1 1 1 1 2 2 2 2 
2 3 4 5 6 7 8 9 0 1 2 3 
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* 
OFT 

BPC 

OFT 

SHL 

SUN 
MON 
TUE 
WED 
THU 
FRI 
SAT 

DAY 

SUN 
MON 
TUE 
WED 
THU 
FRI 
SAT 

DAY 

OFT 

SOM 

SUN 
MON 
TUE 
WED 
THU 
FRI 
SAT 

DAY 

SUN 
MON 
TUE 
WED 
THU 
FRI 
SAT 

1 1 
1 1 
1 1 
1 1 
1 1 
1 
1 1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

2 
2 
2 
2 
2 

2 
2 
2 
2 
2 

2 
2 
2 
2 
2 

2 
2 
2 
2 
2 

0 0 0 0 0 0 0 0 0 0 1 
0 1 2 3 4 5 6 7 8 9 0 

0 0 0 0 0 0 0 0 0 0 1 
0 1 2 3 4 5 6 7 8 9 0 

0 0 0 0 0 0 0 0 0 0 1 
0 1 2 3 4 5 6 7 8 9 0 

1 1 1 1 1 1 1 1 2 2 2 2 
2 3 4 5 6 7 8 9 0 1 2 3 

1 1 
1 1 

1 1 
1 1 

1 1 1 
1 1 1 
1 1 1 1 
1 1 1 1 
1 1 1 1 

1 
1 
1 
1 
1 
1 
1 

1 1 
1 1 
1 1 
1 1 
1 1 
1 1 
1 1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 

1 1 1 1 1 1 1 1 2 2 2 2 
2 3 4 5 6 7 8 9 0 1 2 3 

1 1 1 1 1 1 1 1 2 2 2 2 
2 3 4 5 6 7 8 9 0 1 2 3 
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2.3 Job Definition File (JOBDATA) 

DSPRT 921122-145546-SUN DSNAME M995092.TECH.DATA(APTSJOBS) 

REMARK 
* DAY 
DATES : TUE 
« 
DETAILS:OFT 

JAYOUNG, 22 NOV 92. USER GUIDE 

PRD 

DATE 
30. 

BCH 

MNTH 
3. 

TNK 

MAXD 
31 . 

PTY 

EXAMPLE 
NDAY 

5. 

VOL RDY DUE DEAD 

CTX 
MOB 
ESS 
CTX 
AMP 
SHL 
MOB 
MOB 
MOB 
ESS 
CTX 
CTX 
AMP 
BPN 
BPN 
SOM 

ULP 
ADO 
ULP 
JET 
PRM 
ADO 
JET 
JET 
PRM 
ULP 
ADO 
ADO 
PRM 
CPR 
CPR 
PRM 
ULP 
JET 

PIO 
J20 
P08 
A52 
J21 
J21 
P08 

??? 

PL4 
PL3 
PL! 
PL2 

3.5 
5.5 
3.0 
3.5 
1 .5 
2.0 
2.3 
4.0 
2.7 
1 .8 
2.0 
2.3 
2.0 
1 .5 
0.5 
8.0 

29.22 
29. 18 
30.05 
30.00 
30. 12 
30. 12 
30.05 
30.03 
30.07 
30.07 
30.01 
30.00 
30.00 
30. 12 
30.03 
30.01 

1.16 
1 .23 
1 .00 

31.12 
1 .05 
1.12 
1 .00 
1.17 
1.15 
1.15 
1.12 
1 .23 
1 .23 
1 .23 

30.23 
1 .23 

1 . 1 2 
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2.4 Run Definition File (RDNDATA) 

DSPRT 921122-145816-SUN DSNAME M995092.TECH.DATA(APTSUSER) 

REPORTS 
« 
PIPELINE SYSTEM DATA 
JOB INPUT DATA 
PIPELINE STATUS 
JOB SCREENING 
JOB QUEUES 
PATTERN GENERATION 
PATTERN QUEUES 
PIPELINE SCHEDULE 
JOB SUMMARY 
AVAILABILITY SUMMARY 
PIPELINE UTILIZATION 
BACKTRACK SUMMARY 
TARDINESS PROFILE 
PERFORMANCE GRAPH 
TARDINESS VS UTILIZ. 
VOL REMAIN VS UTILIZ. 
JOBS/VOLUME VS SAMPLE 
SIMULATION STATISTICS 
* 
OBJ FUNCTION WEIGHTING 
* 
WEIGHTED TARDINESS 
SETUP COUNT 
MAKESPAN 
OFFTAKER OVERTIME 

(1=Y,0=N) 

1 . 
0. 
0. 
0. 

(1=S0RTED,2=UNS0RTED+S0RTED) 

( 1=S0RTED,2 = UNS0RTED+S0RTED) 
(1=BEST,2=BETTER,3=ALL) 
(1=BEST,2=BETTER,3=ALL) 
(1=BEST.2=BETTER,3=ALL) 

JOB PRIORITY WEIGHTING 
* 
HIGH 
MEDIUM 
LOW 
* 
PATTERN PRIORITY WEIGHTING 
* 
VOLU 
PATT 
UTIL 
GENE 
AVER 
« 
JOB 
SIBL] 
JOB 
MINK 
CRIT] 
CRIT] 
« 
JOB PRIORITY ADJUSTMENT 
* 
NEW JOB 
OLD JOB (ALREADY ONLINE) 
NON-PREEMPTABLE JOB 
CRITICAL JOB 

ME TRANSFERRED 
ERN DURATION 
IZATION 
RATION ORDER 
AGE JOB VALUE 

PREEMPTION TUNING 

-ING WORK REMAINING 
WORK REMAINING 
:MUM W O R K REMAINING 
•ICAL: DUE TIME 
"ICAL: DEADLINE 

($/H) 

1500. 
40. 
1 . 

0. 
0. 

100. 
1 . 
0. 

(HOURS) 

4. 
6. 
4. 
12. 
24. 

(HOURS) 

1 . 
4. 

500. 
250. 

0, 
0. 

100, 
1 , 
0. 

4, 
6, 
4. 
12, 
24. 

1 . 
4. 

500. 
250. 
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SIBLING JOB SWITCH -250. -250. 
JOB AVERAGE CAPACITY 0. (1=Y.0=N) 
« 
JOB SCHEDULING RULE SELECTION (1=Y,0=N) 
* 
RANDOM 
FIRST-COME-FIRST-SERVED 
SHORTEST PROC TIME 
LONGEST PROC TIME 
LONGEST OPERATION 
EARLIEST DUE DATE 
MODIFIED DUE DATE 
MINIMUM SLACK (DUE DATE) 
MINIMUM SLACK (DEADLINE) 
MODIFIED SLACK 
APPARENT TARDINESS COST 
COST OVER TIME 
WEIGHTED TARDINESS 
TARDINESS DELTA 
LOAD LEVELLING 
* 
JOB SCHEDULING RULE PARAMETERS 
* 
APPARENT TARD COST K 3.0 3.0 
COST OVER TIME K 3.0 2.0 
COST OVER TIME B 1.0 2.0 
* 
HEURISTIC SELECTION 
* 
PIPELINE IDLING 
LOOK AHEAD 
* 
BACKTRACKING PARAMETERS 
* 
MAX BACKTRACKING PASSES 50. 
MAX CONSECUTIVE PASSES 10, 
MAXIMUM TIME INCREMENT 1, 

0, 
0, 
1 , 
0, 
0, 
0, 
0, 
0, 
0, 
0, 
0, 
0, 
0, 
0, 
0, 

0. 
0. 

SIMULATION 
* 
SIMULATION RUN 0. 
SAMPLE SIZE 40. 
SCHEDULE HORIZON (DAYS) 7. 
SCHEDULE START DAY 1, 
PIPELINE LOAD 80, 
READY TIMES 1, 
DUE DATE TIGHTNESS 300, 
DEADLINE TIGHTNESS 0, 
RANDOM NUMBER SEED 5, 
REMARK: 09 NOV 92 ATC (K*B=3.0) 

(1=Y,0=N) 
(100 MAX) 
(1<=H0RIZ0N<=7) 
(0=RANDOM,1=TUE.2=WED,ETC) 
(0=RANDOM,>1=% LOAD) 
(0=N0.1=RAND0M) 
(0=NO,1=RAND0M,>1=% TIGHTNESS) 
(0=NO,1=RAND0M,>1=% TIGHTNESS) 
(65539.0) 
DUE.T=300, UTZ=80, PAT UTZ 
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Attachment 3 EXAMPLE OUTPUT 
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