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Summary 

This thesis comprises a study of marine stratocumulus clouds measured by ground-based Lidar and Infrared 

RADiometry (or LIRAD). The clouds were measured in northwestern Tasmania in the winter of 1993 and 

sunmier of 1995 during the Southem Ocean Cloud Experiment (SOCEX). The study done for this thesis 

represents the first application of the LIRAD method to low boundary layer clouds. This application was 

possible due to the wide variation in the optical depths of the clouds; approximately 20% (summer study) and 

40% (winter study) of the clouds had visible optical depths less than unity. The LIRAD results included the 

height of cloud base, the effective visible extinction-to-backscatter ratio (r\S) and effective visible extinction-to-

infrared absorption ratio (ria) both modified by the multiple scatter factor (tj), infrared optical depth (TJ) and 

emittance (eO, and effective visible optical depth (TITV). 

Comparisons of the LIRAD results with Mie properties of the cloud droplets and aerosols obtained 

from in situ measurements were an important part of the LIRAD study. First, in situ measurements of the 

aerosols were used for the validation and calibration of the lidar measurements. Excellent agreement was found 

between the aerosol backscatter determined from in situ measurements and the lidar measurements, but only after 

the sweUing of the aerosols in the humid boundary layer was taken into account. From this combined lidar and in 

situ study of the aerosols it was found that the larger (swollen) aerosols, with radii of greater than 1 fim, made die 

largest contribution to the visible aerosol backscatter. Second, multiple scattering in lidar returns is normally an 

obstacle to the analysis of lidar retums which is overcome by theoretical work. However in this study the 

multiple scatter factors (r\) were determined experimentally by a comparison of the LIRAD-retrieved 

microphysical quantities 115 and ria with S and a determined from the in situ measurements. The results for r\ 

were, for the moderately thin clouds (0-12 < x̂  < 0-88), TI = 0-6 ± 0-2, and for the thicker clouds with ty >= 1-3, Ti 

= 0-77 ± 005. To the author's knowledge this is the first time measurements of TI have been made by comparing 

in situ measurements of clouds with LIRAD results. 

Simultaneous microwave radiometer measurements were also utilised in the analysis of the LIRAD 

data. Water vapour paths retrieved by microwave radiometer were used to assist with the retrieval of continuous 

downward infrared radiances of the cloud-free atmosphere over Cape Grim. Also, retrieved cloud liquid water 

paths were used to obtain some order of magnitude values of the thicker boundary layer clouds. 

The work done for this thesis indicates that the LIRAD method can be applied to boundary layer 

clouds, and further LIRAD studies of boundary layer clouds should provide valuable new information on the 

optical properties of these clouds. Also, the results of the thesis indicate that the following areas of study require 

fiirther investigation: (1) Optically thin clouds (TV < 1 or e < 0-3) and large aerosols (r > 1 pm) in the marine 

boundary layer and their effects on the optical properties of the atmosphere. 2) The utiUty of calculations of f\ 

from LIRAD and aircraft measurements, as obtained in this study, for improving theoretical studies of the 

multiple scattering in lidar retums. 
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1. Introduction 

1.1 Clouds and Climate 

Solar radiation incident on the lower more dense part of the atmosphere, the froposphere, is scattered 

and absorbed by air molecules, small suspended solid and liquid particles (aerosols), cloud water 

droplets and ice crystals. The atmosphere scatters some of the incident radiation back towards space, 

and the radiation absorbed by the atmosphere increases its temperature. The solar radiation 

fransmitted through the atmosphere is both reflected and absorbed by the earth's ocean and land 

surfaces. The warm earth and atmosphere both emit thermal radiation into space and back towards the 

earth. These solar and terrestrial radiative fluxes determine the state of the earth's climate and the 

earth's surface temperature. Averaged over a year, say, the net solar plus thermal radiative fluxes are 

zero. So, for example, an increase in the absorption of solar radiation by the atmosphere causes the 

earth-atmosphere system to heat until the absorbed radiation is balanced by the thermal radiation 

emitted back to space. 

Without the atmosphere the mean temperature of the earth's surface would be about -18°C. 

With the addition of the earth's current molecular atmosphere, without aerosols or clouds, the 

temperature of the earth's surface would be increased to about +30°C (Piatt, 1989). This warming is 

the so-called greenhouse effect, and is caused by the absorption of terrestrial infrared radiation by 

frace gases in the atmosphere, mainly CO2 and H2O, and the re-emission of some of this energy back 

towards the earth. 

Clouds cause two effects: a cooling of climate by the reflection of solar radiation to space, 

and the absorption and re-emission of terrestrial radiation by clouds has a net warming effect. For 

certain cloud types, the degree to which the warming effect offsets the cooling effect depends on the 

cloud heights (i.e. differences in temperature from the earth's surface), and their optical depths (i.e. 

solar albedos): {see, for example, Piatt (1981b)}. The net effect of clouds on climate is calculated at 

present as a cooling. Clouds are thus considered an important conttoUing element in determining the 

state of the earth's climate (Piatt et at., 1994). 
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The water droplets and ice crystals of clouds are sfrong scatterers of visible radiation and 

reflect a large portion of the incident solar radiation back to space. The molecular greenhouse effect is 

thus weakened by the presence of clouds such that the mean surface temperature is about +12°C (Piatt, 

1989). Low clouds have the largest cooling effect on climate through solar reflection because they 

have higher albedos. The potential for changes in the properties of low clouds to impact the earth's 

climate may be great: Randall et al. (1984) estimated that a small increase in the coverage of low 

clouds would cool the average temperature of the earth's surface by enough to offset global warming 

caused by a doubling of CO2 in the atmosphere. Slingo (1990) calculated that the warming due to a 

doubled concenttation of CO2 could be balanced by a 15-20% increase in the amount of low clouds. 

Blackbodies at terrestrial temperatures, say at 0°C, emit sfrongly between the wavelengths 8 

|j.m and 14 pm, with the peak radiances occurring between the wavelengths 10 |J,m and 11 \im. In the 

atmosphere, a window of low molecular absorption exists for wavelengths 8 - 14nm, providing a 

means of escape for terrestrial radiation to space. Water droplets and ice crystals are sfrong absorbers 

of infrared radiation, including the terrestrial radiation that would normally escape through the 8 - 14 

|am window. So clouds forati a better frap of terrestrial radiation than air molecules alone. Clouds 

absorb upwelling terrestrial thermal radiation, re-emit it back towards the earth, and reduce the 

emission to space. Thus, they cause an additional Greenhouse warming. High clouds emit thermal 

radiation to space at temperatures tens of degrees Celsius below freezing, however clouds in the lowest 

few kilomettes of the atmosphere emit thermal radiation from their tops at temperatures nearer to those 

of the earth's surface. The smaller upward infrared fluxes from the tops of high clouds means they are 

greater warmers of climate. 

At present, our knowledge of radiative fransfer in clouds and the variation in the distribution 

and microphysics of clouds is incomplete. A great deal of work is being done to more accurately 

determine the way in which clouds affect the radiative balance (see, for example, Schiffer and Rossow, 

1983; Randall et al., 1996), so that they may be more accurately modelled in global circulation models 

(see, for example. Cess et al., 1989). This thesis gives a further contribution to these studies. 
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1.2 Boundary Layer Clouds and Marine Aerosols 

There is a connection between increased concenttations of pollutants in the atmosphere and the optical 

properties of clouds that may have an impact on climate. Some early satellite observations showed 

ship fracks in clouds, where smoke from ship stacks injected into clouds increased their reflectivity 

(Conover, 1966). Many studies of ship fracks in clouds have been made since (see, for example, 

Ackerman et al, 1995). The visibility of ship fracks from space can be explained by the increased 

amounts of aerosols in the atmosphere providing more Cloud Condensation Nuclei (CCN) cloud 

droplets form. With the assumption that the amount of water vapour in the atmosphere remains the 

same, increases in CCN cause an increased number of (smaller) droplets in clouds. This leads to an 

increase in cloud albedo so that more solar radiation is reflected to space (Twomey, 1977). 

Cloud optical properties also vary in clouds that form in air free of anthropogenic aerosols. 

(Throughout this thesis the terms 'marine' and 'maritime' shall be used to describe air free of 

anthropogenic or terrestrial pollutants). The shortwave reflective and longwave absorption properties 

of these marine boundary layer clouds depend on both the concenttations and size distributions of the 

water droplets, characteristics which in turn are dependent on the properties of the aerosols from which 

the droplets formed. The reflective properties of these clouds are also susceptible to changes in the 

size and concenttation of CCN (see, for example, Twomey et al, 1984). Some sfratocumulus cloud 

field experiments have been conducted in conditions mainly uncontaminated by aerosols (Boers et al, 

1996). As an example, the Southem Ocean Cloud Experiment (SOCEX) (in which the measurements 

reported in this thesis were made) was held with the aims of increasing knowledge of the optical 

properties of marine sfratocumulus clouds, and increasing understanding of the modification of the 

cloud optical properties by aerosols (Boers et al, 1996). The former aim was achieved by locating 

the SOCEX off the northwestem coast of Tasmania in southerly airsfreams of Southem Ocean origin. 

The latter aim was achieved by conducting the experiment in summer and winter periods because 

seasonal differences in the aerosol properties were expected. Some studies of marine aerosols that led 

to the concept and planning of SOCEX are discussed below. 

In marine environments aerosols are produced by the emission of gases and droplets from the 

sea surface. Biggs (1980), Gras and Ayers (1983) and Gras (1991) measured aerosols in marine air 

and found sea salt particles with radii typically between 0 1 p,m and 1 pm, and smaller but more 
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numerous ammonium sulfate particles with radii typically between 001 nm and 0 1 pm. 

Dimethylsulfide (DMS) gas is produced by phytoplankton and is a precursor to the non-sea-salt 

sulphate aerosols. Charlson et al (1987) suggested this DMS pathway may be the primary source of 

marine CCN, and, following several years of measurements of CCN at Cape Grim, Ayers and Gras 

(1991) provided sfrong evidence supporting this hypothesis. Charlson et al (1987) noted that the 

DMS emissions were greatest from the warmest, most saline, and most intensely illuminated regions of 

the oceans. It follows that in an oceanic region the DMS concenttations may peak in the summer. At 

the Cape Grim Baseline Air Pollution Station (CGBAPS), situated on the northwestem coast of 

Tasmania, this has been found to be so with seasonal variations in the concenttations of the marine 

CCN (Ayers and Gras; 1991) and DMS (Ayers et al; 1995) peaking in the summer months. 

Now, Boers et al (1994) found that variations in the CCN concenttations correlated 

reasonably well with cloud optical depths derived from satellite measurements of clouds near Cape 

Grim. Therefore, it may be expected that the limits of the variations in optical properties of these 

maritime clouds could be observed during the seasonal maxima and minima of the CCN 

concenttations. To coincide with these maxima and minima in the CCN concenttations SOCEX held 

an observational winter phase, from 5 July 1993 to 25 July 1993 (SOCEXl), and a summer phase from 

15 January 1995 to 9 Febmary 1995 (S0CEX2); {Boers et al (1996); Boers et al (1998)}. These 

authors did indeed find a variation in aerosol numbers, cloud optical depth and albedo, between winter 

and summer seasons, with a maximum in summer as predicted. 

At CGBAPS during SOCEX, ground-based Lidar and Infrared RADiometer (LIRAD) 

measurements of sttatocumulus clouds were made as an adjunct to the airbome experiment, and the 

study of these LIRAD measurements was the major work undertaken for this thesis. The LIRAD 

method will be discussed further in the following sections. It is emphasised that the airbome in situ 

measurements of the aerosols and cloud droplets were made independently of the LIRAD 

measurements and were not required by the LIRAD method. Primarily, the in situ aircraft 

measurements were used to improve the calibration of the lidar, and make comparisons of the in situ 

measurements of the cloud droplets with the LIRAD measurements; comparisons that yielded 

information on the multiple scattering in clouds, as will be seen later. 
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1.3 Lidar Studies of Boundary Layer Clouds 

Lidars have been used extensively in studies of the optical properties of high clouds, from the early 

studies of lidar retums from cirrus clouds made by Davis (1969) and Piatt (1973), through to the more 

recent and complex studies in which lidar measurements are combined with results from satellites and 

radiometers (see, for example, Minnis et al, 1990). The first and most obvious disadvantage in using 

lidars to study water droplet clouds is that most low clouds rapidly attenuate laser beams due to sttong 

scattering. Penefration of the laser pulses is limited to only a few hundred mettes. However as shown 

by the results of this thesis a significant proportion of low clouds are optically thin, (this is supported 

by the finding of Pal et al, 1995), so lidar studies of low clouds are worthwhile. 

Before the 1980s there were few lidar studies for the retrieval of the optical properties of low 

clouds. One of the exceptions to this was the study of the depolarisation in lidar retums by Pal and 

Carswell (1973). The depolarisation in lidar (backscattered) retums from clouds containing only water 

droplets is due to multiple scattering, unless the droplets are deformed from a spherical shape. 

Depolarisation in lidar retums from high clouds is induced mainly by scattering in non-spherical ice 

crystals. From the earlier studies of multiple scattering in lidar retums (Eloranta, 1972; Kunkel and 

Weimnan, 1976; Piatt, 1981), to the more recent studies (Bissonnette et al, 1995; Nicolas et al, 

1997), multiple scattering has remained a significant problem in the analysis of lidar retums from both 

low and high clouds. This problem of sttong attenuation by low water droplet clouds causes 

difficulties in retrieving lidar backscatter and extinction coefficients from low clouds. For these 

reasons reports in the literature of lidar studies of low clouds for the retrieval of extinction and optical 

depth were rare, although IGett's (1981) lucid study of the stable solution for lidar retums from highly 

attenuating clouds was of considerable assistance. 

Klett (1981) showed that height profiles of the effective (because they still contained multiple 

scattering effects) visible extinction of optically thick clouds could be retrieved from lidar signal 

profiles. This study spawned a number of similar studies to retrieve the visible extinction from Hdar 

measurements of low sttatiform clouds (Lindberg et. al, 1984; Camuth and Reiter, 1986; Kolev et al, 

1989), as well as many studies investigating the behaviour and uncertainties of the analytic solutions 

(see, for example, Sasano and Nakane, 1984; Bissonnette, 1986; Qiu Jinhuan, 1988; Kovalev, 1995). 

Meanwhile, in the 1980s and onwards other lidar observations of liquid water clouds continued. 
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Sassen and Petrilla (1986) made further measurements of the depolarisation in lidar retums from water 

clouds, (see the review of depolarisation lidar by Sassen, 1991). Spinhime et al (1989) made airbome 

lidar observations of the tops of marine sttatocumulus. Young (1995) determined the ttansmittance of 

a thin sttatocumulus cloud by comparing the signals returned from above and below a cloud. None of 

the above studies considered, or were able to measure, the effects of multiple scattering. The present 

study is the first to obtain a measurement of multiple scattering in boundary layer clouds. 

From these lidar studies of low clouds, and of high clouds (see, for example, Piatt et al, 

1998), including those which employ technologies other than the detection of elastic-backscattering 

from clouds, (see, for example, Gmnd and Eloranta, 1990; Ansmann et al, 1992), it is clear that lidar 

has become an indispensable tool for studies of clouds. Measures (1984) provides a broad overview 

of the capabilities of lidar in atmospheric research. To obtain results from lidars in quantities useful 

for climatological studies of atmospheric radiation many results are required, and the Experimental 

Cloud Lidar Pilot Study (ECLIPS) program attempted to show if this was feasible (Piatt et al, 1994). 

The ECLIPS programs used lidar techniques to gather information on the vertical and temporal extent 

of cloud extinction, optical depth and hdar depolarisation ratio. The ECLIPS program raised the 

importance of very thin ('subvisual') clouds in their interactions with the radiative fluxes in the 

atmosphere (Pal et al, 1995). However from reports such as those of Piatt et al (1994) and Pal et al. 

(1995) it seems that much work remains to be done before the ECLIPS program, or others like it, will 

lead to the retrieval of cloud optical properties from long-term or large-scale observations. Studies of 

lidar retums from clouds have been limited to a few case studies and the reasons for this are discussed 

below. 

There are two major factors that complicate the analysis of lidar retums. The lidar measured 

backscatter is not solely proportional to the backscattering properties of the atmospheric particles. 

Attenuation and multiple scattering need also to be considered. Theoretically, without further 

measurements of the scattering properties of the particles under investigation, the effect of attenuation 

cannot be separated from the backscatter, and the multiple scattering of visible light in clouds cannot 

be easily separated from the single scattering properties. However it is these single scattering 

properties, especially those of aerosols and clouds, that lead to the calculation of optical properties 
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such as optical depth, single scattering albedo, and asymmetry parameter; properties important for 

determining the fransfer of radiation through clouds on a global scale. 

The majority of the effort in the analysis of lidar measurements of clouds for the rettieval of 

their optical properties is therefore geared towards: 

(1) Calculations of extinction near the cloud boundaries of optically deep clouds (see, for example, 

Klett, 1981; Pal ef a/., 1995), 

(2) Determining the effects of attenuation in the profiles by assuming homogeneous microphysical 

properties for each lidar measurement and combining the results with independent measurements, 

(Femald et al, 1972; Piatt, 1979; Piatt et al, 1980; Minnis et al, 1990; Piatt et al, 1998), and 

(3) Estimates of the effects of multiple scattering on the lidar profiles using either measurements 

(Bissonnette and Hutt, 1990; Sassen et al, 1992) or using theoretical and modelled predictions 

(Kunkel and Weinman, 1976; Piatt, 1981; Zege et al, 1995; Nicolas et al, 1997). 

Several thousands of lidar retums were studied in the course of this thesis. The LIRAD 

algorithm, an iterative technique described by Piatt (1979), was used to invert the lidar signal profiles 

for backscatter. By using the LIRAD algorithm, some of the instability problems associated with 

forward analytical techniques were avoided. A disadvantage of the LIRAD algorithm used here was 

that calibrated lidar signal profiles were required as inputs. 

1.4 Infrared (10-12 îm) Radiometry of Clouds and the LIRAD Method 

There is sttong thermal absorption and emission by H2O and CO2 over much of the region of the 

infrared spectram. Emission from clouds can only be detected at the ground by infrared radiometers in 

the relatively clear 8 - 14 nm window (Allen, 1970; Piatt, 1971; Piatt et al, 1993). In tiiis region of 

the spectrum the primary absorption (and emission) from a cloud-free atmosphere is due to water 

vapour, with some absorption by the far edge of an O3 band, a weak CO2 band and aerosols (Piatt et 

al, 1984). 

Infrared radiometers have been used for measurements of the downwelling thermal radiances 

by clouds (Allen, 1970; Piatt, 1971), as well as alongside lidars in the Lidar and Infrared RADiometer 

(LIRAD) method for the measurement of clouds (Piatt, 1979). These infrared measurements of high 

clouds are sometimes difficult to distinguish from those of clear air (Piatt et al, 1998), particularly in 
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ttopical atmospheres. However, the infrared signal from low water droplet clouds is much sfronger 

than the clear air emission (Piatt and Gambling, 1971a; Piatt, 1972). Infrared radiometers have been 

used for aircraft in situ studies of sttatocumulus clouds in attempts to determine the relationship 

between thefr radiative properties and the liquid water they contain, and to determine at what depths 

into diese clouds they become radiatively black (Piatt, 1972; Paltiidge, 1974; Piatt, 1976; Stephens et 

al, 1978; Slingo etal, 1982). 

Although the single scattering albedo of clouds in die (10 - 12 p.m) wavelength region of the 

spectrum is near to 0-5, the majority of the measured infrared radiances from clouds can be determined 

by considering absorption only. This is due to the sttong forward scattering of the infrared radiation in 

clouds (Paltridge and Piatt, 1976). There is a small additional amount in the measured radiances 

which can be explained by scattering effects. Theoretical studies are normally used to determine this 

additional radiance in order to rettieve cloud radiances due to absorption only (Piatt and Stephens, 

1980), from which the optical and microphysical properties of the clouds are more readily determined. 

The infrared reflectance of thick clouds is approximately 5%, (see, for example, Yamamoto et al, 

1970; O'Brien et al, 1997), and so the maximum beam emittances of water droplet clouds is 

approximately 0-95. 

Early simultaneous lidar and infrared radiometer measurements near the edges of cumulus 

clouds were made by Piatt and Gambling (1971a), and of cirrus and altocumulus clouds by Piatt and 

Gambling (1971b). The LIRAD analysis technique was developed after Piatt (1973) found a good 

correlation between the hdar-measured integrated backscatter and the infrared absorption optical 

depth. The LIRAD method combines infrared (10 - 12 |jm) radiometer and lidar measurements of 

clouds to determine cloud microphysical and optical properties (Piatt, 1973; Piatt, 1979). Until the 

LIRAD study for this thesis, the LIRAD method has only been applied to high and mid-level clouds 

(Piatt and Dilley, 1979; Piatt and Dilley, 1981; Piatt efaZ., 1984; Piatt ef a/., 1986; Platte? a/., 1997). 

The reasons for the application of the LIRAD method to the study of low clouds are 

surrunarised here. The importance of clouds in determining state of the earth's climate was discussed 

in I.I. This included references to studies that highhghted the sensitivity of climate to the properties 

of low clouds. Further, the modification of low cloud optical properties by anthropogenic aerosols 

was discussed in 1.2. The few lidar reports of measurements of low clouds and the reasons for this 
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were given in 1.3. The application of the LIRAD technique for studying die properties of clouds was 

discussed in this section (1.4). These discussions lead to the reasons for applying the LIRAD method 

to the present study of low clouds as: 1) To investigate the visible and infrared properties (and the 

implied climatic impacts) of marine sfratocumulus clouds using a new application of a fried technique. 

2) To overcome some of the deficiencies in applying lidar alone to low clouds. 

1.5 Outline of the Thesis 

The aims of this thesis were to determine: 

• The distribution of heights of boundary layer clouds in two seasons. 

• The utility of the LIRAD method in its appUcation to boundary layer clouds. 

• The blackness or optical depths of the boundary layer clouds. 

• The effects of multiple scattering on the lidar retums from these clouds. 

• The utility of combining microwave radiometer measurements with lidar and infrared radiometer 

measurements for retrieving cloud liquid water and for extending optical depth retrievals to higher 

values. 

Several major achievements arose from this multifarious study of boundary layer clouds. The 

unique set of atmospheric measurements by remote sensing and in situ techniques, using measurements 

of radiation spread over a broad range of the electtomagnetic spectram, provided good results hnking 

the optical, infrared absorptive and liquid water properties of the clouds. 

The first and primary achievement of this study was that the LIRAD method was successfiiUy 

applied to low clouds for the first time, reveaUng that many of the measured sttatocumulus clouds had 

low infrared emittances (Le., were optically thin). As well as the success of the new application of the 

LIRAD technique, the low emittance of sfratocumulus was an unusual and interesting finding as often 

in theoretical studies of radiation in the atmosphere, low water droplet clouds are assumed to be 

radiatively black. 

The second major achievement was that the lidar was accurately calibrated by a careful 

consideration of the properties of moist boundary layer aerosols. As well as providing valuable 

information on the optical properties of atmospheric aerosols, this calibration improved the quality of 

the analysis of the cloud data by the LIRAD method. 
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The third major achievement of the tiiesis was that comparisons of in situ measurements of 

the clouds with the measurements by the lidar and infrared radiometer allowed a rettieval of the lidar 

multiple scattering factor (TI). The determination of rj is a fraditional problem of lidar, and the 

retrieval of r| made here represents a rare if not unique result. 

Perhaps the last of the noteworthy achievements of this work was that the lidar measurements 

of the heights of the boundary layer clouds, revealed a seasonal difference in the heights that was not 

inconsistent with those expected from meteorological variables. Further measurements are required to 

determine whether lidar can be used, not only to detect seasonal differences in the heights of boundary 

layer clouds, but also to detect seasonal differences in thek optical properties. 

The stracture of the thesis is outlined as follows. Chapter 2 reviews the analysis techniques 

for studying lidar retums from clouds, and includes a discussion on the analysis of LIRAD 

measurements. The original work for this thesis begins in Chapter 3, in which the LIRAD 

measurements of the sttatocumulus clouds observed during both phases of SOCEX are described. The 

analysis methods used for the two case studies of 16 July 1993 (SOCEXl) and 8 Febmary 1995 

(SOCEX2) are described in detail in Chapter 4. On these two days, the in situ measurements of some 

cloud microphysical properties obtained from an instrumented Fokker F-27 aircraft were investigated 

in detail (Boers et al, 1996; Boers et al, 1998). Krummel (1998) also used the same in situ data for a 

study of the dynamical structure of the clouds (Krammel, 1998). 

The results of the study of the combined lidar and infrared radiometer measurements are 

presented in Chapter 5. Cloud heights measured by lidar over both parts of SOCEX are presented in 

section 5.2. The LIRAD results, some in situ results and microwave radiometer results for the winter 

case study (SOCEXl) are presented in section 5.3, and LIRAD and microwave radiometer results for 

the summer case study (S0CEX2) in section 5.4. Cloud optical depths obtained from microwave 

radiometer measurements of the clouds are also given in sections 5.3 and 5.4. The conclusions are 

presented in Chapter 6. 
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2. Cloud Optical Properties by Lidar and the LIRAD Method 

2.1 Introduction 

The theory of analysis of lidar retums from the atmosphere for the retrieval of optical properties is 

now a large field of research. The theory is well developed, but die application of the theory to 

experimental data is complicated, especially for lidar retums from clouds. For lidar measurements of 

clouds the signal-to-noise ratio is adequate and does not pose a problem for analysis, but, because of 

large optical depths, very large uncertainties can easily occur in retrievals of the optical properties of 

clouds, for example, via solutions to the lidar equation. In describing the theory of lidar relevant to 

this thesis, this chapter is also a review of the Hterature on the subject of the analysis of hdar retums, 

with an emphasis on the application of the analysis methods to real measurements. 

2.2 Analysis of Lidar Returns 

2.2.1 The Lidar Equation 

2.2.1.1 Returned Optical Power 

The laser ttansmitter and telescope receiver in a lidar are most commonly positioned either with the 

same axis (monostatic), or the laser and telescope are placed side-by-side with optical axes apart 

(biaxial). A ground-based lidar so arranged and pointing vertically ttansmits a visible laser pulse into 

the atmosphere and photons from the pulse are elastically scattered into all directions by air molecules, 

aerosols, and sometimes cloud droplets and ice crystals. Some of this scattered light arrives back at 

the receiving telescope of the lidar. The intensity and time-of-flight of this backscattered light from a 

single pulse is measured and recorded as a profile of the returned signal versus range. The 

instantaneous optical power received at the aperture of the lidar telescope is 

<Kz) = (t>o ^^P{Z)T\0,Z) ; (2.1a) 
2 Z 

(e.g. CoUis and Russell, 1976; Measures, 1984). The constant ^o is the average power of the 

fransmitted laser pulse, A(z) is the effective area of the telescope objective lens or mirror, c is the 
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speed of light and At the pulse duration. Thus, cAt is the pulse length. The inverse range-squared term 

(z'^) is due to the spherical geometry of scattering, ft is the volume backscatter coefficient (m'sr"), 

and t^(0,z) is the two-way ttansmittance along the path from the lidar to the atmospheric target at 

height z. The range resolution of the lidar is determined by either half the laser pulse length or the 

digitiser sample interval, whichever is larger. 

The ttansmittance T(0,z) is a function of the optical depth (z): 

r (0 ,z) = exp(-T(0,z)), (2.1b) 

and r is a function of the volume extinction coefficient (a): 

r(0,z)=\^<j(z')dz'. (2.1c) 
Jo 

In practice, ^o and At are not measured but rather the energy of the ttansmitted pulse (£), so 

that a more practical lidar equation is. 

(f>iz) = E^^f3{z)T'- (0, z). (2.1d) 

An example of a retumed lidar signal is shown in Figure (2.1). The hdar was positioned at 

an elevation of 90 m ASL. Just below the height of 200 m ASL the first backscatter by aerosols and 

air molecules is detected (i.e. the 'near field' retum). The peak in the signal near 300 m results from 

the product of the atmospheric backscatter signal, and the overlap function, which increases from zero 

at about 180 m, reaching unity at about 350 m. The profile contains a sttatocumulus cloud signal, with 

cloud base and apparent cloud top at approximately 1000 m ASL and 1180 m ASL respectively. 
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Lidar Return from a Stratocumulus Cloud 

200 400 600 800 

Height (m) ASL 

1000 1200 1400 

Figure 2.1 Example of a lidar retum from a sttatocumulus cloud in a marine 
atmosphere. The level of the signal at each point along the profile is proportional to the 
optical power retumed from the heights shown. Backscattering by air molecules and 
aerosols close to the lidar is easily discemible between the heights of 200 m and 400 m. 
The greater backscatter by water droplets in a sttatocumulus cloud appears in the profile 
near the height of 1000 m. 

2.2.1.2 Measured Signal 

The lidar signal voltage V(z) is proportional to the received power <t)(z). Where a lidar is equipped 

witti a photomultiplier tube the measured signal at the anode is (e.g. Young, 1980); 

Viz) = RL71oQAm + Vo, (2.2) 

where RL is the anode resistance (Si), 77„ is the optical efficiency of the receiver, QA is the conversion 

factor of the photomultiplier tube (A/W), and ¥„ is an offset voltage. Young (1980) defined the system 

constant as 

C = RL^IOQA (2.3) 

It is useful to form another system constant by incorporating die remaining instinment parameters from 

equation (2. Id); 
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C = C'E^A„. (2.4) 

This form of die system constant is appropriate for ranges beyond the overlap range of the lidar, and 

Ao is the effective area of the telescope for far ranges where the laser pulse is fijlly inside the telescope 

field of view. The insttaunentation parameters of a specific lidar may be combined to give 

y(z) = Cz-^fiiz)TH0,z) + V,. (2.5) 

2.2.1.3 Multiple Scattering in Lidar Returns from Clouds 

So far the expression for ttansmittance in the lidar equation has been described by Lambert's Law (or 

Bouguet's Law) of extinction, and does not account for photons scattered again once they have been 

scattered out of the incident beam. However, in a laser beam propagating through the atmosphere, 

some of the scattered photons may be scattered again and reappear in both the incident and backward 

directions, causing an increase in the retumed signal over that caused by single scattering (e.g. Piatt, 

1973). Lidar observations of the depolarised retumed signal (e.g. Pal and Carswell, 1976; Sassen et 

al, 1992), and lidar observations in which the field of view of the receiving telescope is adjustable 

(e.g. Allen and Piatt, 1977; Bissonnette and Hutt, 1990), indicate that the light backscattered from 

clouds contains a significant portion which has been multiply-scattered. Thus any lidar retrieval of the 

optical depths of clouds, for example, will be affected significanfly by multiple scattering. 

Plass and Kattawar (1971) and Kunkel and Weinman (1976) calculated multiple-scattered 

components in lidar retums from water clouds by the Monte Carlo technique. Piatt (1981) improved 

the efficiency of these computations and inttoduced a multiple scatter factor correction (TJ) to the 

optical depth in the lidar equation, so that the ttansmittance term of the lidar equation becomes, 

r (0 , z) = exp(-;7(z)T(0, z)). (2.6a) 

However, to make the retrieval ttactable Piatt (1973) assumed Tj was constant throughout the depth of 

the cloud: 

7(0, z) = exp(-77T(0, z)). (2.6b) 
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This approach is tiie one most often used in die reduction of large volumes of experimental data (e.g. 

Piatt et al, 1998). In this LIRAD study and others, ri was determined from Monte Carlo modelling 

sttidies of multiple scattering (e.g. Piatt, 1981). Apart from Monte Carlo studies, there have been 

analytic approaches to the problem of multiple scattering in lidar retums (e.g. Eloranta and Shipley, 

1982; Zege et al, 1995; Katsev et al, 1997), and our knowledge of the multiple scattering in lidar 

retums is advancing rapidly (e.g. Bissonnette et al, 1995; Nicholas et al, 1997). 

In some Monte Carlo studies of multiple scattering in lidar retums from clouds, Piatt (1981) 

found that 77 increases widi optical depth. Using these results in a later study of cimis clouds, Piatt et 

al (1987) parameterised 77 as a simple function of optical depth and found ttiat the constant value of 77 

deduced in the normal-way was too high. However the tteatment of a variable 7] in that study did not 

improve results for the retrieved microphysical and optical properties, because other uncertainties in 

the experimental results were larger. A significant problem in determining the amount of multiple 

scattering in experimental lidar retums is lack of accurate knowledge of the species and size 

disttibutions of the scatterers along the laser beam (e.g. Nicolas et al, 1997). If the properties of the 

scatterers were known precisely their effects on the retrieved optical depth could be calculated. 

The method of using constant 77 is an efficient way of retrieving the optical properties of 

clouds from large datasets, and it is possible that previous results using this method could be improved 

by later improved knowledge of multiple scattering. 

Monte Carlo studies of multiple scattering of laser beams in water droplet clouds indicate 

that 77 is relatively constant with depth into these clouds. For example, the Monte Carlo study of the 

multiple scattering in Defrmendjian's (1969) type CI cloud by Piatt (1981) showed 77 increases from 

about 0-5 near cloud base to a maximum of about 0-7 for an optical depth of 1. This finding agreed 

with the results of the study of multiple scattering in lidar retums by Kunkel and Weimnan (1976). 

Thus the assumption of constant 77 for water droplet clouds does not seem unreasonable. 

2.2.1.4 Range-Corrected and System-Independent Lidar Equation (x) 

The lidar equations presented in this section are specific to the problem of lidar calibration for this 

thesis described later in (section 4.3.3). The methods for inversion of these lidar equations follows in 

section 2.2.2, and the lidar equation also provides the starting point for the LIRAD analysis method 
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(section 2.3). In order to simplify the presentation of these analysis metiiods, die new variable (x) is 

inttoduced: Le., the system-independent attenuated backscatter, assigned the symbol ;jf and defined as, 

(V(z)-V,)z- ,2 

Z(z)=' ^" ^ "'^ . (2.7) 

Obviously equation (2.7) could be written in terms of the received optical power instead of the signal 

voltage; in that case the system constant ( Q would simply take on a different value and units. Note 

that X contains the lidar system constant as opposed to the range-corrected received optical power 

variable (X) (e.g. Femald, 1984), or the range-corrected signal voltage (e.g. Young, 1995). The 

equation (2.7) leads to the range-corrected and system-independent hdar equation; 

X{Z) = I3(Z)T''(0,Z). (2.8) 

The following example describes lidar observations of the sttatocumulus cloud-capped 

boundary layer during SOCEX (e.g. Young, 1995; Pickett et al, 1996). The lidar profiles from these 

observations show that the aerosol and cloud signals can be divided into separate height regions. The 

boundary layer aerosols exist from the surface up to cloud base. A thinner layer of cloud droplets caps 

the boundary layer aerosols. A second class of aerosols lies above the cloud tops, in the free 

froposphere. The backscatter and ttansmittance terms in equation (2.8) may be expanded to account 

for these three separate species of scattering particles so that the part of the lidar profile below the 

cloud layer is described by 

Xiz) = [Prrt iz) + Pa, iz))Tj- (0, z)!,, ̂  (0, z) , (2.9) 

where the subscripts 'm' and 'ai' stand for molecules and boundary layer aerosols respectively. The 

part of the profile inside the cloud is described by 

Z(z) = {/3^ (z) + /3, (z))Tj(0, z)T,^ ̂  (0, z, )T,^ (z,, z), (2.10) 

where the subscript 'c' stands for cloud particles. The aerosol ttansmittance term is stopped at cloud 

base (zfc): to simplify the analysis all die particles inside the cloud are arbittarily assumed to be either 
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water droplets or ice crystals. If the cloud fully attenuates the lidar pulse, die signal will disappear into 

the background noise before cloud top, a height termed the 'apparent cloud top'. The cloud may be 

optically thin so that some backscatter by air and aerosols above the cloud layer is detected by the 

lidar. Then, above cloud top the profile is described by 

Xiz) = [P,niz) + l3^{z))TjiQ,z)T,^''(Q,Zb)T,''{Zk,z,)T,^^(z„z), (2.11) 

where the subscript 'a2' stands for the second class of aerosols that exist above the clouds, and z, is 

cloud top. 

2.2.2 Lidar Equation Solutions for Extinction and Backscatter 

2.2.2.1 Introduction 

The lidar equation contains two unknowns, the volume backscatter (P), and extinction (cf), 

coefficients. To solve the lidar equation for either of these parameters, a common step is to assume a 

functional dependence of P on a. Most often the extinction-to-backscatter ratio (S) is assumed to be 

constant with range (e.g. Hitschfeld and Bordan, 1954; Elterman, 1966; Barrett and Ben-Dov, 1967). 

{The symbol 5 chosen here follows the choice of Femald et al (1972) and Femald (1984)}. 

The value of 5 depends on the phase ftinction of the ensemble of particles under 

investigation, and the reciprocal of 5 is equal to the phase function of the scatterers at 180° divided by 

471, (PJATC), {see Deirmendjian (1969), pp. 72-75}. The assumption of constant 5 throughout a single 

lidar retum from a cloud means that the composition and size distribution of the scatterers is assumed 

constant throughout. That is, the variations in the signal amplitudes of range-corrected lidar profiles 

that are not due to attenuation or multiple scattering are assumed due to changes in particle 

concenttations only. 

Given S the lidar equation may be solved by an iterative technique (e.g. Elterman, 1966; 

Gambling and Bartusek, 1972 a,b; Piatt, 1973; Piatt, 1979). Given constant S die lidar equation may 

be solved analytically (e.g. Barrett and Ben-Dov, 1967; Viezee et al, 1969; Davis, 1969). These early 

presentations of the analytic solution to the lidar equation were based on the radar study by Hitschfeld 

and Bordan (1954). 
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The lidar and solar radiometer study of aerosols by Femald et al (1972) used a simplified 

form of the solution of Barrett and Ben-Dov (1967), and presented the analytic solution for a two 

component attnosphere (air molecules and aerosols). Barrett and Ben-Dov (1967) and Femald et al 

(1972) used a variable proportional io x'vii their lidar equation (see previous section, 2.2.1.4). There is 

an advantage of using ;j; or a variable proportional to it, rather tiian a variable proportional to the 

logaridim of ;i;as many autiiors have done (e.g. Viezee et al, 1969; Klett, 1981). The advantage is diat 

where small signal-to-noise ratios cause the profiles to sometimes be negative, profiles of x may still 

be analysed, whereas profiles described by a variable proportional to the logarithm of x cannot 

(Young, 1995). 

The diorough and clearly presented work of Klett (1981) demonsttated the stability of the 

so-called 'backward' or 'inward' solutions to die lidar equation, and it spawned a large number of 

error analyses of the various solutions (e.g. Sasano and Nakane, 1984; Bissonette, 1986; Qiu Jinhuan 

1988; Kovalev, 1995). General conclusions that may be drawn from these error analyses and others is 

that the accuracy of the solutions for |3 rely on accurate estimates of S and the solution boundary 

values, which can be normally only supplied by independent measurements. The accuracy of the 

stable solutions for o depends on the atmosphere being optically thick, (e.g. cumulus clouds), and 

suitable estimates of the boundary values for each profile. Clearly, considerable analysis effort is 

requfred for these solutions. 

The assumption of constant 5 along a single lidar profile has been used for the retrieval of 

the optical properties of aerosols and cloud particles for some time, because of the obvious difficulty 

in obtaining independent and simultaneous measurements of S along the profile. However for this 

thesis, variations in S with height in the sttatocumulus clouds were studied using in situ measurements. 

To some extent lidar measurements of height profiles of S for clouds have recentiy become practical. 

The combined Raman and elastic-backscatter lidar study by Ansmann et al. (1992) shows variations in 

S with height for cloud particles as well as aerosols. Thus the validity of the assumption of constant S 

with height should be tested for elastic-backscatter lidar measurements of aerosols and clouds, and 

particularly for ice clouds. This is because S changes significantly with ice crystal shape, as shown by 

the many LIRAD observations of cirms clouds (e.g. Piatt et al, 1998). 
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There are some cases where the assumption of constant S is not required; the so-called 

'slope technique' (e.g. Viezee etal, 1969), and die stable forms of die analytic solutions for extinction 

(Klett, 1981). However the application of these solutions is limited because to be accurate they 

depend on certain atmospheric conditions; see Femald (1984), for example. The various methods for 

solving the lidar equation are described in the following sections. 

2.2.2.2 The Iterative Technique 

The iterative technique was used by Elterman (1966) for the analysis of searchlight measurements of 

the atmosphere, and applied to analysis of lidar retums by Gambling and Bartusek (1972a,b), and Piatt 

(1973). The iterative technique is presented here following the method of Piatt (1973) and Piatt 

(1979) for some details. A profile of ;j;is divided into a number of small layers of thickness Az mettes, 

and initially the backscatter profile is described by. 

J^n= ^ f e ^ • (2-12) 
exp(-2vS^'^P„Az) 

Now, it is required to calculate a profile of P given a value for 775. The multiple scatter factor (77) (see 

Piatt, 1981) is included here because practically it is the product 775 that must be estimated, not the 

single scattering quantity S. The method for forward calculation proceeds as follows. Starting at 

cloud base, initially the extinction of the first small layer is assumed to be equal to SPi/2 so that P can 

then be calculated for that layer: 

exp(-2jjS{zi 12)Az) 

The subscript ' 1 ' stands for the first layer in die profile and the superscript ' 1 ' stands for the first 

calculation in the iteration. After this first step the calculation of p underestimates the tme value, but it 

provides a means of calculating the first estimate of the ttansmittance of the layer. This ttansmittance 

is used to calculate the second estimate of ySfor the layer; 

;5j(2) ^ X\ ^ ̂  (2.14) 

exp(-277S(y9/^) / 2 )AZ) 
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and so on, until die calculated p converges. Convergence at each layer is determined by monitoring 

the successively calculated values of p, and this will occur if die estimate of 775 is accurate to within a 

specified amount, and depends on the optical depth, as shown by Piatt (1979). 

For each layer die backscatter coefficient is calculated, taking into account the previously 

calculated ttansmittances, until a profile of the backscatter coefficient over the entire cloud is 

achieved. The solution can be organised to mn in die forward dfrection as shown here or die backward 

direction (e.g. Gambling and Bartusek 1972 a,b), which is more stable for cases of high optical 

thicknesses, although a far-field value of P or CT is required. 

2.2.2.3 The Slope Technique 

The slope technique (e.g. Viezee et al, 1969) requires no estimate of the extinction-to-backscatter 

ratio S: 

1 dC(z) 
<y = - - 7 ^ . (A3.8) 

277 dz 

where. 

az) = ln(;ir(z))- (A3.5) 

The derivation of this equation is presented in Appendix A3. Provided the cloud backscatter 

coefficient is constant with range, and r| can be estimated with reasonable certainty, the extinction of a 

homogeneous atmosphere may be calculated from the slope of the curve of ^against range - hence the 

term 'slope technique'. Caution is requked when using this technique because small heterogeneities in 

a lidar profile can inttoduce large errors in extinction calculated by this method (e.g. Klett, 1981). 

1.2.1.A The Analytic Solution (Logarithmic Variable) 

As mentioned in the infroduction dl.l.l.Y) diere are two unknowns in die lidar equation, the volume 

backscatter (p) and extinction (o) coefficients. In order to invert the equation a linear or power law 

relationship must be assumed between the two coefficients (e.g. Barrett and Ben-Dov, 1967; Davis, 

1969; Viezee et al, 1969). The solution for extinction is. 
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n(.^ exp((^(z)-^,)/g) 
(^iz) = ly—^ '- . (A3.11) 

G-' '-] exp((C(z')-C)/^)^2' 

The derivations for diis solution (A3.11) and die equation to follow (A3.12) are presented in Appendix 

A3. The boundary value of extinction (do) for (A3.11) is sittiated at the calibration range z„ in die 

cloud, and die subscript 'n' stands for 'near' to die lidar. This equation is known as die forward or 

outward solution of the lidar equation, and its instability for larger optical depths is due to its 

mathematical stmcttire (e.g. Hitschfeld and Bordan, 1954; Klett, 1981). The instability arises as 

follows. For optically thick atmospheres the denominator becomes the difference between two 

similarly-sized numbers, thus the solution can be highly inaccurate. For example if die error in die 

boundary value (ffo') is positive the solution may become negative. The more stable backward or 

inward solution often referred to in the literature as the 'Klett solution' is formed by reversing the 

direction of integration. 

Here za refers to a more distant calibration range. The stability of this solution arises out of the 

addition of two (positive) numbers in the denominator, as opposed to the subttaction in the 

denominator of equation (A3.11). The solution (A3.12) converges well in optically thick atmospheres 

even with reasonably large errors in the boundary value Oj. However although the forward solution is 

unstable it can be just as accurate as the backward solution over a given range if the boundary 

parameters are precise and the solution properly consttained. Since the work of Klett (1981) many 

authors have investigated the behaviour and accuracy of these solutions (e.g. Sasano and Nakane, 

1984; Bissonette, 1986; Qiu Jinhuan 1988; Kovalev, 1995). 

2.2.2.5 The Analytic Solution (Linear Variable) 

The solution to the lidar equation derived by Barrett and Ben-Dov (1967) used a linear variable 

proportional to x and this solution was simplified and extended to account for a two component 

atmosphere by Femald et al (1972). It is common for regions of lidar profiles with low signal-to-
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noise ratios to lead to negative values of;;;, and as mentioned by Young (1995) this leads to analysis 

problems if the logarithmic variable is used. So the form of the analytic solution that uses the linear 

variable (e.g. Femald et al, 1972; Fernald, 1984) is preferable to the form that uses the logarithmic 

variable(e.g. Klett, 1981). 

The derivations of the linear variable (x) solutions are given in Appendix A3 and some of 

those results are reproduced here for convenience. First, the forward solution for a single-component 

atmosphere is, 

A ^ ) = y ( , ) ^^i . (A3.22) 

Piz„) •'z« 

where z„ stands for the near-point calibration range z„. The solution for extinction is, 

(T(z) = . • ^^^^ . (A3.23) 

^-2j'z(z')dz' 

Note die absence of the extinction-to-backscatter ratio in die integral term of (A3.23), about which 

more will be said later. The backward solution for the backscatter coefficient is obtained by 

integrating from a more distant calibration height zj down to a height z, 

Piz)= ^r . ^^'l , (A3.24) 

^^2s''z(z')dz' 

and the corresponding backward solution for the extinction coefficient is. 

^ ^ 2 ' " ziz')dz' 

The behaviour of die solutions is govemed largely by errors in the terms of die denominators, and die 

discussion on die stability of the analytic solutions in section 2.2.2.4 also applies to diese equations. 
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Femald (1984) presented a summary of the solutions to the lidar equation for two classes of 

scatterers {see equations (A3.40) to (A3.44) in Appendix A3 of this thesis}. The applicability of diese 

solutions depends on the laser wavelength, optical depth of the atmosphere, multiple scattering, and 

errors infroduced by digitisation and sampling of profiles of;}; (Femald, 1984). 

In optically thin atmospheres the visible optical properties of molecules and aerosols are 

often about the same order of magnitude. For example in the clean marine boundary layer at the 

wavelength 532 nm Pa and p^ are both about 10'̂  m'sr"'. In this case there is an advantage in using 

the solutions for Pa. '•̂ - equations (A3.41) and (A3.44). This is because the attenuation correction is 

very small so any error in the estimate of Sa affects the accuracy of the calculated Pa only weakly. 

Also, these solutions require only an accurate estimate of the boundary values for Pa, whereas the 

boundary values of the extinction solutions also require accurate estimates of Sa. 

For the analysis of lidar returns from optically thick atmospheres the solutions (A3.41), 

(A3.42), (A3.44) and (A3.45) in tum reduce to the one component solutions (A3.22), (A3.23), (A3.24) 

and (A3.25). In diis case the backward solutions (A3.44) and (A3.45) are stable and the forward 

solutions (A3.41) and (A3.42) are unstable. 

In conclusion, for the analysis of lidar retums from optically thick clouds where the cloud 

backscatter coefficient Pc » Pm and a^ » CTm, only the backward solution for the extinction 

coefficient can provide useful results. For thin atmospheres where Pa ~ Pm and <Ta ~ (^m, profiles of Pa 

may be determined with good accuracy by the solutions for pa; i.e. equations (A3.41) and (A3.44). 

2.2.3 Integrated Attenuated Backscatter (x) 

The integrated attenuated backscatter from clouds is die lidar-measured cloud parameter that is 

combined with radiometer-measured infrared radiances in the LIRAD mediod (e.g. Piatt et al, 1998). 

The variable / w a s first inttoduced by Piatt (1973). A new variable for die integrated attenuated 

backscatter (x") is presented here that follows on more smoothly from the lidar equations that use die 

volume backscatter coefficient P as diey have been presented in tiiis diesis and in die majority of lidar 

studies. 

In the following it is assumed the molecular and aerosol terms are known or are 

insignificant and have been eliminated from the lidar retum from a cloud: 
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Z(z) = Piz)T\zh,z). (2.15) 

Integrating the profile of x from height of cloud base (zb) to height of apparent cloud top (z,), die 

integrated attenuated backscatter (x) may be defined by. 

X'= \''X(z)dz . (2.16a) 

Note tiiat Piatt (1973) used. 

r'=\''Biz)T^(Zh,z)dz, (2.16b) 

to define integrated attenuated backscatter. In the latter equation B is the isottopic backscatter 

coefficient, and has the same units as the extinction coefficient. At this point some clarification is 

required with respect to the definitions (2.16) and on the use of symbols. The isottopic backscatter 

coefficient is less coimnonly used in lidar studies, although used commonly in radar studies. The 

series of LIRAD studies of cirrus clouds is an exception [i.e. Piatt (1973) through to Piatt et al, 

(1998)}. Therefore, it is worthwhile presenting both x"^ well as the original / , with the notion that 

in future LIRAD results may be reported in terms of either ;;f'or / Also, the extinction-to-backscatter 

ratio is variously named and defined and there is no convention on the use of symbols. As previously 

mentioned S has been adopted for this thesis following the choice of Femald et al (1972) and Femald 

(1984). In all previous LIRAD studies die isottopic backscatter-to-extinction ratio k is used. The two 

constants S and k are related by 

5 . - ^ . i ^ . 4 ^ (2.17) 
P B k 

As usual cr is die volume extinction coefficient. The extinction-to-backscatter ratio S has units (sr), 

whilst it is dimensionless. While on the subject of symbols, in future lidar studies a further 

simplification may be to drop any references to k, S, or any odier 'lidar ratio' and instead return to 

using Deirmendjian's (1969) definition of the phase function in die backwards direction (P^. 
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Now, x' niay be expressed in terms of the cloud optical depth as follows. Expanding 

equation (2.16a): 

Z ' = JV(2)expf-277J^' G(z')dz'\dz. (2.18) 

The term 77 is again assumed to be constant. It is noted that with the change of variable (Piatt, 1973), 

d\T'^{zi„z)\ = -lr]G{z)T^{Zk,z)dz. (2.19) 

and making use of S, equation (2.18) may be expressed as, 

X' = - r o-(z) exp(-277T^ (Zfc, z)dz. (2.20) 
O •'Zfe 

So the resulting expression for x'^^ 

X' = —(i- exp(-2;7T,)), (2.21a) 

where t;, is the cloud optical depth; the subscript 'v' on z^ distinguishes the visible optical depth from 

the infrared absorption optical depth tja. Piatt's (1973) integrated attenuated backscatter (y) is greater 

than equation (2.21a) by a factor of 47c thus; 

7 ' = T - (1 - exp(-277T, )). (2.21b) 
277 

By inspection of equations (2.21), 

1 k 
as T -> 00, x' ^ and y' -^ — . (2.22) 

2775 277 

Thus 775 may be retrieved from measurements of ;^'(or / ) from optically thick clouds (Piatt, 1979). 

The value of TJS so obtained may then be used as input for the analysis of profiles from thinner clouds. 

The clouds need not be very thick for the retrieval of 77̂ ; with cloud optical depths of less than die 
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relatively low (multiple scatter modified) optical depth of 77r= 1-50, j ' i s less than the asymptote 

(2775)"' by only 5%. For clouds thicker than this the accuracy of the rettieval of rjS depends more 

heavily on the signal digitiser resolution, and the signal-to-noise ratio. 

There are very few, if any, reports of measurements of x' from water droplet clouds. 

Deirmendjian's (1969) modelled water cloud CI has a value for S of about 20, and 77 for this model 

was found to be about 0-65 in the Monte Carlo study by Piatt (1981). Thus for a lidar retum from a 

thick cumulus cloud with a droplet size distribution similar to CI; x'~ 00385, and Y~ 0-483. For 

high clouds of ice crystals (cirms), values of / tend to be lower, ranging from about 015 to 0-45 (e.g. 

Piatt et al, 1998); these values of /correspond to;if'of 0012 to 0036. Physically, jt^'for high cirrus 

clouds are expected to exist over a larger range than those for water droplet clouds, because of the 

different shapes of ice crystals that exist in cirms clouds, which in tum would lead to greater 

variability in S. 

2.2.4 Calculated Visible Optical Depths 

With 775 and ^''and reliable estimates of the uncertainties obtained, the visible optical depths modified 

by the multiple scatter factor (77^) may be calculated directly from x'^y re-arranging the expression 

for;^', equation (2.21a), 

777^=-In 
2 l-liiSz') 

(2.23) 

Errors in this retrieval can be estimated as follows. By the theory of the propagation of random errors 

the variance of 77̂ ;, is. 

where 

^^^^^-[ii^h^'i^h''-

M = —Inl 
2 \\-lilSz') 

(2.25) 
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so. 

.2_l X' Y . _ 2 . r r^S ^' s[vr,r=\^ ^ ^, s\T]Sf + 
l-27]Sz') {1-2VSZ') 

^2 
six'] • (2.26) 

2.3 The Lidar and Infrared Radiometer (LIRAD) Method 

2.3.1 Introduction 

Simultaneous observations of clouds by visible elastic-backscatter lidar and infrared radiometer are 

combined in the LIRAD method for the purpose of the rettieval of their optical and microphysical 

properties (Piatt, 1973; Piatt, 1979; Piatt and Dilley, 1979; Piatt and Dilley, 1981; Piatt et al, 1984; 

Piatt et al, 1987; Piatt et al, 1998). In die analysis of LIRAD data, calibrated lidar profiles are 

combined with corresponding measured infrared radiances, and the cloud properties are calculated 

with the assumption of constant cloud particle composition, shape, and size distribution throughout the 

depth of each cloud profile. The lidar is normally calibrated by fitting points on measured cloud-free 

lidar retums to a modelled molecular profile. The analysis also requires cloud temperatures to 

calculate blackbody radiances, and the temperatures are obtained by combining cloud heights sounded 

by lidar, and, a height profile of temperature obtained by radiosonde or by aircraft data. 

The LIRAD analysis technique requires for its input sufficient cloud measurements to cover a 

range of infrared absorption optical depths (tO, from very small values of X; up to about tj = 1-2 (Ei = 

0-7), as will be seen later. This represents a range of small optical depths, and, in general, high clouds 

are optically thin because of their lower water content and larger particle size (e.g. Piatt, 1979). This 

is pardy why the LIRAD method has been applied exclusively to measurements of high and mid-level 

clouds to date (e.g., see Piatt et al, 1998). The work for this thesis successfiiUy employed the LIRAD 

method for the first time on measurements of boundary layer clouds, and the reason for this was that 

some of the (non-precipitating) sfratocumulus clouds observed during the SOCEX experiments were 

optically thin (e.g. Young, 1995). 
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2.3.2 Measured Infrared (10-12 fjm) Radiances 

Infrared radiometers used with lidars in die LIRAD technique typically measure radiation in die 10 -

12 |xm wavelengdi band of the specttnm. In this region of the specttiim there is low absorption by 

water vapour (see section 2.5.2), and, importantly for measurements of boundary layer clouds, this 

portion of the spectmm covers the maximum radiance emitted by a blackbody at a temperature of 0°C. 

The radiometers are operated with fields of view similar to those of the lidars (e.g. 10 mrad) and use 

specttal filters and detectors suitable for the measurement of rapid fluctuations in the downwelling 

radiances by the clouds (see section 4.2.3). The specttal filters typically have widths of 1 pm and 

measured radiances are typically recorded at a rate of 1 Hz (Piatt et al, 1993). 

Piatt et al (1998) defined the downwelling effective cloud radiance (Lc) at cloud base by, 

L,=Li+L,+L,, (2.27) 

where L, is the cloud emission due to the absorptive properties of the cloud particles. (Note that the 

subscript 'i ' is used here rather than the subscript 'a' normally used to describe infrared absorption in 

LIRAD studies - in this thesis the subscript 'a' has been used for the lidar parameters to stand for 

'aerosol'). There are two infrared scattering terms in equation (2.27): the internal scattering Lj 

represents the contribution to the measured radiances due to scattering of infrared radiation in the 

clouds, and Lr is the radiance emitted by the earth's surface and reflected back down by the cloud. 

The scattering components L, and L, have been calculated for cirms clouds by Piatt (1973), Piatt 

(1979), Piatt and Dilley (1979), and Piatt and Stephens (1980). 

The total measured downward radiance Lg at the earth's surface is described by. 

L, = L,,/̂ > + Tj'^L, + T.Lj'^^, (2.28) 

where L,,,/*^ is the clear air radiance below the cloud, and TJ*"^ is the infrared ttansmittance of the 

clear air between the ground and cloud base Zb- The clear air radiance incident on cloud top. La,/", is 

modified by the cloud (infrared absorption) ttansmittance 7̂ . In studies of cirms clouds La,/"' is 

negligible so the last term is dropped from equation (2.28) (e.g. Piatt and Stephens, 1980; Piatt et al, 

1998). The calculation of die clear air ttansmittance Tai/''̂  is described in die next section. 
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The intemal scattering term L, is the difference between die radiance scattered into the 

downward beam in a cloud, ( L / ' \ and the radiance scattered out of the beam (LJ"): 

L , = L / ' ) - L / " ) . (2.29) 

In the 10 -12 [xm wavelengdi region of die region of die spectium die single scattering albedo of water 

droplet clouds is about 0-5 (e.g. Deirmendjian, 1969). With a high probability of scattering it may be 

expected that a significant proportion of the thermal radiation from thick water clouds scatters out of 

downward beams, significanfly reducing maximum beam emittances (or flux emittances) to below 

unity. However thick water clouds are known to be nearly black (e.g. Piatt, 1972). The reason for 

thick water clouds behaving almost like blackbodies in this region of the spectmm is due to forward 

scattering: although a significant portion of die radiation is scattered out of a downward beam, a 

similar quantity of radiation is scattered into it. That is, the two terms L/'^ and LJ"^ in equation (2.29) 

are quantities of similar size, so to determine their net effect both quantities must be determined 

accurately. The calculation of these scattering quantities is not a trivial matter. However, for the 

analysis of LIRAD data no such separation is required anyway, it is only required that the sum of these 

quantities be known. This is because only the cloud absorption component of the measured radiance is 

required to calculate an infrared (absorption) optical depth. For this thesis the radiative fransfer 

program 'DISORT' was used to determine the net increase over the cloud absorption radiances due to 

both these scattering effects, (see section 4.3.3.7), without any need or attempt to calculate each of the 

components L/'^ and LJ"^. 

2.3.3 Calculated Infrared Properties of Cloud-Free Air 

The primary infrared input to the main algorithm of the LIRAD analysis method is the cloud radiance 

Lc. The infrared ttansmittance Ta,/*' and clear afr radiance Laj/*' must be calculated to determine the 

cloud radiances Lc from the total measured radiance {see equation (2.28)}. In the previous LIRAD 

studies of cirms clouds Ta,/*' has been determined by combining theoretical studies with measurements 

of La,/"'. 

The clear air radiance and fransmittance may be determined from the absorptive properties 

of molecules and aerosols in the 10 - 12 pm band, and the methods for calculating these properties are 
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investigated in detail by Piatt et al (1984). The majority of the molecular emission is by water 

vapour, and there is also some emission by aerosols, ozone and CO2. The infrared absorption by water 

vapour in the atmosphere depends on temperature, air pressure and humidity. Height profiles of diese 

aerological data combined with estimates of the water vapour dimer absorption coefficients and line 

parameters (see Piatt et al, 1984) are used to determine the clear sky radiance and infrared 

fransmittance (e.g. see Piatt et al, 1998). In previous LIRAD studies of ttopical atmospheres a 

database of the calculated clear sky ttansmittance versus the clear sky radiance is built up over the 

course of an experiment from a number of radiosonde soundings, and the two are found to be well 

correlated. This can only be done in the ttopics where temperature is reasonably constant. The 

calculated infrared ttansmittance is then parameterised as a ftinction of the clear sky radiance. 

The clear sky radiance is measured by infrared radiometer when the sky is clear of clouds. 

When clouds are present, water vapour paths measured by irucrowave radiometer can improve the 

calculation of a continuous value for La,>. The fransmittance and radiance of the clear air below the 

cirms can be calculated from independently measured profiles of the water vapour mixing ratio, and 

air temperature and pressure. Thus the measured La,> may be compared with a calculated value. 

2.3.4 The LIRAD Equation 

Lidar profiles of ;};• and the infrared parameters are linked as follows. It is recalled that the integrated 

attenuated backscatter, x^ (or / , may be expressed in terms of the visible optical depth thus 

{equations (2.21) are repeated here for convenience}; 

;^' = - ^ ( l - e x p ( - 2 7 7 T , ) ) . [2.21a] 
277i 

7 ' = —(l-exp(-277Tj) . [2.2Ib] 
2/7 

The quantitative link between the visible and infrared properties is the visible extinction-to-infrared 

absorption ratio (or), assumed to be constant with range. 
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a = (2.30) 

The LIRAD studies by Piatt (1973) dirough to Piatt et al (1998) express / a s a function of infrared 

optical depth. 

k 
/ = — ( l - e x p ( - 2 7 7 a T , ) ) , 

277 
(2.31) 

and the infrared absorption emittance (£•) is defined by. 

£ ,= l -exp( - r , ) . (2.32) 

{see also equation (2.40)}, so / i s related to the infrared emittance by 

r 
r ' = - ^ l - e x p -2Tja\n 

1 

( l - ^ i ) 
(2.33) 

This equation, and for the earlier studies, (2.31), formed the basis of the analysis for the series of 

LIRAD sttidies of clouds by Piatt (1973) dirough to Piatt et al (1998). 

Writing (2.21a) in terms of TiEi, 

^'^^(^-^'''P^-^^^^i^) 
(2.34) 

By inspection of this equation as. 

1 
7/ -^°°,x^ 27]S 

In terms of the infrared emittance equation (2.34) is. 

1 r 
Z' = <l-exp -277arln-
^ 27751 \ il-e,)^ 

1 
(2.35) 
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The form of the curve given by (2.35) is shown in Figure (2.2) using some microphysical properties of 

sttatocumulus and cirms clouds obtained from LIRAD measurements. 

Note tiiat equation (2.23) is obtained by re-arrangement of (2.34), 

where. 

77T,=-ln 
f 1 

1-2775;^' 
{equation (2.23)} 

77T, = 77flrT: (2.36) 
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Figure 2.2. LIRAD results for marine sfratocumulus clouds containing only water 
droplets; x\S = 14-5 sr and Tia = 1-5 (1, top curve). Curus clouds at a temperature of -
35''C to -25°C; 775 = 22 and 77a = 1-2 (2, middle curve). Curus clouds at a temperamre 
of-65°C to -55°C; 775 = 35 and 770?= 1-9 (3, bottom curve). Example (1) was obtained 
from the results of this thesis, examples (2) and (3) are from Piatt et al (1998). 
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2.3.5 The LIRAD Analysis Technique 

The analysis of LIRAD data can proceed as follows. First, values of %' are obtained by integrating the 

calibrated lidar profiles of % with respect to height (z). An initial estimate of r\S is obtained from die 

lidar measurements of the thickest clouds, those that fiilly attenuate the lidar pulse, or from previous 

observations (Piatt et al, 1998). Fully attenuating clouds may be identified by inspection of the region 

in the lidar profiles above the apparent cloud tops for the presence of a (small) molecular scatter 

signal. Where the identification of this small signal is not practical, the values of %' can be compared 

with the simultaneously measured infrared radiances - the values of x' and these radiances both reach a 

maximum for about the same depth of cloud. Otherwise, if there are no measurements of thick clouds, 

•X]S must be estimated from theoretical studies of the Mie scattering and multiple scattering properties 

of the clouds, given some independent measurements of the cloud particle microphysics. 

Using the value of Tl5 (or k/2r\) thus obtained, the profiles of x are inverted for the volume 

backscatter coefficient. The implementation of the LIRAD method for this thesis was based on the 

same computer code as used by Piatt et al (1998), and in both these studies each calibrated lidar 

profile was inverted for the isottopic backscatter coefficient (B) via the linear iterative technique. If 

the solutions for B were found to be unstable the estimate of k/2.r\ was increased by small increments 

until the solution converged (Piatt, 1979). The stability of the inversions were monitored by 

comparing changes in the calculated backscatter coefficients for corresponding small changes in k/2r\. 

After die lidar profiles were inverted for the backscatter coefficient, a profile of infrared 

absorption was calculated via the assumption of the ratio between the visible extinction and the 

infrared absorption being constant, as well as die assumption of a constant multiple scatter factor (r|). 

In some previous implementations of die LIRAD mediod (e.g. Piatt et al, 1984; Piatt et al, 1987), to 

make the computations more efficient, the terms in brackets of. 

<^K.)=lj 
^ x / ' 1 A 

V^« 
B(z), (2.37a) 

were combined to define the new constant. 
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The first estimates of ^ were obtained by calculations from the Mie theory. In die LIRAD mediod the 

cloud radiance is calculated by, 

Li = JJ 'a ,(z)LB(z)exp - j ^ o-.(z ')^z' \dz. (2.38) 

This theoretical cloud radiance, with the height profile of Ci determined from the inverted lidar profile, 

is compared with the cloud radiance measured by the radiometer. If they do not match to within a 

desired accuracy the constant defined by (2.37b) is adjusted. The infrared absorption profile o; (z) 

followed by the theoretical L, are recalculated until a match of desired accuracy is achieved between 

the calculated and measured radiances. The whole procedure is repeated for each measured cloud. 

However, regarding the main iteration process in the LIRAD algorithm, if T̂ S is known with 

a certainty better than that obtained from studies of the stability of inversions of lidar profiles with 

poor signal-to-noise ratios, then there should be no adjustment to ^S {or k, in (2.37b)}. In the case 

where lidar signal-to-noise ratios are poor, the LIRAD technique should only adjust the value of T)a. 

Otherwise, the incorrect (underestimated) values of r\S obtained from the inversions of the noisy lidar 

profiles will lead to spurious profiles of infrared absorption. 

The primary results of the LIRAD analysis process for each measured cloud are: the 

microphysical quantities (2r|5)"' (or k/2r[) and Tia, and the visible and infrared optical depdis, (TITV and 

Ti respectively). The emittances are then calculated by equation (2.32). 

2.3.6 Errors 

2.3.6.1 Errors due to Multiple Scattering in Lidar Retums from Clouds 

The LIRAD retrieved visible optical depths (tv) are modified by the multiple scatter factor (T|). In 

previous LIRAD studies of cirms clouds, to determine S and a from the LIRAD results r\ was 

predicted from Monte Carlo calculations of die multiple scattering in die clouds (Plass and Kattawar, 

1971; Kunkel and Weinman, 1976; Piatt, 1981). For die LIRAD smdies of sfratocumulus clouds for 

this thesis, die effective TI was determined by comparing the LIRAD results widi in situ (single 
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scattering) measurements of the clouds. This could be done because the variations in S and a widi 

corresponding variations in the droplet size distributions of die water droplet clouds were slight. 

Further theoretical and experimental studies are required to predict the variations in T| with depth into 

water droplet clouds. To do this the recendy developed Multiple Scattering Lidar Experiment 

(MUSCLE) algorithms, (e.g. Bissonnette et al, 1995), could be modified to model particular lidar 

systems and clouds more accurately. 

2.3.6.2 Errors in the Cloud Infrared Radiances 

Errors in the measured infrared radiances lead to errors in the cloud optical properties retrieved by the 

LIRAD method. These are considered in the following: re-arrangement of equation (2.28) gives the 

cloud radiance. 

T - T (*) _ r / (''̂  
'-'o '-'"if ^t'-'nir 

-c x . (b) 
•*• nir 

= -g "^ , , / ' "^ , (2.39) 

and by the theory of errors. 

M -t- M (*) -i-ATT ^'^^ 4- Af . ^'^^T -1-AT • ^^^L 
A L ^ — /IS . (Z.'tu) 

c\ T • (^) 
'air 

For diick low clouds T; -^ 0 and Lai'"' -> 0, so equation (2.40) may be approximated by. 

Cj 'T (O) 
'•air 

This equation is similar to equation (A12) of Piatt et al (1998) in which it was assumed all die 

radiances due to cloud-free air were emitted from below the clouds. That is, using a total clear sky 

radiance (La,>) and total fransmittance of the cloud-free afr (Tair), 

A L , + A L , , . - H A r , , A (2.42) 

'^air 

The error in the cloud absorption radiance (Lf) is, 
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|AL,| = A L ^ + A L ^ , (2.43) 

where the reflection component (Lr) and scattering component (Lj) of equation (2.27) have been 

combined into a single scattering component (L,) {see also equation (All) of Piatt et al, (1998)}. 

The infrared scattering quantities L, and ALs can be determined from theoretical studies, as was done 

in the high clouds study by Piatt and Stephens (1980). For the measurements of the sfratocumulus 

clouds studied for this thesis, the discrete-ordinate radiative ttansfer method (Stamnes et al, 1993) was 

used to determine Lj. Further theoretical studies of infrared scattering in sttatocumulus clouds are 

required to improve techniques for determining L, for LIRAD measurements. Such studies should 

include accurate modelling of the cloud microphysics and optical properties as well as variations in 

cloud sttucture with height. 
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3. Experiment 

3.1 Introduction 

3.1.1 The Southern Ocean Cloud Experiment (SOCEX) 

The Southem Ocean Cloud Experiment (SOCEX) was planned with die primary research goal of 

improving our understanding of the optical properties of marine sttatocumulus clouds, and the 

modification of their properties by aerosols (see section 1.2). Instmments for measuring aerological 

properties and aerosol and cloud microphysics were mounted aboard a Fokker F-27 afrcraft and flown 

during both phases of SOCEX. The F-27 flew on days when there was a good coverage of 

sttatocumulus clouds over the sea to the west of Tasmania, as determined from satellite images, and 

when the air was free of anthropogenic aerosols (Le. 'baseline' weather conditions, see next section). 

The afrbome instmments made in situ measurements of the atmosphere in the boundary layer and just 

above it, up to heights of about 2500 m, over large regions of the sea to the west of Tasmania. The 

airbome measurement campaign for the winter phase of SOCEX, (SOCEXl) is described by Boers et 

al (1996), and the summer phase of the experiment (S0CEX2) is described by Boers et al (1998). 

As well as increasing our understanding of the properties of sfratocumulus clouds, SOCEX 

provided an opportunity for the validation of lidar and radiometer measurements for planned long term 

Hdar cloud measurements to be made at CGBAPS (e.g., see Pickett et al, 1996a). LIRAD studies of 

low clouds are rare, and the LIRAD measurements of boundary layer clouds obtained during SOCEXl 

represented the first attempt at determining the optical properties of boundary layer clouds by the 

LIRAD mediod (Piatt, 1979; Piatt et al, 1998). Some of these measurements, as well as a sample of 

LIRAD measurements of sttatocumulus clouds obtained during S0CEX2 were studied in diis diesis. 

3.1.2 The Cape Grim Baseline Air Pollution Station (CGBAPS) 

The LIRAD measurements of the sttatocumulus clouds for both phases of SOCEX were made at die 

Cape Grim Baseline Air Pollution Station (CGBAPS). The atinospheric measurement and research 

activities carried out at CGBAPS form part of an intemational effort to increase our knowledge of die 

background (unpolluted) attnosphere. The activities of CGBAPS represent Austtalia's primary 

conttibution to die Background Air Pollution Monitoring Network, a part of the Global Atmospheric 

Watch of the World Meteorological Organization (e.g. Francey etal, 1996). 
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Measurements of meteorological parameters such as air temperature, pressure, humidity and 

wind direction have been measured on a daily basis at CGBAPS since the mid-1970s. Annual reports 

of diese measurements, as well as those of radiation, gases, and precipitation appear in the 

Commonwealth of Austtalia publication, 'Baseline', (e.g. see Francey etal, 1996). 

At the CGBAPS maritime air is identified as 'baseline' (i.e. clean) when the wind direction is 

between 190° and 280° and die Condensation Nuclei (CN) concenttation is less than 600 cm"̂  (Francey 

et al, 1996). Air from diese dfrections has normally followed long ttajectories over the Southem 

Ocean and is free of anthropogenic aerosols. 

3.2 Equipment 

3.2.1 Ground-Based Lidars 

The CSIRO Multiwavelength Scanning Lidar ('maxilidar') was operated by S. Young and P. Manson 

during SOCEXl at CGBAPS (Young et al, 1996). Details of the maxilidar measurements are shown 

in Table 3.1, {reproduced from Pickett et al (1996a)}. To achieve the increased dynamic range 

required for an analysis of the data described by Young (1995), and for the analysis of the lidar data 

required for this thesis, each lidar profile was recorded simultaneously but at different sensitivities on 

both channels of the digital oscilloscope. Profiles were measured once every minute except when the 

F-27 aircraft was in the area, and then a ten second firing interval was used. A lower-powered, single-

wavelength, non-scanning lidar known as the 'minilidar' was operated during S0CEX2 at CGBAPS 

(Pickett et al, 1996a, Pickett et al, 1996b). Details of the measurements by this lidar are also shown 

in Table 3.1. 

The overlap ranges shown in Table 3.1 refer to the ranges closest to the lidars at which the 

whole cross-sections of the laser beams are within the fields of view of the lidar receivers. The FOV 

of the maxilidar was relatively large to provide an overlap range suitable for the analysis of low 

clouds. The design of the minilidar was mdimentary and die large FOV was die result of die simple 

placement of the large-area photodiode detector at the prime focus of die large-diameter receiver- a 

result of the desire for simplicity and sensitivity. These large FOVs meant diat multiple scattering was 

a significant part of the retumed signals. 
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Table 3.1. Specifications of lidars used for this study. 

Transmitter 

Nd:YAG laser 
energy per pulse 
wavelength 
maximum firing rate 
angular divergence 

mJ 
nm 
s-' 
mrad 

Receiver 

detector 
field of view 
receiving area 
conversion efficiency 

Lidar overlap range 

mrad 
m^ 
AAV 

m 

Digitiser 

range resolution 
maximum amplifier sensitivity 

m 
mV 

Maxilidar (SOCEXl) 

Quanta Ray GCR 11-3 
150 
532 
10 

0-5 

EMI9816BPMT 

5 0 
0096 

1976 @ 1500 V 

236 m (50 mrad) 
114 m (10 mrad) 

3 
40 mV full scale 

Minilidar (S0CEX2) 

Kigre MK-480 
20 

1064 
0-5 
2-6 

EG&G YAG-444 
11-5 
013 
0-42 

107 m (11-5 mrad) 

7-5 
200 mV full scale 

3.2.2 Lidar Data Acquisition Program for S0CEX2 

A data acquisition program was written for the minilidar by this author that enabled the instrument to 

be used close to its full capacity for the S0CEX2 experiment. The program was written in the 

computer language ' C and used subroutines obtained from a commercially produced software-

oscilloscope package named the 'Compuscope220'. The short period of time available to develop the 

program, only a few weeks prior to its use in die field, led to a simple but robust design. For ease of 

use and easy development and maintenance the main stmcture of the program was based on the logic 

required to mn an heirarchical-menu system. The raw signals were displayed in real-time and the data 

were stored in an easily read (ASCII) format. Thus problems widi die signals were easily identified 

prior to and during SOCEX. The laser shots caused interference widi the settings on die 

Compuscope220 microprocessor chip, so the chip was reinitialised after every shot. 

The simple and well-stiructured program design enabled easy maintenance of the computer 

code in die field, the successfiil acquisition of a large dataset (over 30,000 lidar rettims), and allowed 

for a smoodi ttansition from development dirough to its operation and finally to the analysis of die 

data. The design of the program is freated in more detail in Appendix A4. 

3.2.3 Ground-Based Infrared Radiometers 

The CSIRO Mark n Infrared Radiometer was operated alongside die maxilidar during SOCEXl, and 

before SOCEXl die measurements by diis insttiiment had been used in two previous LIRAD sttidies: 
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Piatt et al (1984), and Piatt et al (1987). The MarkH was basically similar in design and operation to 

die MarkI described by Piatt (1971), but used a Newtonian optical system. 

The field of view of die Marldl was 10 mrad, and a specttal filter restiicted die measured 

wavelengdis to between 10 - 12 |Llm {see Figure (3.1)}. The Markll used a Golay cell detector (Piatt, 

1971). The incident radiance to die Markll was chopped against die radiance from a grooved 

blackbody that filled half the aperture and was maintained at a warm temperature (Le. close to 40° ± 

0 rC) . The measured signal was proportional to die difference between the source radiance and the 

reference radiance, and recorded at a rate of 1 Hz. The radiometer was adjusted prior to 

measurements to give zero output for an input signal at 40 °C. 

The Markll radiometer viewed the atmosphere in the vertical, and as a part of its calibration 

was swivelled downwards to view a reference blackbody radiance, i.e., liquid nittogen placed in a 

dewar situated dfrecdy underneath the instmment. An upward facing cone sat in the base of this dewar 

and the interior of the dewar and cone were painted matt black. (The calibration of the Markll 

measurements is described in Chapter 4). 

Table 3.2. Specifications of the infrared radiometers used during SOCEX. 
Specifications 
Receiving full aperture 
Measured wavelengths 
Detector 
Minimum detectable radiance 

CSIRO Markll 

10 mrad 
10-84 p m ± l ^m 

Unicam Golay cell 
134 mW m"̂  sf* Hz "^ 

ARM MarkI 
3-30 mrad 

10-86 pm± 0-50 fun 
HgCdTe 

3-67 mW m"̂  sr ' Hz''^ 

Infrared Radiometer Filter Functions 

9.5 10 10.5 11 11.5 

Wavelength (microns) 

CSIRO Mkn 

ARM MarkI 

12 

Figure 3.1. Specfral filter functions for die CSIRO MarkI infrared radiometer, 
(SOCEXl), and die ARM MarkI infrared radiometer (S0CEX2). 
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The Atmospheric Radiation Measurement Program (ARM) MarkI infrared radiometer was 

used for S0CEX2 LIRAD measurements. This radiometer used a liquid nifrogen-cooled HgCdTe 

detector, and was an improved instmment over the older CSIRO radiometers (Piatt et al, 1993). For 

viewing calibration sources placed underneath, downward swivelling of the radiometer optics of the 

ARM MarkI was mechanised. The ARM MarkI measured radiation with a centte wavelength 

10-86nm but with a slightly narrower specttal band than the CSIRO MarkH {Figure (3.1)}. The field 

of view of the ARM MarkI was set to 10 mrad, similar to the field of view of the minilidar (11-5 

mrad). The specifications of the ARM MarkI (SOCEX2) and die CSIRO MarkH (SOCEXl) infrared 

radiometers are shown in Table 3.2. In this table the minimum detectable radiances are those 

determined by Piatt et al (1998). 

3.2.4 Ground-Based Microwave Radiometer 

The CSIRO Dual-Frequency Microwave Radiometer measured thermal radiation in the microwave 

region of the electtomagnetic spectmm, and some of this radiation was emitted by water vapour and 

liquid water (Hill and Long, 1995). This instmment is similar in design to that of Hogg et al (1983). 

The microwave radiometer measured radiation emitted by water vapour at the frequency 20-6 GHz, 

and by liquid water at the frequency 31-65 GHz. Some of the physics and methods of microwave 

radiometty are described by Ulaby et al (1981), Ulaby et al (1986), and Janssen (1993). 

The operation of die CSIRO MWR during SOCEXl is described by Boers and Hill (1996), 

and retrievals of water vapour path (Wy) and liquid water path (WO for diis instmment are described 

by Boers (1996). Observations by this radiometer at CGBAPS from 1994-1995 are reported by Boers 

and O'Brien (1996). The values of W„ and WL were supplied by Boers to tiiis audior to assist witii die 

analysis of the infrared radiometer measurements of water vapour during cloud-free periods. Also, 

values of die cloud optical depths obtained from Wf, were compared with the LIRAD results. 

3.2.5 Airborne Aerosol Probe (ASASP) 

Measurements of the concenttations of the maritime aerosols in and above the boundary layer were 

required for assessing the accuracy of the calibration of die lidar for SOCEXl (see Chapter 4). The 

Active Scattering Aerosol Specfrometer Probe (ASASP) aboard die F-27 measured particles of radii 

between 006 pm to 1-56 nm in 15 bins of varying sizes. It is assumed die ASASP measurements were 

of dry particles due to dehydration of the aerosols as they passed through die instmment (Sttapp et al, 
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1992). Garvey and Pinnick (1983) have noted that the ASASP will undersize haze droplets having the 

refractive index of water (m = 1-33 - Oi), and that particles with radii between 0-3 |am and 0-8 t̂m will 

be undersized by about a third. However in this study it is assumed diat all the ASASP data 

represented particles dried before measurement. (For its calibration, the manufacturers of the ASASP 

used latex spheres widi refractive index m = 1-588 - 0/). The optical properties of the aerosols 

determined from the ASASP measurements for this thesis are discussed in detail in sections 4.3.3.2 -

4.3.3.7. 

3.2.6 Airborne Water Droplet Probes (FSSP and 2D-C) 

Among the instmments mounted aboard the F-27 for the measurement of cloud droplet size 

disttibutions in situ were a Particle Measuring Systems (PMS) Forward Scattering Specfrometer Probe 

(FSSP-100), and a PMS Optical Array Two Dimensional Counter (2D-C). 

The FSSP measured the size distributions of droplets with radii from 1 - 23-5 pm in 15 bins 

of step size 1-5 |i.m. This instrument measured most of the droplets observed in the boundary layer 

clouds. As described by Boers et al (1996) the FSSP observations were corrected for co-incidence 

and dead-time losses (see Baumgardner et al, 1985), but the measurements were not corrected for any 

non-uniformity of die laser beam of the instmment. The FSSP cloud droplet size distribution 

measurements were made at a rate of 60 Hz and an average recorded every second, along with a value 

of the fraction of the 60 measurements of each second that were not null measurements ('fractional 

cloudiness'). Boers et al (1996) performed calibrations of the FSSP within two weeks of die 

beginning and end of SOCEXl. 

The 2D-C measured larger precipitating droplets ranging in size from 25 ^m to 1000 pm in 

bins of widdi 12-5 pm. There were no recorded measurements in die size range in between the FSSP 

and 2D-C size ranges, 23-5 p.m to 25 pm, however die effect of die absence of diese measurements on 

the cloud liquid water and optical properties determined from the total measured DSDs is negligible. 

3.3 LIRAD Measurements During SOCEX 

At CGBAPS during each phase of SOCEX a ground-based lidar and infrared radiometer were sittiated 

side-by-side to measure clouds as they passed overhead at Cape Grim. During SOCEXl the maxilidar 

and CSIRO Markll radiometer were situated in a caravan (elev. = 90 m ASL) next to die large 
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conununications tower on the cliff at Cape Grim. The lidar and infrared radiometer were pointed 

vertically dirough hatches in die roof of die caravan. During S0CEX2 die minilidar and ARM MarkI 

radiometer were set up in the small room on die roof-deck of the CGBAPS building (elev. = 95 m 

ASL), and both instmments were pointed upwards through a single hatch. During SOCEX2 die lidar 

and radiometer were pointed at the same volume of cloud by adjusting die aim of the lidar to obtain a 

maximum correlation of the atmospheric signals from both instruments. 

As a part of their calibration, about every hour the infrared radiometers were swivelled 

downwards to measure zero radiance reference blackbodies of liquid nifrogen. These calibration 

measurements were made over a period of a few minutes. At all other times the radiometers measured 

the downwelling infrared (10 - 12 |J.m) radiances emitted thermally by the atmosphere. All these 

radiances were measured continuously and recorded at a rate of 1 Hz. At the same time as the infrared 

radiometer measurements were underway short 10 nS pulses of visible laser light were fired from the 

lidars. The lidars were fired at rates that depended on the cloud types and heights. Typically, the 

lidars measured sttatocumulus clouds every 5-10 seconds. 

Summaries of the LIRAD measurements for SOCEXl are given in Table 3.3, and for 

S0CEX2 in Table 3.4. (In the tables the acronym IRR stands for InfraRed Radiometer). 

Table 3.3. LIRAD measurements during SOCEXl 

Day 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 

Date 
8/07/93 
9/07/93 

10/07/93 
11/07/93 
12/07/93 
13/07/93 
14/07/93 
15/07/93 
16/07/93 
17/07/93 
18/07/93 
19/07/93 
20/07/93 
21/07/93 
22/07/93 
23/07/93 
24/07/93 

Maxilidar 
Hours 
From 
13:02 

-

10:53 
10:57 
15:43 
11:49 
11:01 
9:43 
9:06 

10:10 
11:57 
9:18 

10:15 
-

9:04 
9:04 
9:13 

To 
17:31 

-

17:44 
17:08 
16:40 
18:31 
18:21 
18:06 
18:21 
11:26 
18:01 
15:26 
15:09 

-

14:34 
17:21 
10:34 

Total 
4:29 

-

6:51 
6:11 
0:57 
6:42 
7:20 
8:23 
9:15 
1:16 
6:04 
6:08 
4:54 

-

5:30 
8:17 
1:21 
Total: 

Shots 
116 

-

1898 
1970 

86 
242 
130 

1018 
2772 

224 
864 
498 

2100 
-

1854 
1050 

142 

CSIRO Markll IRR 
Hours: 
From 

-
-
-

11:59 
-
-
-

13:15 
9:34 
9:50 

10:40 
9:32 

10:21 
-

10:57 
-

9:32 
14964 shots 

To 
-
-
-

17:47 
-
-
-

17:20 
17:25 
13:54 
11:44 
16:23 
17:12 

-

14:53 
-

11:36 

Total 
-
-
-

5:48 
-
-
-

4:05 
7:51 
4:04 
1:04 
6:51 
6:51 

-

3:56 
-

2:04 

Aircraft 
Fliehts 

No 
No 
Yes 
Yes 
No 
No 
No 
Yes 
Yes 
No 
Yes 
Yes 
Yes 
No 
No 
No 
No 

Clouds 
&Rain 
-
-
Sc, precip 
Cu,Sc, precip 
-
-
As,Ci 
Cu,Sc, precip 
Sc, precip 
Cu,St,Sc 
Sc 
Cu,St, precip 
Cu,Sc, precip 
Cu, precip 
Cu,Sc,Ci 
Cu,As,Ac 
St,As, precip 
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Table 3.4. Lidar measurements during SOCEX2. 
Minilidar ARM MarkI IRR 

Day 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 

Date 
22/01/95 
23/01/95 
24/01/95 
25/01/95 
26/01/95 
27/01/95 
28/01/95 
29/01/95 
30/01/95 
31/01/95 

1/02/95 
2/02/95 
3/02/95 
4/02/95 
5/02/95 
6/02/95 
7/02/95 
8/02/95 
9/02/95 

Hours: 
From 
11:55 
11:03 
7:22 
9:34 
9:23 
6:24 

15:20 
9:51 
6:19 
6:27 
6:29 
6:59 
6:53 

6:52 
6:21 
6:33 
6:34 
7:51 

IQ 

12:16 
20:09 
13:20 
16:33 
21:09 
22:01 
15:21 
17:29 
19:44 
20:25 
15:47 
16:15 
17:28 

18:21 
18:54 
10:10 
22:45 
22:31 

Total 
0:21 
9:06 
5:58 
6:59 

11:46 
15:37 
0:01 
7:38 

13:25 
13:58 
9:18 
9:16 

10:35 

11:29 
12:33 
3:37 

16:11 
14:40 
Total: 

Shots 
162 
815 
283 

1347 
888 

1656 
13 

997 
2461 
3315 
1050 
639 
725 

803 
3510 
1308 
6726 
3963 
30661 

Hours: 
From 
11:48 
12:44 
12:30 
13:45 
11:53 
9:35 

16:37 
12:32 
7:25 
7.00 

10:23 
15:25 

14 
10 
7 
8 
8 

shots 

22 
13 
12 
30 
11 

l o 
13:49 
17:02 
13:17 
16:38 
17:22 
14:36 

17:40 
19:44 
16:27 
13:55 
11:22 
17:48 

16:45 
19:03 
11:04 
20:27 
22:24 

Total 
2:01 
4:18 
0:47 
2:53 
5:29 
5:01 

1:03 
7:12 
9:02 
6.55 
0:59 
2:23 

2:23 
8:50 
3:52 

11:57 
14:13 

Aircraft 
Flights 

No 
No 
No 
Yes 
No 
No 
No 
No 
Yes 
No 
Yes 
No 
No 
No 
No 
Yes 
No 
Yes 
Yes 

Cloud 
Tvpes 
Cu 
Sc,As(?) 
Cu,Sc 
Cu,Sc 
Cu,Sc,Ci 
Cu,As 
Cu,St 
Cu,Sc 
Cu,Sc 
Cu,Sc,Ci 
Cu 
Cu,Sc?,As 
Cu,Sc 
Cu 
Cu,Sc,As,Ci 
Cu,Sc 
Cu,Sc 
Cu,Sc,Ci 
Cu,Sc 

3.4 Case Studies Selected for Analysis 

3.4.1 16 July 1993 (SOCEXl) 

3.4.1.1 Introduction 

On many of the days of SOCEXl the lidar and IRR measurements of die low clouds were often 

dismpted because of rain. After about 1430 EST on 16 July 1993 diere was an extensive period when 

it did not rain, and both the lidar and IRR successfiiUy measured clean maritime sttatocumulus clouds. 

There were two flights by die F-27 on diis day, and die microwave radiometer also operated 

successfully. Therefore, because of the availability of substantial good quality data from all the remote 

sensing and in situ instruments the data obtained on the aftemoon of this day were selected for detailed 

study. 
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3.4.1.2 Weather Condition, Clouds, and Measurements (16 July 1993) 

On 16 July 1993 Cape Grim was under die influence of a high pressure system centted over soudiem 

Austtalia {Figure (3.2)}. At Cape Grim the wind direction was westerly, and diis combined with the 

low measured CCN concenttations meant that conditions at CGBAPS were declared baseline. 

Figure 3.2. Surface air pressure systems over Austtalia on 16 July 1993 (Bureau of 
Meteorology, Melboume). The position of Cape Grim is lat. 40° 40' 56" S, long. 144° 
41' 18" East (northwestem tip of die island of Tasmania). 
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Between 0930 EST and 1030 EST on tiiis day, broken and drizzling sttattis and sttatocumulus 

clouds were observed over Cape Grim by die LIRAD operators. Later, diese clouds appeared to 

become diinner. Observations recorded in die fieldnotes include: (1135 EST) "diin (bluish) layer 

overhead", and (1200 EST) "sun can be seen clearly through very uniform layer of clouds and 

drizzle". At about 1430 EST the drizzle began to clear, and from diis time the lidar and infrared 

radiometer were operated simultaneously and successfiiUy, measuring thin sfratocumulus clouds for 

several hours as they passed overhead. The data obtained on the aftemoon of this day were the best 

quaUty LIRAD data obtained for all of SOCEX. 

The sttatocumulus clouds that crossed the Tasmanian coast near Cape Grim at 1600 EST 

were moving in a westerly direction. These clouds can be seen by inspection of the National Oceanic 

and Attnospheric Administtation (NOAA) satellite image, NOAA-11 24777 {Figure (3.3)}. This 

Advanced Very High Resolution Radiometer (visible) image shows a band of clouds just crossing the 

Tasmanian coast, and, at about the same time the LIRAD instmments detected significantiy thicker 

clouds overhead. The clouds to the east of Cape Grim look brighter in this image. This is due to 

different solar reflectances, not different altitudes of the clouds. 

On the aftemoon of 16 July 1993 when the LIRAD measurements were underway the F-27 

aircraft was west of Cape Grim (Flight 8). During Flight 8 the clouds were measured during several 

ascents and descents through the clouds, and from 12 -72 nautical miles to the west of Cape Grim. 

The vertical flight path and die ground ttack of die F-27 during Flight 8 is shown in Figure (3.4). The 

NOAA-11 satellite image of die clouds, die F-27 frack of Flight 8, and die wind direction and LIRAD 

measurements at Cape Grim all indicate that the clouds measured in situ on Flight 08 were of the same 

band of thicker clouds observed passing overhead Cape Grim at about 1600 EST. 

The F-27 instruments detected no ice in the clouds measured on Flight 8 (nor during Flight 

7), (Boers et al, 1996). Also, die temperature of die sttatocumulus clouds, which were at a height of 

about 1000 m ASL, did not decrease below 0°C {Figure (3.5)}. Thus die LIRAD measurements of 16 

July 1993 were assumed to be of water droplet clouds only. A height profile of die afr pressure 

determined from aerological measurements made aboard die F-27 for Flight 8 is also shown, in Figure 

(3.6). The measured height profile of die water vapour mixing ratio is sttidied in detail in a later 

chapter - see section 4.3.4. 
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Figure 3.3. NOAA-11 satellite image (24777) of the clouds over the sea to the west of 
the island of Tasmania (1618 EST, 16 July 1993). Degrees of longitude are shown on 
the vertical scale, and degrees of latitude on the horizontal scale. Cape Grim is situated 
on the northwestem tip of of Tasmaiua. (Courtesy of M. Edwards and P. Krammel., 
CSIRO Division of Atmospheric Research). 
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Figure 3.4. The vertical flight patii (top) and the ground ttack (bottom) of die F-27 
during Flight 8 on 16 July 1993. Courtesy of P. Krunmiel (CSIRO Division of 
Atmospheric Research). 
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Air Temperature: Flight 8,16 July 1993 
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Figure 3.5. Air temperature determined from measurements made aboard the F-27 for 
Flight 8 on 16 July 1993. Data from R. Boers, P. Kmmmel, and J. Jensen (CSIRO 
Division of Atmospheric Research). 
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Figure 3.6. Ak pressure determined from measurements made aboard the F-27 for 
Flight 8 on 16 July 1993. Data from R. Boers, P. Knunmel, and J. Jensen (CSIRO 
Division of Atmospheric Research). 
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3.4.2 8 February 1995 (S0CEX2) 

3.4.2.1 Introduction 

To an observer at Cape Grim, it was obvious diat die summer sttatocumulus clouds (SOCEX2) were 

different from the winter clouds seen during SOCEXl. The summer clouds were several hundreds of 

mettes higher, they did not precipitate as much as the winter clouds, and they existed as relatively 

small decks with well defined edges, as opposed to the nearly complete cloud coverage often seen 

during SOCEXl. 

The LIRAD dataset of SOCEX2 was nearly twice as large as that of SOCEXl because there 

was less rain to dismpt measurements, although the data obtained by the minilidar were of a poorer 

quality than those obtained by the maxilidar during SOCEXl. The infrared radiometer measurements 

of S0CEX2 were of a higher quality than those of SOCEXl. A quantity of measurements obtained on 

one day of SOCEX2 was selected for analysis. The data obtained on 8 Febmary 1995 were chosen 

because of the baseline afr conditions, the instmments aboard the F-27 were flown on this day, and a 

large number of LIRAD measurements of sttatocumulus clouds of varying thicknesses were obtained 

over the course of the whole day. 

3.4.2.2 Weather Condition, Clouds, and Measurements 

On 8 Febmary 1995 a high pressure system was centted over the Great Austtalian Bight, dfrecting a 

southwesterly airflow over Tasmania {Figure (3.7)}. The satellite image NOAA-09 523625 was taken 

at 0917 EST and shows pancake-shaped masses of clouds organised in bands, with clear patches in 

between {Figure (3.8)}. 

The vertical flight padis and flight ttacks of the F-27 are shown in Figure (3.9) (Flight 9), and 

Figure (3.10) (Flight 10). There was no ice detected in the clouds by the F-27 instilments (Boers et 

al, 1998), therefore die LIRAD measurements of die boundary layer clouds on 8 Febmary 1995 were 

assumed to be of water droplet clouds only. The sttatocumulus clouds existed at heights between 1500 

m - 2000 m. The afr temperatures determined by instmments aboard the F-27 show diat the cloud 

temperatures did not drop below freezing level {Figure (3.11)}. The height profile of afr pressure 

determined from the measurements aboard the F-27 is shown in Figure (3.12). 
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Figure 3.7. Surface afr pressure systems over Ausfralia on 8 Febmary 1995 (Bureau of 
Meteorology, Melboume). The position of Cape Grim is laL 40° 40' 56" S, long. 144° 
41' 18" East (northwestem tip of die island of Tasmania). 
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Figure 3.8. NOAA-09 satellite image (52365) of die clouds over die sea to die west of 
die island of Tasmania, and die coast of Tasmania (0917 EST, 8 Febmary 1995). 
Degrees of longitude are shown on the vertical scale, and degrees of latitude on the 
horizontal scale. Cape Grim is situated on the northwestem tip of of Tasmania. 
(Courtesy of M. Edwards and P. Kmmmel., CSIRO Division of Atmospheric 
Research). 
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Figure 3.9. The vertical flight padi (top) and die ground ttack (bottom) of die F-27 
during Flight 9 on 8 Febmary 1995. Courtesy of P. Krummel (CSIRO Division of 
Attnospheric Research). The horizontal dashes on the ttack indicate missing position 
data. 
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during Flight 10 on 8 Febmary 1995. Courtesy of P. Krummel (CSIRO Division of 
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Air Temperature: 8 February 1995, Flights 9 and 10 
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Figure 3.11. Height profiles of afr temperature determined from measurements made 
aboard die F-27 for Rights 9 and 10 of 8 Febmary 1995. Data from R. Boers, P. 
Krummel, and J. Jensen (CSIRO Division of Atmospheric Research). 
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Figure 3.12. Height profile of afr pressure determined from measurements made 
aboard die F-27 for Flights 9 and 10 of 8 Febmary 1995. Data from R. Boers, P. 
Krummel, and J. Jensen (CSIRO Division of Atmospheric Research). 
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The lidar observations of die clouds over Cape Grim on 8 Febmary 1995 showed cumulus 

clouds in the boundary layer diat was capped by sfratocumulus clouds, and diis vertical stmcttire 

matched the airborne observations of clouds made by the F-27 (Kmmmel, 1998). An inspection of the 

measured infrared radiances of die clouds measured over Cape Grim showed that the sttatocumulus 

cloud decks were diinner at the edges and thicker towards the cenfres. This observation can be 

explained by Kmmmel's (1998) interpretation tiiat the sfratocumulus clouds were formed by cumulus 

clouds rising to the top of the boundary layer and then spreading out. This regime of cumulus clouds 

dettaining into thin patches of sfratocumulus clouds at the top of the boundary layer is similar to that 

observed during the Atlantic Sttatocumulus Transition Experiment (Albrecht et al, 1995). 

Often the summer sfratocumulus cloud decks were small: to sample as much of a single cloud 

deck as possible before it passed overhead, the lidar was fired at a rate limited only by the post-

discharge recovery of the laser, that is, with a typical firing period of 3 to 5 seconds. The quality and 

amount of the lidar observations of sfratocumulus clouds were considerably reduced by the sfrong 

returns from the lower cumulus clouds. (The lower cumulus clouds blocked the signal from the higher 

sttatocumulus clouds). The greatest number of LIRAD measurements of maritime sfratocumulus 

clouds during S0CEX2 were made on 8 Febmary: there were a total of 6726 lidar measurements of 

clouds, although, by eliminating all the measurements of the cumulus clouds, only about 3500 

measurements were used in the final analysis. 
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4. Analysis Methods 

4.1 Introduction 

This chapter describes the methods used to reduce and analyse the lidar and infrared radiometer 

measurements of sfratocumulus clouds for the ffrst application of the LIRAD analysis technique to 

these type of data. The chapter is divided into three sections. The first section (4.2) includes a 

description of the initial determination of the cloud heights measured by lidar, for both phases of 

SOCEX. These cloud heights were valuable in the selection of the two case studies for detailed 

analysis: i.e., for SOCEXl, the data obtained on the afternoon of 16 July 1993, and for S0CEX2, die 

data obtained on 8 Febmary 1995. Plots of the cloud heights were a useful reference for identifying 

the heights and approximate depths of the clouds throughout the work for this thesis. Also, as 

mentioned previously, cloud height statistics are important for studies of atmospheric radiative fluxes 

(e.g. Plan etal, 1994). 

A description of the methods for analysis of cloud measurements obtained on 16 July 1993 

are given in section 4.3. The LIRAD analysis technique was previously only applied to high clouds 

(e.g. cirms), so the technique requfred some modifications for its application to the measurements of 

the sttatocumulus clouds. These modifications are described in section 4.3.4. The analysis of these 

LIRAD data represented the bulk of the work for this thesis. 

Section 4.4 is a description of die methods used to analyse die lower quality LIRAD dataset 

obtained on 8 Febmary 1995 - the lower quality data was due to die poorer signal-to-noise ratio of the 

lidar used during S0CEX2 {see Figure (4.1)}, aldiough die infrared data were better. Thus die 

methods for analysis of the LIRAD measurements obtained during SOCEX2 were not as complete, 

but they provided useful results. 

4.2 Cloud Heights Measured by Lidar 

4.2.1 Introduction 

Cloud heights of bodi phases of the SOCEX experiment were retiieved from die lidar data. The cloud 

heights normally exfracted from lidar rettims of sfratocumulus clouds are cloud base, and, because die 
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laser pulses are often fully attenuated by such clouds, the 'apparent cloud top', radier than due cloud 

top. In confrast, in die case of most cirms clouds, the 'tme' cloud top is measured. 

4.2.2 Measurement of Cloud Heights 

The maxilidar used during the SOCEXl experiment was an insttiiment that recorded sttong signals 

due to backscatter of the laser pulse by precipitation and clouds, and also sfrong near-afr retums from 

aerosols and molecules. A cloud-free signal was easily discemed in the profiles through the entfre 

depth of die boundary layer. The sfrong signals from precipitation often could not be easily 

distinguished from those of cloud particles, thus affecting measurement of cloud base. Also, in the 

SOCEXl data, cloud base was sometimes difficult to define due to the gradually increasing aerosol 

backscatter with height, when sweUing in size of the aerosols was caused by increased humidity with 

height in the boundary layer. 

There was less interference by precipitation in the lidar profiles obtained during the 

S0CEX2, so, although the less powerful minilidar was used during this phase of the experiment, the 

retrieval of cloud heights was simpler and less ambiguous. In the S0CEX2 lidar data a cloud-free 

retum near to the Udar was often discemed in the profiles, but only up to a height of litde more than 

two hundred mettes above the lidar. Above that height the molecular and aerosol backscatter signals 

disappeared into the noise. 

For both lidars, typical signals from sfratocumulus clouds are shown superimposed in Figure 

(4.1). These raw profiles are proportional to the measured signal, and it is clear from this plot that the 

signal-to-noise ratio is much worse for the minilidar. The reasons for this are: the energy of the laser 

pulse of the minilidar is less, the cloud signal is higher in the S0CEX2 case, (and so the signal is 

decreased due to the inverse-range-squared effect), and also the electrical noise in the detector was 

greater than in the maxilidar. 

If not complicated by retums from precipitation, the retrieval of (low) cloud heights from a 

single lidar profile is normally a simple matter because of the good signal-to-noise ratio from clouds. 

Also, die visible backscatter by cloud droplets is normaUy about 2-3 orders of magnittide sttonger 

dian that of (boundary layer) aerosols. Thus, cloud heights may be retrieved from lidar profiles using 

an algorithm to detect significant and sustained rises and falls in V(z), above the background signal 

from cloud-free signal (Le. die 'clear afr' signal), and noise (e.g. Piatt et al, 1994). However an 

attempt to use an algorithm that retrieved cloud heights in this way was found to be unsatisfactory for 
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Figure 4.1. Parts of typical lidar profiles used for the retiieval of cloud heights, and 
obtained from the raw signals. The profiles were obtained with the 'maxilidar' 
(SOCEXl) and die 'mimlidar' (S0CEX2). These profiles have been scaled so that the 
peaks of the cloud signals are approximately the same. The noisy signal is that of the 
minilidar. 

the SOCEX dataset, due to die high variability of the shape of die cloud signals from one profile to die 

next. Lidar measurements of clouds just a few seconds apart, and apparently homogeneous to the eye, 

often showed high variability in the backscatter by cloud droplets and aerosols. There was a high 

variability in die cloud profile itself, variabUity near cloud base where aerosols are sweUing into cloud 

droplets, and, for thin clouds, variability in the profile near cloud top. 

The cloud-heights software was also found deficient for die automatic detection of die 

heights of multiple cloud layers, and precipitation always caused problems. The solution here was 

simply to select the cloud heights by eye using a graphics interface. (The results are presented in the 

first sections of Chapter 5). By diis practice of determining cloud heights by eye, it was decided diat 

die best way to select die heights was by viewing a number of profiles at once. (As opposed to die 

available cloud-height algorithm which operated on a single lidar profile). So, in futtu-e, a better 

cloud-detection algoridim may be to exttact cloud heights using a pattern recognition method for die 

detection of cloud layers. 

4.2.3 Vertical Distribution of Cloud Base Height 

The dataset of derived cloud heights contains the foUowing information: time of die lidar shot, cloud 

base, and apparent cloud top. The lidar sampling rate, (or shot rate), varied between each phase of 
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SOCEX, and even varied considerably over the course of one day. During SOCEXl a typical shot 

rate was 1-2 per minute, increasing to about 1 shot per 10 seconds when the F-27 aircraft was in die 

vicinity of Cape Grim. During SOCEX2, the sttatocumulus existed in smaller patches so that the 

sampUng rate was usually high at around one shot per 3 - 5 seconds. Thus a cloud height disttibution 

using simply the number of shots vs. cloud height would be biased towards those cloud heights 

sampled most often. In an effort to counter this the periods that clouds were overhead at particular 

heights were estimated using the lidar shot-times. 

A cloud 'layer' was defined by a single Hdar shot. The (constant) height of the base of die 

layer was determined from the lidar measurement, and the hypothetical layer existed up to a period of 

one minute - for 30 s on each side of the time of the lidar shot (a 'one minute window'). If previous 

or subsequent lidar shots existed inside these one minute windows, the layer was extended from the 

centte-time to half-way to the times of the adjacent lidar shots. Each layer made a contribution to the 

total cloud time for each height bin. By making the time-window too small the results would be 

biased to the cloud heights sampled more often, and by making the window too large, cloud layers 

would be placed where none existed. Again, a pattem-recognition algorithm would assist in 

determining the distribution of cloud heights. 

A second problem of constmcting a vertical distribution of the cloud heights was that 

sometimes the lidar detected multiple layers of cloud, whereas at other times upper layers were not 

detected due to attenuation by thick low clouds. For the results presented here, only the heights of the 

lowest cloud base in any one lidar profile were used to constmct the vertical distribution of the clouds. 

It should also be noted that during SOCEXl lidar operations were not as frequent as during 

S0CEX2, due to intermittent precipitation. During bodi phases of SOCEX there were long periods 

when the lidars were not operational for various reasons. Thus although the vertical distributions of 

die clouds give an estimate of the time that cloud was observed at various heights, diey do not 

estimate cloud time absolutely; hence fractional cloudiness cannot be determined from these results. 

The results show only die relative vertical disttibution of the heights of lowest cloud base, which were 

measured mostiy during daylight hours. 

The lidar measurements of cloud heights described in tiiis work were also part of a pilot 

study for the planned permanent deployment of the minilidar at CGBAPS. 

4-4 



4.3 LIRAD Measurements of 16 July 1993 (SOCEXl) 

4.3.1 Introduction 

This section describes the methods for analysis of the LIRAD measurements of sttatocumulus clouds. 

To die knowledge of the author this was the first time boundary layer clouds were studied by LIRAD, 

and diis was achieved by modifying the LIRAD analysis technique normally used for studies of high 

clouds (e.g. Piatt et al, 1998). The primary modifications were first, determining and accounting for 

the downwelling infrared radiances by the water vapour above the tops of the sfratocumulus clouds, 

and second, accounting for the effect of infrared scattering in water droplet clouds on the measured 

downwelling radiances using the radiative fransfer program 'DISORT' (Stamnes et al, 1993). 

An important part of the work described in this thesis was determining the in situ properties 

of the clouds (section 4.3.2 of this chapter) from measurements by an afrbome FSSP and 2D-C (see 

Chapter 3). These measurements were described by Boers et al (1996) and Boers et al (1998). On 

16 July 1993 these airbome measurements of similar sttatocumulus clouds were observed over the sea 

and upwind of the LIRAD instmments. Some microphysical properties of the clouds were calculated 

showing only a small variation in the two important parameters used for comparisons with the LIRAD 

results - the lidar extinction-to-backscatter ratio (S) and the visible extinction-to-infrared absorption 

ratio (a). (This is different to the analysis of high clouds of ice crystals; the different ice crystal 

shapes lead to large variations in S). 

The in situ measurements by the FSSP and aerosol probe, the ASASP, were important for 

calibration of the lidar. This is because the aerosol ttansmittance up to cloud base was requfred for the 

calibration, and the methods for deterauning the aerosol optical properties and calibration of the lidar 

are described in detail in section 4.3.3. 

Having obtained good estimates of the cloud microphysical properties, and with (calibrated) 

lidar measurements of the height profiles of attenuated backscatter by the clouds, and with the cloud 

infrared radiances obtained from the total measured radiances (section 4.3.4), die LIRAD analysis 

technique was applied to the measurements of the sfratocumulus clouds (also in section 4.3.4). 
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4.3.2 In Situ Properties of the Stratocumulus Clouds 

4.3.2.1 Introduction 

On the eighdi experimental flight of SOCEXl on 16 July 1993 die FSSP and 2D-C mounted aboard 

the F-27 aircraft measured continuously in cloud-free air and in sttatocumulus clouds {see Boers et al 

(1996), Boers et ai (1998); Kmmmel (1998) and section 3.2.6 of diis thesis}. The droplet 

concenttations for each size-bin of the FSSP and 2D-C measurements were provided to die author -

the cloud properties determined from these data and presented in this thesis were determined 

separately from those determined by the airborne team. The airbome team studied the properties of 

the clouds observed during all of SOCEX, {e.g. see Boers et al, (1998)}, whereas for this tiiesis the in 

situ measurements obtained during Flight 8 only were studied, in considerable detail, to complement 

the LIRAD and microwave radiometer measurements obtained on the same day. The analysis of the 

supplied FSSP and 2D-C data is described in the following. 

First, the FSSP measurements of the total droplet concenfrations were used to identify eight 

separate vertical passes through sfratocumulus clouds. The FSSP sampled the clouds at a rate of 60 

Hz, and the droplet concenttations were recorded from averages determined over each one-second 

measurement. The fraction of the 60 measurements obtained in-cloud per second (F) was also 

recorded. When the F-27 flew in clouds it was common for droplets to be measured in every one of 

those 60 samples, (Le. F = 1), and these data for which F = \ were used to exfract the cloud Droplet 

Size Disttibutions (DSDs). 

The passes in flight 8 were named 'cloud 1' through to 'cloud 8'. Clouds 1 to 7 were 

observed over the Southem Ocean 12-72 nautical miles to die west of Cape Grim, and cloud 8 was 

observed over Bass Sttait, just north of the coast near SmitiitonAVynyard {die flight ttack is shown in 

Figure (3.4)}. Heights above sea level were determined by the SOCEX afrbome team. For the DSD 

measurements in the boundary layer it was convenient to model a height profile in terms of the afr 

pressure by. 

z = HJn^. (4.1) 
" P(z) 
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The value for the sea surface pressure (P„) was 1024 hPa, determined by exttapolation of the 

measured height profiles of afr pressure by die F-27. A scale height (H„) of 8100 m gave die best 

match between the measured pressure profile and the modelled pressure profile near the height of 

1000 m, where die sttatocumulus clouds were situated, and the errors in die heights of the measured 

DSDs calculated by equation (4.1) were only a few mettes - an insignificant enor. 

The liquid water properties of die marine clouds 1-7 were determined separately from those 

of die single cloud observed over land, cloud 8 (see later, 5.3.3). It was clear from inspections of die 

plots of die DSDs, (see later. Chapter 5), that cloud 4 contained significantiy more drizzle dian die 

other clouds, 1-7, so some of the properties were calculated for the non-precipitating clouds only (1-3 

and 5-7). 

4.3.2.2 Visible Properties of Small Cloud Droplet Mode (FSSP) 

The single scattering extinction of (monochromatic) light by a polydispersion of spherical water 

droplets was calculated by the numerical implementation of equation (A2.56): 

<Tex = Z 2 e , . « ^ / V A r , (4.2) 
« = 1 

where i is the droplet size bin number and Ni, is the total number of bins. 

Values of the Mie extinction efficiency were calculated for spherical water droplets at the 

visible (Nd:YAG laser) lidar wavelength of 532 nm (Qex̂ "̂ )̂> over the range of droplet sizes covered 

by the FSSP instmment (1 - 23-5 \im). Calculated Mie efficiencies covering a slightiy larger range 

than this are shown in Figure (4.2). These extinction efficiencies were calculated for 1000 values of 

droplet radius between 0025 p.m and 25 |im, and the refractive index used for the calculations was 

1-33372 - /1-50 X lO'^ (Hale and Querry, 1973). Note diat Qex̂ "'̂  is highly variable over 1-5 pm-wide 

intervals (die FSSP bin size). To account for tiiis variability in the calculation of extinction for the 

measured DSDs, the droplets in each FSSP bin were disttibuted equally into radius increments of 

00225 pm, and die Mie extinction efficiencies calculated for diese increments. The resulting Mie 

efficiencies and droplet size distributions were used with equation (4.2) to determine the final volume 

extinction coefficients (a^)- The integration of (4.2) was carried out using die frapezoidal rale. 
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The volume backscatter coefficients (P) were obtained in a similar manner to Oex, except 

using equation (A2.55). The Mie backscatter efficiencies (and Qp) up to a droplet radius of 20 pm are 

shown in Figure (A2.1). 

4.3.2.3 Visible Properties of the Large Droplet Mode (2D-C) 

Compared to the FSSP, the drizzle probe (2D-C) measured smaller concenttations of larger water 

droplets, spread over a larger size range (radii of 25 - 1000 pm). To determine the extinction of such 

a DSD using the Mie calculations would be slow, due to the large size parameters involved so that the 

Mie efficiencies were approximated. The osciUations in Qex̂ "*̂  are reasonably small for these large 

droplet radii and so may be modelled reasonably accurately {see Figure (4.3)}. The modelled 

extinction is due to Pinnick et. al (1982), (equation (4) of that paper), and it was these modeUed 

values of Qex̂ '̂̂  and the corresponding mid-bin radius values that were used to calculate the extinction 

of die 2D-C measured DSDs: 

e^<''"^=2(l + JC-̂ '̂ ). (4.3) 

The backscatter efficiency of the larger particles is not so easily modeUed. First, the values 

of Qp "̂'̂  were calculated by Mie theory for droplets 25 - 1000 pm in size, with a 0-975 pm interval. 

To model these backscatter efficiencies Qp̂ "'̂  was averaged over die whole size range of the 2D-C 

probe, 25 - 1000 pm, witii the result = 1-02. Widi Qex̂ "'̂  = 201 , die extinction-to-backscatter ratio for 

these drizzle droplets is = 25 (sr). These gross estimates of the scattering of visible light by the larger 

drizzle droplets do not significantiy affect die visible properties of die entire droplet spectta of die 

clouds, because of the small concenttations of drizzle droplets. (However, inspection of the DSDs 

measured during die SOCEX experiments indicated that drizzle does affect cloud visible extinction in 

an indfrect way, by acting as a sink to the more numerous smaller-sized droplets with radii near 10 

pm). 
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Mie Extinction Efficiency for Water Droplets (532 nm) 
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Figure 4.2. Mie extinction efficiency (Qex̂ "̂̂ ) for water droplets, for the visible 
wavelength 532 nm. Nearly all the extinction is due to scattering; Le. with a value for 
the complex part of the refractive index of water of 1 -5 x 10"', Qab̂ "*̂  is of the order 
10-*. 
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Figure 4.3. Mie extinction efficiency (Qex̂ "'̂ ) of water droplets, for die visible 
wavelength 532 nm. The osciUatory line is die result of Mie calculations, the solid line 
is a modelled Qex̂ ""̂  as described by equation (4.3) (see Pinnick et al, 1982). 

4-9 



4.3.2.4 Infrared Properties of the Small Droplet Mode (FSSP) 

The oscillations seen in the Mie extinction efficiencies for visible wavelengdis are almost non-existent 

for infrared wavelengths in the 10 - 12 pm wavelength region of the spectmm {Figure (4.4)), so that 

the calculation of the infrared extinction over all particle sizes need not be carried out to such a high 

resolution. However, to be consistent, values of the infrared Mie efficiencies over die measurement 

range of the FSSP were calculated in the same way as for the visible wavelength, using 1000 

increments of droplet radius. The infrared measurements of sttatocumulus clouds during SOCEXl 

were made using the CSIRO/DAR Marldl radiometer at 10-84 ± 1 pm. At these wavelengths the 

refractive index of water is = 1-63 - iO-087 (Hale and Querry, 1973). 

4.3.2.5 Infrared Properties of the Large Droplet Mode (2D-C) 

The 2D-C drizzle probe measured droplets in the size range 25 pm to 1000 pm. The calculation of the 

Mie efficiencies for the droplets in this size range need not be carried out to a high resolution, because 

the values of Q vary only by a small amount with large variations in the droplet radius {Figure (4.5)}. 

Also, the larger size parameters of these larger droplets meant that the Mie computations were 

exttemely slow. So, the Mie efficiencies were calculated only at the mid-bin radii of the 2D-C size 

bins for the calculation of the infrared properties of the DSDs measured by this instrument. 
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Figure 4.4. Mie extinction, scattering, and absorption efficiencies (Qex , Qsc , and 
Qab ). of water droplets, for the infrared wavelength 10-84 pm. It can be seen that the 
infrared extinction by water droplets with radii near 10 pm, is due to nearly equal 
amounts of both scattering and absorption. 
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Figure 4.5. Mie extinction, scattering, and absorption efficiencies (Qex"\ QJ"\ and 
Qab*') of water droplets, for the infrared wavelength 10-84 pm.. In diis size range die 
droplet radii need not be known accurately to determine the (infrared) Mie properties 
with a high certainty. 
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4.3.3 Lidar Calibration 

4.3.3.1 Introduction 

Lidars are often calibrated using a part of die retumed signal from die higher froposphere where die 

cleanest air is expected. At Cape Grim during SOCEXl the gaps in the clouds were usuaUy too small 

to allow a reconfiguration of die system to measure die high ttoposphere, in the time available. So die 

calibrations were performed on the clean and dry air observed in the 1-2000 m above the cloud tops. 

The lidar measurements of 16 July 1993 were calibrated by performing linear regressions of 

aerosol-free regions of the cloud-free profiles to modelled molecular profiles (Young, 1995). Prior to 

the calibration the optical properties of the aerosols were determined from the in situ measurements by 

an ASASP (see Chapter 3), to identify a region of the atmosphere free of significant aerosol 

backscatter which could then used for the calibration, and also the extinction-to-backscatter ratio of 

the boundary layer aerosols was required for the analysis of the lidar retums from clouds. 

One of the most striking observations in lidar retums from 'clear' afr is the ttacing out of the 

depth of the boundary layer by aerosols frapped there (e.g., see the recent study by Flamant et al, 

1997). Thus, apart from the aerosol optical properties required for the analysis of the lidar retums, by 

inspection of the measurements, the ASASP and FSSP measured aerosol concenfrations provided a 

valuable opportunity to verify the form of the lidar height profiles of aerosol backscatter. 

4.3.3.2 In Situ Measurements of the Maritime Aerosols 

A Forward Scattering Specfrometer Probe (FSSP) and an Active Scattering Aerosol Specttometer 

Probe (ASASP) were mounted aboard the F-27 to measure the size distributions of aerosols and cloud 

droplets during SOCEXl (Chapter 3). On die aftemoon of 16 July 1993 die F-27 ttacked along east-

west dfrections over the sea to the west of Cape Grim ('Flight 8'), and during this flight die ASASP 

probe measured the size distributions of marine aerosols from about 50 m above sea-level to a height 

of about 2400 mefres. The ASASP measurements were not considered reUable in cloud so that where 

the FSSP measurements showed droplet concenfrations greater than 1 cm"̂  the data were ignored. 

The ASASP measured particles of radii between 0.06 - 1.56 pm, in 15 size bins, and die 

FSSP measured particles with radii from 1 - 23.5 pm, also in 15 size bins. Apart from measurements 

of cloud droplets, the FSSP also detected larger aerosols beyond the maximum range of the ASASP. 
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The ASASP measurements were binned into 100 m intervals of height, and the average 

concenfrations and the variabilities were calculated for each bin {Figure (4.6)}. There was a distinct 

difference in the aerosol concenfrations between below 1100 m and above 1100 m; this is about the 

height of die top of die boundary layer as determined by inspection of the lidar measurements. (See 

also die height profiles of temperature and mixing ratio determined from measurements aboard the F-

27; Chapter 3). Accordingly, the data were separated in the aerosol types: boundary layer aerosols (0-

1100 m) and free ttoposphere aerosols (1100-2500 m). Statistics of die aerosol concenttations 

measured by the FSSP were calculated similarly {Figure (4.7)}. 

It is assumed that the ASASP measurements were of dry particles, due to dehydration of the 

aerosols as they pass through die instmment (Sttapp et al, 1992). However the FSSP does not dry 

incident particles so diat its measured size distributions are assumed faithful reproductions of the 

aerosols and water droplets as they exist in the atmosphere. Also, the FSSP measurements show an 

increase in total aerosol concenttation up to a height of 900 m. This is consistent with increased 

numbers of particles moving into the FSSP size range due to swelling as they lift into the atmosphere; 

this hygroscopic particle growth was also observed in the FSSP observations of Sfrapp et al (1992). 

An increase in particle concenfration with height may also be discemed from the ASASP 

measurements in this study, but this increase is much less marked than that of the FSSP, and was 

ignored in the modelling work (see later). 

The manufacturers of the ASASP use latex spheres (refractive index m = 1-588 - Oi) for its 

calibration, and because of this Garvey and Pinnick (1983) noted that the ASASP will undersize haze 

droplets having the refractive index of water (m = 1-33 - Of). In particular, particles widi radii 

between 0-3 and 0-8 pm will be undersized by « 33%, However in this study it is assumed diat all the 

ASASP data represent particles dried before measurement. The larger (dry) particles are mostiy NaCl 

particles with refractive index approximately 1-5, a value closer to die refractive index of the latex 

spheres used in the calibration of the ASASP. 
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Figure 4.6. Aerosol concenttations (N cm"̂ ) measured by ASASP and averaged over 
height intervals of 100 m, versus height m ASL. Measures of variability are indicated 
by ± one standard deviation of the measurements (horizontal bars). 
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Figure 4.7. Aerosol concenfrations (Â  cm"̂ ) measured by FSSP and averaged over 
height intervals of 100 m, versus height ASL. Measures of variability are indicated by 
± one standard deviation (horizontal bars). 
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4.3.3.3 Measured Aerosol Size Distributions 

The total particle concenttations measured by the ASASP and FSSP on flight 8 of 16 July 1993 were 

separated into tiiree distinct particle size modes: (1) small particles with mode radius less dian 0.1 pm, 

(die 'accumulation' mode), (2) particles with mode radius between 0.1 and 1 pm (die 'coarse' mode), 

and (3) particles widi mode radius between 1 and 10 pm (die large particles). The accumulation and 

coarse particle modes corresponded reasonably well with those observed by Gras (1991). It will be 

seen later that the large particle mode, modelled using mainly the FSSP data, was the most significant 

aerosol type in determining the visible optical depth of the marine boundary layer aerosols for this 

study. Each particle size mode i was modelled by a lognormal distribution as follows (e.g. Gras et al, 

1991); 

diV(a) A: 
= •— exp 

din a v27rlnc7; 

-N«^0]\ (4 4) 
2 In (J, 

where A is the peak particle concenttation, a„ is the median radius, and cr determines the spread of the 

mode. The parameters for each particle mode were obtained by the combination of a least squares 

technique and trial and error, until the linear correlation coefficients between the measurements and 

the models were better than 0-99. The correlation coefficients between the boundary layer aerosol 

measurements and model was 0-9968 for the 29 mid-radii points, and similarly the correlation 

coefficient between the free froposphere aerosol measurements and the model was 0-9910. The 

measurements and models for both the boundary layer and free froposphere aerosols are shown in 

Figure (4.8), and the model parameters for each particle size mode are shown in Tables 4.1 and 4.2 

below. 

Table 4.1. Model parameters for the size distribution of the boundary layer aerosols. 

Parameter accumulation mode coarse mode large particle mode 
A cm 
rra M-m 
o pm 

480 0.220 0.0904 
0.0201 0.297 2.00 
1.44 1.22 2.08 

Table 4.2. Model parameters for the size distribution of the free froposphere aerosols. 

Parameter accumulation mode coarse mode large particle mode 
A cm'^ 
Tm iwn 
CT pm 

106 0.0419 0.00867 
0.0205 0.403 3.64 
1.54 1.16 32.8 

4-15 



Aerosol Size Distributions 

lE+02 

lE+01 

lE+00 

lE-01 

lE-02 

lE-03 

lE-04 

• 

N ̂  
3s •v 

• 

""S 
^ J 

\ 

• 

• • • 
• 

0 
o 

^ ^ 
> < -fe- oO—i 

* 

0.01 0.1 1 

Radius (microns) 

10 100 

Figure 4.8. Measured aerosol size distributions in the boundary layer (filled circles), 
and in the free froposphere (open diamonds). The modeUed size distributions for both 
the boundary layer and free froposphere measurements are shown by solid lines. 

4.3.3.4 Composition and Refractive Indices of the Measured Aerosols 

Sttidies of maritime aerosols, such as those by Bigg (1980), Gras and Ayers (1983), and Gras (1991), 

indicate that these measured (dry) particles are composed mainly of ammonium sulfates and sea salt. 

The sea salt is primarily NaCl. The sulfate particles are most commonly described as ammonium 

sulfate ((NH4)2S04), however little is known about thefr precise chemical composition. Cainey (1997) 

measured marine aerosols over a 30-month period at Cape Grim, and found that die ratio of 

ammonium ions to sulfate ions in the accumulation mode aerosols was about 1 -25 in die sununer, and 

lower dian unity in die other seasons (0-80 - 0-95). Thus it appears diat the accumulation mode 

aerosols observed near Cape CMm during the winter of 1993 are likely to be anmionium bisulfate 

(NH4HSO4) particles. 

The real parts of die refractive indices (RIs) of the solid components of die marine aerosols 

are known reasonably weU at some wavelengdis (Table 4.3), but die complex parts of die RIs are not 

known precisely. The complex part of the RI for ammonium bisulfate was taken as 10"\ because Toon 

et al (1976) gave such a value for ammonium sulfate. The complex parts of the RIs of bodi NaCl and 

ammonium sulfate are upper limits based on exfrapolation. (The real parts of die refractive indices of 

tiiese particles tends to decrease slightiy widi an increase in wavelength). The RI for water was 
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determined from a linear interpolation between the values at 550 nm and 575 nm obtained from Hale 

and Querry (1973). The RIs for ammonium sulfate and sulfuric acid have not been used in the Mie 

calculations (see later), but have been added to Table for comparison. 

Table 4.3. Refractive indices of some 
Substance: 
ammonium-
bisulfate 
ammonium-
sulfate 
salt (NaCl) 
saU (NaCl) 
water 

25% sulfuric acid 

50% sulfiiric acid 

Wavelength: 
589 nm 

535 nm 

500 nm 
580 nm 
532 nm 

556 nm 

556 nm 

substances. 
RI (real): 
1-473 

1-53 

1-55 
1-544 
1-3337 

1-366 

1-397 

RI (complex): 
10-'̂  

10-' 

10-' 
10-' 
1.50x10"^ 

3 X 10-* 

2 X 10-* 

Reference: 
CRC Handbook 
(1982-1983) 
Toon etal (1976) 

Toon gf a/. (1976) 
Tang(1996) 
Hale and Querry, 
(1973) 
Palmer and WiUiams 
(1975) 
Palmer and Williams 
(1975) 

4.3.3.5 Effect of Humidify 

Changes in ambient humidity affect aerosol size and composition, in turn affecting the aerosol optical 

properties, so that it is important that the modelled aerosol properties reflect this. The height profile 

of relative humidity derived from airbome measurements shows an increase in the relative humidity 

from about 65% near the ground to over 90% near cloud base (see Chapter 3). Some marine aerosols 

form as droplets from bubbles bursting at the sea surface (e.g. Twomey, 1977), and the relative 

humidity would have to drop to below about 40% for these droplets to crystallise in the atmosphere, 

so it is assumed that in the boundary layer at least, the larger aerosols (= 0-1 pm < a < 1 pm) exist as 

liquid droplets only. 

The particle growth factors (a/ao) used to swell the modelled (dry) aerosol size distributions 

to values expected in the atmosphere are shown in Table 4.4. The growth factors for ammonium 

sulfate have not been used in the calculations but are added to the table for comparison with the 

growth factors of ammonium bisulfate. 

Table 4.4. Effectof humidity on the particle growth factor (a/ap). 
Substance: 50% 60% 70% 80% 90% 95% References: 

ammonium bisulfate 
ammonium sulfate 
NaCl 

1-24 1-30 1-41 1-55 1-84 2-35 Tang and Munkelwitz (1977) 
1-32 1-34 1-38 1-47 1-74 2-15 Tang (1996) 
1-67 1-73 1-83 2-00 2-40 2-92 Tang et al (1917) 
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The refractive index for each particle mode was weighted according to the particle growth as follows 

(e.g. d'Almeidae/. al, 1991): 

« = «w+(«<,-nw)I—J . (4.5) 

where n„, is the refractive index of water, and no is the refractive index of the dry particle. The results 

for the effect of humidity on the real parts of the refractive indices (Table 4.3) are shown below in 

Table 4.5. 

Table 4.5. Ef 
Rel. Hum. 
amm-bisulf 
amm-sulf 
NaCl 

feet of 
50% 

1-407 
1-419 
1-369 

tiumidity on the real 
60% 

1-397 
1-415 
1-366 

part of the refractive index. 
70% 

1-383 
1-408 
1-361 

80% 

1-371 
1-395 
1-354 

90% 

1-356 
1-371 
1-346 

95% 

1-344 
1-353 
1-340 

The complex refractive indices were calculated similarly and shown below in Table 4.6. 

Table 4.6. Ef 
Rel. Hum. 
amm-bisulf 
amm-sulf 
NaCl 

ect of humidity on the 
50% 
5E-08 
5E-08 
2E-08 

60% 
5E-08 
4E-08 
2E-08 

complex part of the refractive index. 
70% 
4E-08 
4E-08 
2E-08 

80% 
3E-08 
3E-08 
lE-08 

90% 
2E-08 
2E-08 
9E-09 

95% 
9E-09 
lE-08 
5E-09 

In preparation for the Mie calculations the aerosol size distribution models were created with the 

radius boundaries for each particle mode shown in Table 4.7. Each particle mode had 99 size bins. 

Table 4.7. Ranges of radii sizes used to model aerosol size distributions. 

Particle Mode Radius Boundaries (pm) Size increment (pm) 
accumulation 
coarse 
large 

006 - 0.6 = 0-005455 
0 0 6 - 2 =0-019596 
0-20 - 20 0-2 

The particle growth factors (see Table 4.4) were used to individually swell the accumulation and 

coarse particle modes but not the large particle mode, because the large particle mode was modeUed 

primarily from the FSSP measurements which did not dry the particles before measurement. 

4.3.3.6 Optical Properties of the Marine Boundary Layer Aerosols 

The optical properties of tiie boundary layer aerosols were calculated widi the modelled large particle 

mode freated in two ways: (1), die large particles as droplets of salt (NaCl) solution ('Largel'), (2) die 

large particles as pure water droplets ('Large2'). The results of die Mie calculations for die boundary 
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layer aerosols are shown in Table 4.8. In die table, for 5 humidities, are shown the optical properties 

of the individual modeUed particle modes and the total aerosol optical properties. The properties 

'Total!' were calculated from the accumulation mode, coarse mode, and 'Largel' mode, and 'Total2' 

was calculated similarly, except using the large particle mode 'Large2'. The calculated properties are 

die particle concenfration (AO, and die visible properties: die extinction coefficient (a„), die 

absorption coefficient ((Tab\ the backscatter coefficient (P), and the extinction-to-backscatter ratio (S). 

Note that in all cases the total aerosol optical properties are most heavily influenced by the 

properties of the large particle mode - even though the concenfrations of diese large aerosols measured 

by the FSSP are much less than the concenfrations of the smaller aerosols measured by the ASASP. 

This is because the integrand in equation (4.2) peaks in this size range. 

Table 4.8. Optical properties of the boundary layer aerosols 
Particle 
mode: 

RH=60% 
N (cm-^) 

CTex (m-') 

CTjb ( m - ) 

P (m-*sr') 
S(sr) 

RH=70% 
N (cm-^) 

CTex (m-') 

Oab (m-') 
P (m'sr') 

S(sr) 
RH=80% 
N (cm-^) 

CTex (m"') 

CTab (m- ) 

P (m-'sr-^) 
S(sr) 

RH=90% 
N (cm-^) 

CTex (m-') 

CTab (m" ) 
P (m-*sr-') 

S(sr) 
RH=95% 
N (cm-') 

Oex (m-') 
Oab (m ) 

P (m-'sr"') 
S(sr) 

Accum. 
(amm.-
bisulf.) 

27.99 
4.69E-07 
2.35E-13 
1.09E-08 

43.17 

27.99 
6.28E-07 
2.45E-13 
1.26E-08 

49.87 

27.99 
8.91E-07 
2.50E-13 
1.49E-08 

59.76 

27.99 
1.70E-06 
2.9 IE-13 
2.04E-08 

83.31 

27.99 
4.22E-06 
2.89E-13 
4.08E-08 

103.51 

Coarse 
(NaCl) 

0.49 
1.67E-06 
5.78E-13 
5.05E-08 

33.10 

0.49 
1.84E-06 
6.80E-13 
5.96E-08 

30.80 

0.49 
2.14E-06 
4.4IE-13 
7.77E-08 

27.48 

0.49 
2.92E-06 
6.83E-13 
1.32E-07 

22.11 

0.49 
4.13E-06 
6.80E-13 
2.17E-07 

19.03 

Largel 
(NaCl) 

0.10 
1.02E-05 
3.97E-11 
6.29E-07 

16.23 

0.10 
1.02E-05 
3.80E-11 
5.82E-07 

17.52 

0.10 
1.02E-05 
1.85E-11 
5.38E-07 

18.96 

0.10 
1.02E-05 
1.67E-11 
5.27E-07 

19.37 

0.10 
1.02E-05 
1.15E-11 
5.38E-07 

18.96 

Large2 
(pure water) 

0.10 
1.02E-05 
3.02E-12 
5.40E-07 

18.88 

0.10 
1.02E-05 
3.02E-12 
5.40E-07 

18.88 

0.10 
1.02E-05 
3.02E-12 
5.40E-07 

18.88 

0.10 
1.02E-05 
3.02E-12 
5.40E-07 

18.88 

0.10 
1.02E-05 
3.02E-12 
5.40E-07 

18.88 

Totall 
(Largel) 

28.59 
1.23E-05 
4.05E-11 
6.90E-07 

17.89 

28.59 
1.27E-05 
3.89E-11 
6.54E-07 

19.36 

28.59 
1.32E-05 
1.92E-11 
6.31E-07 

20.98 

28.59 
1.48E-05 
1.77E-11 
6.79E-07 

21.82 

28.59 
1.86E-05 
1.25E-11 
7.96E-07 

23.31 

Total2 
(Large2) 

28.59 
1.23E-05 
3.83E-12 
6.02E-07 

20.51 

28.59 
1.27E-05 
3.95E-12 
6.13E-07 

20.68 

28.59 
1.32E-05 
3.71E-12 
6.33E-07 

20.90 

28.59 
1.48E-05 
4.00E-12 
6.93E-07 

21.39 

28.59 
1.86E-05 
3.99E-12 
7.98E-07 

23.24 
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4.3.3.7 Optical Properties of the Free Troposphere Aerosols 

The large particle mode in the free froposphere aerosol models was also freated in two ways: (1) die 

large particles were assumed dry salt (NaCl) particles (see the data labelled 'Dry' in Table 4.9), (2) die 

large particles were assumed salty water droplets, with die droplets formed at about the maximum 

measured relative humidity observed in the free ttoposphere between the heights 1500 - 3000 (m), 

50% (see die data labeUed 'RH=50%' in Table 4.9). 

Table 4.9. Optical i 
Particle 
Mode: 
Dry 
N (cm-') 

CTex (m-') 
CTab (m" ) 
P (m-'sf') 
S(sr) 
RH=50% 
N (cm"') 

cJex (m-') 
<Jab (m") 
P (m-'sr"') 
S(sr) 

sroperties of the free 
Accumulation 

(amm.-bisulfate) 

8.27E+00 
9.12E-08 
7.81E-14 
2.45E-09 

37.22 

8.27E+00 
L77E-07 
7.78E-14 
3.61E-09 

49.02 

ttoposphere aerosols. 
Coarse 
(NaCl) 

1.09E-01 
2.08E-07 
3.04E-13 
2.70E-08 

7.72 

1.09E-01 
5.27E-07 
2.30E-13 
2.22E-08 

23.76 

Large 
(NaCl) 

3.53E-03 
1.02E-06 
3.08E-11 
1.02E-07 

10.03 

3.53E-03 
1.02E-06 
5.68E-12 
6.33E-08 

16.18 

total 

8.39E+00 
1.32E-06 
3.12E-11 
1.31E-07 

10.07 

8.39E+00 
1.73E-06 
5.99E-12 
8.90E-08 

19.40 

Here also, the total aerosol optical properties extinction, absorption, and backscatter, are most heavily 

influenced by the properties of the large moist aerosols. 

4.3.3.8 Method for Lidar Calibration Using a Reference Molecidar Atmosphere 

The calibration procedure described here is exacdy that of Young (1995) for an aerosol layer 

underlying a cloud, designed specifically for this dataset. Ffrst the retrieval of the system constant (Q 

is illusttated using a simple example. The equation for a lidar signal backscattered from a purely 

molecular atmosphere is. 

V(z) = Cz-'P„(z)T^HO,z) + V,. (4.6) 

A linear regression performed between two heights, of equation (4.6) representing the measured signal 

against equation (A2.47) representing the modeUed molecular profile, results in the retrieval of the 

system constant (Q and the signal offset (V^). Primarily, tiiis is what is done when calibrating a hdar 

retum on a known atmosphere. The calibration of real signals is compUcated by backscatter and 
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attenuation by atmospheric particles other than molecules and also by the region of incomplete 

overlap near to the lidar. 

The Udar retums from the marine boundary layer of 16 July 1993 showed enhanced 

backscatter by moist aerosols, which were present there in greater concenfrations dian in the free 

froposphere. This was obvious also from the ASASP measurements of the aerosols (see section 

4.3.2.2, and Figures 4.6 and 4.7). Thus the Udar signals could not be calibrated using the boundary 

layer part of the profile using the above method. The analysis of the ASASP data showed die 

backscatter by aerosols in the afr in the first 2000 m above the boundary layer to be, at most, a tenth of 

the Rayleigh backscattering coefficient in the same region. Thus this region of air above the boundary 

layer was free of significant backscatter by aerosols and was used for the calibration. The influence 

on the lidar calibration of this small amount of aerosol backscatter in the free froposphere is 

investigated in detail later. 

The Udar signal profile from cloud-free afr in the boundary layer is, 

V(z) = Cz-2 [p^ iz) + Pa iz)%^ (0, z)r,2 (0, z) -h V„ , (4.7) 

where die subscript 'a' stands for aerosols. At the top of the boundary layer (ZTBL) and above equation 

(4.7) is written as. 

Viz) = Cz-''P„,iz)Tji0,z)TaH0,ZTBL) + Vo. (4.8) 

A linear regression of the measured profiles described by (4.8) to die calculated molecular profile, 

{equation (A2.47)}, over die range ZTBL to a range 1 or 2 km above the boundary layer, deUvered die 

offsets V„ and the gradients 

CT,HO,ZTBL) (4.9) 

(Young, 1995). 

The aerosol extinction profile was calculated from ZTBL down to the lowest range of complete 

lidar overlap (zovJ via an analytical solution to die Udar equation (Femald; 1984). The boundary 

layer aerosol extinction-to-backscatter ratio (SJ was assumed constant and determined from die 
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analysis of measurements of tiie aerosols (see section 4.3.2.6). The system constant attenuated by the 

aerosol ttansmittance between the lidar and die overlap height was then obtained, 

^Ta (0,ZOVL)- (4.10) 

To calibrate the lidar cloud signal profiles, die Ta^iO.zovi) determined for die cloud-free 

profiles was assumed to be die same as that for the cloud signal profiles, and variations in diis 

fransmittance were assumed to be negligible. The quantity (4.10) was dien used to initiate forward 

solutions for backscatter (Femald, 1984) up to cloud base in the cloudy profiles to determine die 

attenuation of the cloud profiles by boundary layer aerosols. 

4.3.3.9 Lidar Calibration Constant Obtained During Cloud-Free Periods 

There was some pre-processing of the lidar profiles prior to the analysis of aU the lidar retums. Each 

lidar retum (or 'shot') was stored on a digital oscilloscope at two different sensitivities (Young, 1995). 

For example, the profile numbers 29 and 30 (see Table 4.10) are both profiles for a single lidar retum 

(or 'shot') and were merged into a single profile. This increased the dynamic range of die lidar, 

resulting in the capture of both the full amplitude of the profile of attenuated cloud backscatter, as well 

as the best signal for the boundary layer aerosol backscatter and the small signal in the upper region 

(higher altitudes) of the profile. This process improves the lidar signal-to-noise ratio in the upper 

region of the profile by using more digitiser bits to record the data in these regions. The two profiles 

for each lidar retum were then merged into a single profile. 

The lidar retums of the aftemoon of 16 July 1993 contain three periods where the returns are 

almost entfrely clear of backscatter by clouds (Table 4.10), and these cloud-free profiles were used for 

the lidar calibration by the method described in the previous section. Ffrst, the five merged clear 

profiles 29-30, 31-32, 33-34, 35-36, and 37-38 were averaged to form a single averaged merged 

profile, 'clear profile #1' . Similarly, the other cloud-free profiles were merged and averaged to form 

die 'clear profiles #2 and #3'. 

Table 4.10. Cloud-free periods used for Udar calibration. 
Clear Clear 

(averaged) profile # period Profile numbers Number of shots 
1 14:45:02-14:50:03 29-37 5 
2 15:33:25-15:44:00 453-503 26 
3 16:08:23-16:09:23 679-691 7 
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The cloud-free profiles were calibrated (fitted to the clear air reference profile) in die region 

where scattering was a minimum with an assumed aerosol loading of zero. The height region chosen 

for diis purpose was 1250-2000 (m) and contained 252 samples for aU three profiles. (Recall that die 

diree profiles are averages of many shots - see Table 4.10). The lower height boundary, 1250 m, was 

chosen to avoid aerosol backscatter near the top of die boundary layer. Inspection of the lidar rettims 

and calculations using die in situ measurements showed there was some increased aerosol backscatter 

between 2000 - 30(X) (m), so the upper bound of the calibration region, 2000 (m), was chosen well 

below the top height in the profiles of just over 3000 (m). 

Then, to complete the lidar calibration the ttansmittance of the boundary layer aerosols was 

determined and this was done by assuming a constant Sa, and computing profiles of the backscatter 

coefficient using a backward solution for backscatter (Femald, 1984). The boundary values at the 

height 1250 (m) used for the backscatter solutions are shown in Table 4.11 - the molecular 

ttansmittance indicated by subscript 'm' is also included in the values of this table. 

Initially a boundary value of backscatter of zero was chosen for the clear profile #1, however 

the resulting calculated aerosol backscatter profile was negative (and not due to noise or uncertainties 

in the calculation) over a small region near the top of the boundary layer. Obviously the backscatter 

cannot be negative, indicating there was significant aerosol backscatter above the boundary layer in 

this case. It is conjectured that the drop in the level of aerosol backscatter near the top of the 

boundary layer was caused by enttainment of aerosol-free air subsiding from the free froposphere. 

The region of enfrainment was defined as lying between the heights 980-1080 mefres, and the solution 

boundary value adjusted untU the calculated backscatter in the enttainment region became not 

significantly different from zero. The final solution for backscatter for this profile is shown in Figure 

(4.9). 

Clear 
(averaged) 

profile 
1 

2 

3 

Calibration 
region (m) 

1250-
2000 
1250-
2000 
1250-
2000 

Pa(m-'sr-') 
1-40x10-'' 

0 

0 

Regression 
coefficient 

0-9931 

0-9991 

0-9973 

CTam (0,ZOVL) 

0-1787 

0-1786 

0-1799 

Rel. err.. 
CTam (O.ZOVL) 

4-19% 

1-54% 

2-57% 
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Clear (averaged) profiles #1 and #3 were averaged with only a few data (5 and 7 shots 

respectively), so profile #2 (26 shots) was used to investigate die sensitivities of the refrieved system 

constants to die selection of backscatter boundary values, and also to selection of die aerosol 

extinction-to-backscatter ratios (5^). The values and variations of Sa (Table 4.12) and die boundary 

values for the backscatter coefficients (Table 4.13) were selected following inspection of tiie optical 

properties calculated from die ASASP and FSSP measurements of die aerosols (section 4.3.3.6). 

These sensitivities were calculated by varying the various parameters over die ranges calculated in 

4.3.3.6 and recalculating the solution profiles. 

Table 4.12. Sensitivity of system constant with selection of boundary value i^g). 

Pa(m-^Sf;) CTan."(0,ZovL) A ( C T V ( C T ' ) 

- 1 X 1 0 ^ 0-1775 -0-624% 
- 5 X 10-'' 01780 -0-312% 
-1 X 10-* 0-1785 -0-063% 

0 0-1786 
+ 1 X 10-* 01787 +0-062% 
+ 5x10- ' 0-1792 -f 0-311% 
+ 1 X 10-'' 0-1797 +0-623% 

Some of the boundary values in Table 4.12 are negative - this is due to the fact that the lidar profiles 

were sometimes negative in the calibration region due to noise. 

Table 4.13. 
Sa (BL) 

18-5 
19-5 
20-5 

Sensitivity of system 

CTam (0,ZOVL) 

0-178344 
0178596 
0-178847 

constant with selection of 5a. 
Rel. Error 
-01411% 

-0-1405% 

S,(FT) 
29 
35 
41 

CTam'(0,ZoVL) 

0178593 
0-178596 
0-178598 

Rel. Error 
-0-00168% 

+0-00112% 

It is evident that the errors due to inaccurate boundary values iPa), or poor estimates of Sa either for 

the Boundary Layer (BL) or Free Troposphere (FT) aerosols were small; the combined relative errors 

are less than 1%. Taking a weighted mean and adding die relative errors the final result for the lidar 

system constant is, 

CTa™ (̂0,zovL) = 0-179 ±2-2%. 
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Average Aerosol Backscatter (Shots 029-037) 

3E-06 

B 2E-06 
r-l • 

,8. 

S 

a « 
lE-06 

OE+00 

^ 

J 
1 

- ^ I _ ^....^^.-'-^WW'^'fVwWV^-v^rtnA 

500 1000 1500 

Height ASL (m) 

Figure 4.9. Aerosol backscatter iPa m'^sf^) calculated from an average of the 5 lidar 
shots 29 - 37, for die cloud-free period #1: Le. 14:45:02 - 14:50:03. These shots were 
taken soon after a period of several hours of low cloud and rain at Cape Grim, and taken 
just prior to the sttatocumulus cloud measurements studied for this thesis. 
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Aerosol Backscatter (Shots 453-503) 
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Figure 4.10. Aerosol backscatter iPa m'sr-') calculated from an average of the 26 lidar 
shots 453 - 503, for die cloud-free period #2: Le. 15:33:25 - 15:44:00. These hdar 
retums from cloud-free air were the most important for calibration of the lidar. 

Aerosol Backscatter (Shots 679-691) 
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Figure 4.11. The aerosol backscatter (pa m-*sr-') calculated from an average of the 7 
lidar shots 679 - 691, for die cloud-free period #3 (16:08:23 - 16:09:23): diese lidar 
retums from cloud-free air were studied for the lidar calibration. 
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4.3.4 Combined Lidar and Infrared Radiometer Data 

4.3.4.1 Introduction 

The metiiods for reduction and analysis of the data requfred for the LIRAD analysis technique are 

presented here in the same order in which diey were performed, which progressed as follows: the total 

measured infrared downward radiances (Lr) were determined (section 4.3.4.2). The values of lidar 

measured ;i;'were determined from which an initial estimate of (27/5)-' was obtained (section 4.3.4.3). 

The Clear Sky Radiances (CSRs) measured by the infrared radiometer were determined (section 

4.4.4.4). These measured CSRs were compared to Water Vapour Padis (WVPs) measured by a 

Micro Wave Radiometer (MWR), in order to parameterise the cloudless radiance as a function of time 

(section 4.3.4.5). The CSRs and WVPs were calculated from the aerological profiles determined from 

the airbome CF-27) measurements. These calculated CSRs and WVPs were compared with the 

measured values, and a profile of the infrared fransmittance of the clear sky was calculated using the 

results of this comparison (section 4.3.4.6). With the profiles of infrared radiance and fransmittance 

of the clear sky so obtained, the cloud radiances were then separated from the total measured 

radiances, and the cloud radiances and profiles of X were then combined in the LIRAD analysis 

technique (section 4.3.4.8). 

4.3.4.2 Measured Total Infrared Radiances 

The CSIRO MarkH infrared radiometer ("MarkH") and its operation during SOCEXl is described in 

Chapter 3. The MarkH radiometer is the same instmment used in the studies of high clouds by Piatt et 

al (1984) and Piatt et al (1987). The analysis of die MarkH measurements is discussed in some 

depth by Piatt et al (1998), and is described here only briefly. 

The incoming radiance to the MarkH is chopped with a reference radiance as in the original 

MarkI radiometer (Piatt, 1971). By synchronous detection die measured DC signal (v,) of die MarkH 

is proportional to the difference between the incoming radiance and the radiance of a reference 

blackbody, which is maintained at a temperature of near 40°C. Thus the signal v, increases when the 

radiometer is viewing colder targets. 

The measured radiance Lg was calculated by 
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V 
h=^o-~(Lo-L,^i), (4.11) 

cat 

where L̂  is a 'null point' radiance obtained for V̂  = 0, V̂oz is the calibration voltage, and Lcai is die 

calibration radiance. The calibration radiance, or 'zero' radiance for diis dataset, was obtained by 

swivelling the MarkH downwards to view a dewar filled widi liquid nittogen. A cone sat in the base 

of the dewar, and the cone and interior of the dewar were painted matt black to simulate a blackbody 

at liquid nittogen temperatures. 

The Markll was swivelled to view the liquid nittogen about every hour to counter long-term 

drifts in the calibration-signals. One file of data acqufred on 16 July 1993 contained six caUbration 

cycles and these were easily distinguished from die atmospheric signal. The radiances were 

calculated once all the liquid nifrogen and electrical-zero signals were identified and separated from 

the atmospheric signal. Any drift in the elecfronics was accounted for by assuming a linear drift 

between the hourly calibration-cycles, and Lcai was determined between these times by interpolation. 

4.3.4.3 Integrated Attenuated Cloud Backscatter (x") 

To calculate the integrated attenuated backscatter of the clouds (x") the raw cloud profiles had to be 

reduced to profiles of ;î . To do this, first, the signal offsets were determined from the last 50 - 100 

points of each raw profile. In this region of the profiles, about 2000 m above the heights of the cloud 

signals, the atmospheric signals were below the measurement limits of the digitiser. Once determined, 

the signal offsets were subttacted from each profile. 

The backscatter by boundary layer aerosols and sttatocumulus cloud droplets varies over 

about three orders of magnitude. In order to record the profiles by both these scattering species 

optimally, the dynamic range of the lidar was increased by recording profiles of different sensitivities 

for each shot (as per section 4.3.2.10). Once the signal-offsets of the lidar retums from the clouds 

were determined and subfracted from the profiles, each of these pafrs of profiles were merged into a 

single profile by a simple scaling technique. These (merged) profiles were dien range-corrected, and 

scaled by the system constant determined in section 4.3.2.10. (Based on die calibrations, die system 

constant was assumed unchanged over the course of the day). 

These profiles of ;|f also contained attenuated backscatter by afr molecules and aerosols. The 

expression for x in the height region in the interior of a cloud is described by, 
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X(z) = [P„,iz) + Pciz)%H0,z)T/i0,Zb)T,Hzt,z). (4.12) 

So, prior to calculating x' fro™ these profiles it was first necessary to remove the aerosol and 

molecular terms from X- Th^ two-way aerosol fransmittance up to cloud base was determined for 

each profile using a forward solution for backscatter (Femald, 1984) (4.3.2.8), using the calibration 

constant for the boundary value (4.3.3.10), and the value of 5„ determined from the analysis of the 

ASASP and FSSP measurements of the boundary layer aerosols (4.3.3.6). 

Xmc iz) = [Pm (Z) + Pc (Z)]TJ (0, z)T,^ (z,, z) . (4.13) 

Expansion of (4.13) shows the molecular terms cannot be completely separated from the cloud terms: 

Xmc(z) a , „ ,^2 
r2 (0 , z ) 

Xciz) = ̂ f^-P„,iz)T,Hzi„z). (4.14) 

To address this problem two approximations were used, one an underestimate of % and die odier an 

overestimate. The underestimate is (superscript '1'), 

and the overestimate (superscript '2'), 

y (2)( N^ XmcJz) (416) 
^^ ^'^ Tj(0,z)' 

Values for die integrated attenuated backscatter (%') were dien detennined by bodi approximations by 

integrating over the cloud profiles of X- Bodi approximations estimated %' accuratety (to within a few 

percent), because over most of the cloud profiles pc is 2-3 orders of magnitude greater dian p^. The 

errors in %' calculated by diese approximations were estimated by comparing die x' values calculated 

from bodi approximations to die mid-values. The approximations differed from die mid-values by an 

average of 1-9% for die diin clouds, (those with total infrared radiances of less dian 2-5 Wm-V), and 

by an average 0-6% for die tiiicker clouds, (those with total infrared radiances greater tiian 2-5 Wm" sf 
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). The choice of die cut-off radiance of 2-5 (Wm'^sr-') was arbifrary, and made following an 

inspection of die measured radiances - see Figures 4.12 and 4.13. In conclusion, the uncertainty 

infroduced in the calculation of x' by taking the mid-values between equations (4.23) and (4.24) was 

small (a maximum uncertainty of = 2% for some of the data). 

Having obtained values for ^ 'd ie next and obvious step was to identify the values of ;if'for 

the thickest of the clouds, from which a value for (2T]S)'^ could be retrieved. We recall diat as 

1 
T->«>, J - > — — . {see equation (2.31)} 

2fjS 

Again, the arbifrary cut-off measured total radiance of 2-5 Wm-^-' was used to identify the thicker 

clouds. For radiances greater than this cut-off radiance the maximum ;{;̂ 'was 

; i r ' „ ^ = 0 - 0 3 4 4 ± 2 - 2 % , (4.17) 

where the uncertainty is ± one standard deviation {see Figure (4.13)}. Note that this is an initital 

estimate of the maximum %' only: a more accurate value is retrieved later. Adding the uncertainty due 

to the molecular terms, the final uncertainty is ± 4%. The boundaries of these final uncertainties are 

shown in Figure (4.13), which is an expanded part of the plot shown in Figure (4.12). A value of 

0-0344 ± 4% for (2riS)'^ leads to a value of TjS of 14-5 ± 0-58 sr, values which agree weU with the 

results of Young (1995): rjS = 13-6 ± 1-36, which was obtained for a single thin cloud profile from the 

same dataset. 
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Figure 4.12. Integrated attenuated backscatter (x^ ST'^) versus measured total infrared 
radiances. The values of ;jf'reach a maxium at = 0035 sr"* for radiances of greater than 
= 2-5 W m-̂  sf\ 

The value of 775 obtained from the thick clouds was then compared to Deirmendjian's (1969) 

theoretical result for the modelled cloud, type CI; S = 19-9 sr (see Defrmendjian, 1969; pp.184-185). 

(This result will be compared with 5 calculated from the DSDs measured in situ later). The difference 

between the measured extinction-to-backscatter ratio of 14-5 sr and the calculated value of 19-9 sr is 

due to multiple scattering in the lidar retums from the clouds. This gives a value of an effective 

multiple scatter factor (ri) of 0-73. This measured value oft) is close to diat obtained by Piatt (1981) 

in a Monte Carlo sttidy of die multiple scattering in Deirmendjian's (1969) modelled CI cloud. In 

Piatt's (1981) sttidy T) = 0-6 - 0-7 for a 10 mr field of view in the CI cloud, and tj was about constant 

at 0-7 for optical depths greater than approximately 1. 
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Figure 4.13. Integrated attenuated backscatter (x') versus measured total infrared 
radiances for radiances greater than 2-5 W m-̂  sr"'. Average value of ;^'is 0-0344 sr-' 
(middle horizontal Une), the uncertainties shown are ± 4% (outer Unes). Note that this 
is only an initial estimate of the maximum %'. 

4.3.4.4 Measured Clear Sky Radiances 

The clear sky radiances were needed to reduce the total measured infrared radiances to cloud 

radiances, which were requfred for the LIRAD analysis technique. On the aftemoon of the 16 July 

1993 there were three periods during the lidar and infrared radiometer (IRR) measurements when the 

sky was substantially clear of clouds. Ffrst, the clear periods were identified approximately using the 

lidar signals. Using the shot times of the cloud-free lidar profiles as a guide, averages and standard 

deviations of the IRR-measured cloud-free or Clear Sky Radiances (CSRs) were calculated. The IRR 

measurements were nearly continuous and provided a better picture of the duration of the clear period. 

Thus the durations of the clear periods initially detennined by lidar were improved by using diose 

periods where the measured radiances were less than these initial calculated average radiances, plus 

one standard deviation. To determine the final value of the CSR and its uncertainty the average and 

standard errors of the radiances were calculated for these new extended periods. The resulting CSRs 

are shown alongside the raw radiances in Figures 4.14 (clear period #1) to 4.16 (clear period #3). 

Variabilities shown in these plots are ± one standard deviation. The results for average CSR and die 

uncertainties (standard errors) are summarised in Table 4.14. 
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Clear Sky Radiance (Period 1) 
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Figure 4.14. Clear sky radiance measured by infrared radiometer (MarkH); clear period 
1 was from 14:50:33 - 14:52:09 AEST (1'36", 97 points). The average L̂ky was 
determined to be 0-455 ± 0003 Wm-V''. The variability is shown by one standard 
deviation (± 0030) of the measurements. 
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Figure 4.15. Clear sky radiance measured by infrared radiometer (MarkH); clear period 
2 was from 15:33:23 - 15:48:45 AEST (15'22", 922 points). The average L̂ky was 
determined to be 0-417 ± 0-001 Wm'V^ The variabUity is shown by one standard 
deviation (± 0036) of the measurements. 
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Clear Sky Radiance (Period 3) 
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Figure 4.16. Clear sky radiance measured by the infrared radiometer; clear period 2 was 
from 16:04:06 - 16:10:52 AEST (6'46", 406 points). The average L̂ ky was detennined 
to be 0-396 ± 0-002 Wm'V' ' . The variability is shown by one standard deviation of the 
measurements (± 0-038). 

Table 4.1 4. Measured clear s 
Clear Period 

1 
2 
3 

Centte 
Time 

14:51:21 
15:41:04 
16:07:29 

.ky radiances for three 
Length 

of Period 
1'36" 
15'22" 
6'46" 

periods clear of cloud. 
Number 
of Points 

97 
922 
406 

CSR 
(Wm-^sr-') 

0-455 
0-417 
0-396 

ACSR 
(Wmhf^) 

0003 
0-001 
0-002 

These IRR-measured CSRs were checked using Udar measurements of thin clouds. To do 

this a linear relationship was assumed between the total measured infrared radiances (Lg) and %', then 

the x' values were exttapolated to zero to give die CSR (Piatt and Dilley, 1979). The Lg vs. %' 

relationship is approximately linear for thin clouds only, so the data were restricted to those with less 

than 1 W m"̂  sx'\ (It was determined later that, for the measurements of diis day, a total measured 

infrared radiance of 1 W m-̂  sf' corresponded to a cloud infrared emittance of just less than 0-2, and a 

cloud visible optical depdi of about 0-4). The scatter plot of Lg vs. x' for tiiese thin clouds is shown in 

Figure (4.17), with die data separated into four distinct periods of measurements. Linear regressions 

were computed for diese four periods delivering the exttapolated CSR (offset of regression), and its 

uncertainty (standard error of die offset). The results for die CSR from die Udar measurements of die 

diin clouds are shown in Table 4.15, and die results from Table 4.14 are also written in tiiis table for 

comparison. 
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Clear Sky Radiances from Lidar Returns from Thin Clouds 
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Figure 4.17. Measured total infrared radiance vs. x' for some very thin clouds (Xa less 
than about 0-2). Clear sky radiances were determined from linear regressions of these 
data. 

Table 4.15. Clear sky radiances by infrared radiometer (IRR) and lidar. 

Period 
cloud 1 (lidar) 
clearl (IRR) 
cloud2 (lidar) 
clear2 (IRR) 
cloud3 (lidar) 
clear3 (IRR) 
cloud4 (lidar) 

Cenfre 
Time 

14:39:04 
14:51:21 
15:16:17 
15:41:04 
16:03:21 
16:07:29 
16:31:24 

Length 
of Period 

9'59" 
1'36" 

32'08" 
15'22" 
18'36" 
6'46" 
2:49" 

Number 
of Points 

8 
97 
175 
922 
54 
406 
13 

CSR 
(W.m-lsr-') 

0-501 
0-455 
0-464 
0-417 
0-416 
0-396 
0-497 

ACSR 
(W-m-^sr-') 

0038 
0-003 
0-007 
0-001 
0-013 
0002 
0-065 

The lidar results for the CSRs compare reasonably well with those obtained by the IRR, 

however the CSRs obtained using the IRR measurements of the clear periods were adopted for the 

LIRAD analysis because they were more precise and more accurately placed in time. The CSRs were 

parameterised as a function of time by the line of best fit 

C5/? = -l-114f-l-1145, (4.18) 

{see Figure (4.18)}, widi die CSR expressed in W.m-̂ .sr-\ and die time (t) expressed as a fraction of a 

day. By coincidence this line-fit is an exfremely good fit and diere were only three points, so it is not 

useful to quote die standard errors of die gradient and offset of the fit. The variabilities (± one 
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standard deviations) in the measured infrared radiances obtained over this period are plotted in Figure 

(4.18) instead. These variabilities provide a better indication of the uncertainty in the infrared 

radiances of the cloud-free air over the course of the aftemoon of 16 July. 

Parameterisation of Clear Sky Radiance 

0.35 
14:30 15:00 15:30 16:00 16:30 17:00 

AEST 

Figure 4.18. Clear sky radiances determined from the average IRR radiances during 
die 3 clear periods, versus time, and a Une of best fit. The exfremely good line-fit 
through the points is coincidental. Horizontal bars show the variabilities in the 
measured radiances detennined from the cloud-free periods (± 1 standard deviation). 
The linear decrease with time of the clear sky radiance was verified by the microwave 
radiometer measurements of the water vapour path {see later. Figure (4.20)}. 
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4.3.4.5 Comparison of Water Vapour Path with Clear Sky Radiance 

A Microwave Radiometer (MWR) operates at CGBAPS on a routine basis for die retiieval of bodi 

Water Vapour Path (WVP) and Liquid Water Padi (LWP) (see Chapter 3). The IRR-measured Clear 

Sky Radiances (CSRs) decreased during die afternoon of 16 July 1993, and, as die primary emitting 

gas conttibuting to the clear sky radiance is water vapour (e.g. Piatt et al, 1998), the WVPs could be 

used to check the (cloud-free) IRR measurements. Also, this comparison was done because there was 

a possibility diat the WVPs could be used to provide a better parameterisation of a continuous value 

for the CSR than that described by equation (4.26) - and shown in Figure (4.18). 

The MWR measured WVPs are shown alongside surface measurements of water vapour 

mixing ratio measured at Cape Grim in Figure (4.19). These measurements indicate diat the WVP 

was decreasing over the course of the afternoon. It should be noted that one of these is a surface 

measurement and the other is a measurement of the water vapour column. It appears that the majority 

of the water vapour was in the boundary layer and that the boundary layer was well mixed. 

The measured WVPs were compared to the IRR-measured CSRs for the three periods when 

the sky was clear of clouds. The average ratio of WVP to CSR for these periods was 0-602 (g.cm-̂  

per W.m'^.sf'), and ranged from 0-591 - 0-619 (g.cm-^ per W.m-^sr'). The WVPs, IRR-measured 

CSRs, and the parameterisation of CSR given in the previous section are shown together in Figure 

(4.20). The WVPs were scaled by 0-6 for this plot. The plot shows that a linear parameterisation of 

CSR with WVP is reasonable. It was concluded that for this case there was nothing to be gained by 

including the WVPs in the parameterisation of the CSR. 
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Water Vapour Path (g.cm-2) and Surface Mixing Ratio (g.^-1 x 0.1) 

Surface Water Vapour Mixing Ratio 

14:00 14:30 15:00 15:30 

AEST 

16:00 16:30 17:00 

Figure 4.19. Microwave radiometer retrieved water vapour path (g.cm- ; upper lines), 
and water vapour mixing ratio (g kg'̂  x 0-1; lower lines) versus time. 

Clear Sky Radiance 

17:00 

Figure 4.20. Clear sky radiances (W m-̂  sr'*). The tiiree filled cfrcles are die IRR 
measured CSRs during die three clear periods. The sttaight line (dark) is the CSR 
parameterised as a function of time, and the two outside lines (Ught) show die 
uncertainties in that parameterisation. The noisy line represents die MWR measured 
WVPs (g cm-̂ ) scaled by 0-6. 
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4.3.4.6 Calculated Infrared Properties of Water Vapour 

In die LIRAD method the infrared fransmittance of die cloud-free air beneath the clouds is used to 

determine the attenuation of the zenith cloud radiances measured by ground-based radiometers. To do 

this, from the aircraft-measured height profiles of the water vapour mixing ratio, air pressure and 

temperature a dieoretical water vapour path, clear sky radiance, and infrared ttansmittance were 

calculated, and the infrared fransmittances were parameterised as a ftinction of the clear sky radiances 

(Piatt et al, 1985). The methods for determining these quantities are described in the following 

sections. 

Ffrst, infrared clear sky radiances were calculated for typical water vapour continuum mass 

absorption coefficients (k); the results are shown in Table 4.16. 

Table 4.16. Calculated clear sky infrared radiances from the aerological profiles 
k (cm^ g-' atm-') 

7-0 
7-5 
8-0 
8-5 
9 0 

CSR (W m-̂  sr ') 
0-47 
0-48 
0-49 
0-51 
0-52 

The WVP calculated from the same aerological profiles was 1-26 g.cm". These calculated properties 

were then compared with the measured properties. The average MWR-retrieved WVPs and thefr 

variabilities (standard deviations) were determined for the three clear sky periods described 

previously, and the results are shown in the Table 4.17. 

Table 4.17. MWR measured water vapour paths for the three clear sky periods 

Clear Sky 
Period from: to: 

WVP 
(g cm-̂ ) 

AWVP 
(g cm'̂ ) 

Number of 
Points 

1 
2 
3 

14:46 
15:34 
16:05 

14:52 
15:48 
16:10 

0-77 
0-70 
0-64 

0-04 
0-05 
0-04 

7 
15 
6 

The CSRs and WVPs measured during die three clear periods are summarised in Table 4.18. It is 

immediately apparent that the calculated WVP of 1-26 g cm"̂  is too high when compared with die 

MWR-rettieved result. Similarly, die calculated clear sky radiances are higher than the IRR-measured 

values. The IRR-measured CSRs and MWR-retiieved WVPs are known witii a certainty diat could 

not explain such high values for tiie calculated quantities. Inspection of tiie raw (unaveraged) 
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aerological measurements revealed die most likely cause for the discrepancy: the variability of 

humidity with height. It is likely that the profile of the water vapour mixing ratio averaged over a 

long frack over the sea to the west of Cape Grim was significantiy different from that which occurred 

dfrecdy over the Cape. (There were no aircraft measurements of a water vapour profile dfrecdy over 

Cape Grim). Thus, the average profile of the water vapour mixing ratio was adjusted and the resulting 

changes in the calculated infrared properties investigated to determine whether various calculated 

values of WVPs and CSRs could be brought to match those measured at Cape Grim. 

Table 4.18. Measured WVPs and CSRs during die Three Clear Periods 

Clear Period Measured WVP (g cm-̂ ) Measured CSR (W m'̂  s ~ 
1 
2 
3 

0-73-0-81 
0-65-0-75 
0-60-0-68 

0-45-0-53 
0-38-0-46 
0-35-0-43 

The surface water vapour nuxing ratio measured at Cape Grim was observed to be about 

about 5 g kg-'. The raw (unaveraged) aerological data showed that there was little variation in the 

mixing ratio in the boundary layer, and, it was also about 5 g kg-'. So the boundary layer 

measurements of the water vapour mixing ratio were assumed to be accurate. In fact only one 

adjustment to the mixing ratio profile could be found diat enabled a good match between the measured 

and calculated CSRs and WVPs, and that was to reduce the amount of water vapour in die free 

froposphere. This involved two steps - selection of the height of the top of the boundary layer, (TBL), 

and selection of a factor for reducing the mixing ratio above that height. 

When the atmosphere above die Udar was clear or nearly clear of clouds, the TBL was about 

1000-1100 m ASL, and this was determined easUy from the lidar retums from eitiier tiie boundary 

layer aerosol backscatter, or the cloud tops of partially ttansparent clouds. Up to about 16:30 AEST, 

die TBL ranged in height from about 1100-1150 m (diin clouds or clear), and after diat time the TBL 

increased to about 1100-1250 m or higher (thicker clouds). 

To simplify the calculations with die avaUable aerological data, die TBL was initially taken 

as 1180 m. The points in the water vapour mixing ratio profile above die TBL were reduced by a 

single factor until the calculated clear sky radiance and water vapour padi matched die measured 

values, as closely as possible. The results for 5 water vapour continuum mass absorption coefficients 

(k^ cm^.g-'.atm') are shown in Table 4.19. 
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Ky^ 

7-0 

7-5 
8-0 
8-5 
9 0 

WVP (g.cm"'') 

0-5 

0-403 
0-414 
0-425 
0-436 
0-447 

0-941 

04 

0-396 
0-407 
0-417 
0-428 
0-438 

0-877 

0-3 

0-390 
0-400 
0-410 
0-421 
0-431 

0-814 

0-2 

0-384 
0-395 
0-405 
0-415 
0-425 
0-751 

01 

0-380 
0-390 
0-400 
0-410 
0-420 

0-688 

0-05 

0-378 
0-388 
0-398 
0-408 
0-418 

0-656 

00 

0-376 
0-386 
0-396 
0-406 
0-416 

0-625 

The numbers in the top row of Table 4.19, in italics, show the factors by which the free fropospheric 

water vapourmixing ratios were reduced.. 

A comparison between the new (calculated) results in this table and the results of the 

measurements shown in Table 4.18, shows better agreement between the calculated and measured 

results where the free fropospheric water vapour was multiplied by a factor between 0 - 0-2. However, 

the measured CSR for clear period 1 now appears too high, and no reasonable adjustments of the 

aerological profiles could force a match between the measured and calculated CSRs and WVPs of tiiis 

period. As there was some rain just prior to this period, the IRR and MWR measurements may have 

been affected by precipitation. 

Inspection of both Tables 4.18 and 4.19 show that a good match occurs between the 

calculated and measured WVPs and CSRs for die clear periods 2 and 3, if the mixing ratio profile in 

the free ttoposphere is reduced by a significant fraction. The results of this process are shown 

graphically in Figure (4.21); the calculated WVPs and CSRs initially overestimated the measured 

values (RHS of plot). These calculated quantities and their uncertainties fell within those of the 

measured values (LHS of plot), once the water vapour mixing ratio profile above the TBL was 

reduced by a factor of 0 - 0-2. The tiiree sets of lines, close together, are the results for diree TBL 

heights: 1180 m, 1230 m, and 1270 m. It can be seen that an imprecise choice for the height of the 

TBL has little effect on the results. 
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Measured and Calculated Qear Sky Radiances 
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Figure 4.21. This plot shows values of CSR and WVP calculated from height profiles 
of the water vapour mixing ratios, and measured CSRs and WVPs by IRR and MWR 
(filled cfrcles). The variabilities are represented by the solid lines. 

Now, with a more realistic profile of the water vapour established, the clear afr infrared 

fransmittances and clear sky radiances were calculated, via the methods developed by Piatt et al 

(1984). These quantities were calculated with the following parameters varied to represent the fiiU 

range of conditions expected on the aftemoon of 16th July: (1) the TBL heights (1180 m, 1230 m, 

9 1 1 

1270 m), (2) the water vapour continuum mass absorption coefficients ik^), 7-0 - 9-0 cm g atm- , in 

steps of 0-5 cm^ g ' atm', (3) profiles of the water vapour mixing ratio above the TBL multiplied by 

die factors 0,0-1,0-2. 

The resulting calculated infrared fransmittances of the cloud-free afr (Tai,) and the clear sky 

radiances are shown in Figure (4.22), as well as the line of best fit used to parameterise the Tair as a 

function of CSR: 

Tair = - 0 • 2834 X CSR -i- 0 - 9859. (4.19) 

4-42 



Calculated Infrared Transmittance 

0.885 

0,86 

0.37 0.38 0.39 0.40 0.41 

Infrared Radiance (W.nt-2.sr-l) 

0.42 0.43 0.44 

Figure 4.22. Infrared fransmittances and clear sky radiances calculated for a number of 
modelled height profiles of water vapour. Also shown is the line of best fit. 

Water Vapour Mixing Ratio (Cape Grim) 

500 1000 1500 2000 2500 3000 

Height (m) 

3500 4000 4500 5000 

Figure 4.23. Height profile of the water vapour mixing ratio over Cape Grim on the 
aftemoon of 16 July 1993, determined from botii CSRs (IRR) and WVPs (MWR) 
measured at Cape Grim, and afrcraft measurements made over die sea to die west of 
Cape Grim. 
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The parameterised Tair is not forced to equal unity when the CSR is zero, as the calculated Tair is only 

requfred for die LIRAD analysis for die range of CSRs shown in Figure (4.21): diat is, for radiances 

from 0-37 lo 0-44 W m-̂  sr ' . 

The resulting profile of the water vapour mixing ratio over Cape Grim is shown in Figure 

(4.23), and the profile of cumulative water vapour path (integrated from the elevation of Cape Grim 

upwards) is shown in Figure (4.24). It was from these profiles that a profile of the cumulative clear 

air radiance {Figure (4.25)}, and a profile of the cumulative clear air infrared fransmittance were 

calculated {Figure (4.26)}. These profiles of the clear air radiance and fransmittance were necessary 

for determining the fransfer of the clear air infrared emission from above the sttatocumulus clouds, 

through the clouds and to the surface. The calculated profiles of clear afr radiance and fransmittance 

were parameterised as a linear function of height and covering the heights of cloud base, to enable 

ease of computation for analysis of the LIRAD data: these parameterisations are also shown in Figures 

(4.25) and (4.26). 
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Cumulative Water Vapour Path 

500 1000 1500 2000 2500 3000 

Height (m) 

3500 4000 4500 5000 

Figure 4.24. Cumulative water vapour path (g cm-̂ ) (integrating upwards from the 
elevation of Cape Grim), versus height in mefres, and calculated from the profile of 
mixing ratio shown in Figure (4.23). 

Cumulative Clear Sky Radiance 
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Figure 4.25. Cumulative clear sky radiance (W m-̂  sr') integrated from the surface and 
upwards (solid Une increasing from a height of 90 mefres, die elevation of Cape Grim). 
The cumulative radiances (open cfrcles) decreasing from above 0-4 (W m sr ) are 
diose integrated from die top of die attnosphere and downwards. Also shown is a 
parameterisation of the decreasing radiances (dashed line). 
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Cumulative Clear Air Infrared Transmittance 
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Figure 4.26. Cumulative infrared fransmittance of die clear afr, integrated upwards 
from tiie surface (elevation of Cape Grim). A parameterisation of the ttansmittance in 
the height regions where the sfratocumulus clouds were observed is shown by the 
dashed line. 

4.3.4.7 Estimate of Infrared Scattering using the DISORT Program 

The measured infrared radiances of clouds consist of a thermally emitted component, (L,), a 

component due to the scattering of infrared radiation witiiin die clouds, ('internal scattering' L,), and a 

component due to thermal radiation emitted by the earth's surface and reflected downwards by the 

clouds (Lr), e.g. Piatt and Stephens (1980); see also section A2.7.6 of diis tiiesis. Some estimates of 

diese scattered components were requfred to determine die infrared absorption optical depdis (Xi) and 

emittances (e) from the LIRAD measurements of the sfratocumulus clouds. The radiance components 

comprised approximately 5 % of the total and so were estimated using die scattering program 

'DISORT. 

To estimate the amount of infrared scattering in the measured radiances the DlScrete-

Ordinates Radiative Transfer (DISORT) program (Stamnes et al, 1993) was used to model a water 

droplet cloud witii the properties shown in Table 4.20. A Henyey Greenstein phase ftinction was used 

witii tiie asymmetty parameter (g) varied to investigate die sensitivity of the results to varying degrees 

of forward scattering {e.g., see Stephens (1979) for typical values oig]. The cloud and earth surface 

temperattires were chosen to match measured temperatures. The optical deptii of tiie boundary layer 

was calculated from airbome measurements of water vapour and aerosols. 
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0-8, 0-85, 0-9 e.g. Stephens, 1979; Stephens, 1994. 

See section A2.7.6. 

Table 4.20. Parameter settings for cloud infrared radiances calculated by DISORT. 

Quantity: Value: References and comments: 
Assymetry parameter (g) 
Single scattering albedo (C5) 0-5 
Cloud optical depths (ti) 1,5 
Cloud temperature 274K 
Earth surface temp. 290K 
Boundary layer temp. 282K 
Infrared optical depth of boundary layer 0-05 
Number of sfreams (scattering angles) 16 
Wavelength band for calcs. 10-12 pm 

See Stamnes et al, 1993. 

Following the calculation of the radiances by DISORT the reflectances were determined by. 

« . = ^ ^ (4.20) 

where Lc is the downward radiance at cloud base for an earth surface temperature of 290K, (recall that 

Lc= Li + Ls + Lr), and Lc'is the downward radiance for zero upwelling radiance at cloud base; Le., 

earth surface temperature set to OK. The radiances and reflectances calculated by the DISORT 

program for a thin cloud (ti = 1) and a thick cloud (ti = 5) are shown in Tables 4.21 and 4.22 

respectively. The radiance L+ is the upwelling radiance at cloud base. The flux reflectances (Rf) are 

also given in the table. The reflectances shown in Table 4.22 agree reasonably well with those 

determined in the study of radiative fransfer in thick water clouds by Yamamoto et al (1970), and 

Paltridge and Piatt (1976). 

Table 4.21. Radiances (W m'̂  sr ') and reflectances for tj = 1. 

T.^ (K) L^ RL RF 

0-80 
0-80 
0-85 
0-85 
0-90 
0-90 

0 
290 

0 
290 

0 
290 

0-00 
16-4 
0-00 
16-4 
0-00 
16-4 

5-20 
5-39 
513 
5-26 
5-06 
5-15 

3-46% 

2-49% 

1-59% 

6-92% 

5-36% 

3-70% 

Table 4.22. Radiances (W m-̂  sr ') and reflectances for ti = 5. 

J. Ts(K) L^ Lc RL RF 

0-80 
0-80 
0-85 
0-85 
0-90 
0-90 

0 
290 

0 
290 

0 
290 

000 
16-4 
0-00 
16-4 
0-00 
16-4 

11-7 
12-0 
11-7 
11-9 
11-7 
11-8 

2-02% 

1-43% 

0-90% 

4-70% 

3-59% 

2.43% 
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A satisfactory method for determining the amount of intemal scattering (L,) could not be 

determined. Intuitively, for thin clouds, the value of L,. should be positive because radiances are 

scattered into die downward beam from longer (slant) path lengths than die shorter zenith path lengths 

from which radiation is scattered out of the beam. For thick clouds the zenith radiances are black, so 

as much radiation is scattered out of the downward beam as is scattered into it from slant paths, 

therefore Lg should be approximately zero. In short, for thick clouds e = 1 - r. This is a basic test that 

can be applied to any theoretical determinations of L^. Further theoretical studies of the infrared 

scattering in water droplet clouds are required to calculate L, for sttatocumulus clouds. 

Although little was known about L, an estimate of this quantity was requfred for the analysis 

of the LIRAD data, because it was found that (by trial and error) the choice of L̂  + L, had a significant 

effect on the retrieval of rja and the statistics of X; and e. Thus a lower boundary for Lr + Lj was 

estimated by inspection of the reflectances given in Tables 4.21 and 4.22. The first trial of the LIRAD 

algorithm used as a lower boundary for the scattered components, 

(Lr + Ls) = (0-03 + 0-02) X L„ (4.21) 

and as an upper boundary, 

(L, + L,) = (0-05 +0-02) X Li. (4.22) 

This upper boundary allows for a small but significant increase in the fraction of the measured 

radiances due to internal scattering. The LIRAD results for these two estimates of die infrared 

scattering will be presented later. 
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4.3.4.8 Application of the LIRAD Method to Low Water Droplet Clouds 

The basic parts of the LIRAD method are standard as described by Piatt et al (1998) and in section 

2.3 of this thesis, but some modifications were required for the analysis of the LIRAD measurements 

of the low boundary layer clouds and these are described in the following paragraphs. 

The infrared radiometer measured radiances by water vapour from above cirms clouds is 

negligible. Thus in LIRAD studies of cfrms clouds the downwelling radiance by the water vapour 

may be calculated from the entire water vapour column, and the radiances by the clouds are reduced 

by the water vapour infrared fransmittance (Tair) also calculated for the entire column. Boundary layer 

clouds exist at heights of up to about 2000 m ASL and therefore are likely to exist well inside the 

primary mass of water vapour, and this was found to be so for this study. In this study the ttansfer of 

the measured radiances by water vapour above the thinner sfratocumulus clouds was significant. A 

minor change to the LIRAD method was that the downwelling cloud radiances were reduced only by 

Tair calculated up to cloud base, (and not calculated for the entire water vapour column as in the cfrms 

studies). 

In previous LIRAD studies the intemal scattering and the reflection of terrestrial radiation 

were calculated separately (e.g. Piatt and Stephens, 1980). In this study there was no attempt to 

calculate these quantities separately: the total effect of infrared scattering was determined for the 

measured downwelling radiances (section 4.3.4.7). This is a significant improvement to the LIRAD 

method. 

The methods for calculating x' which accounted for attenuation of the Udar pulse in the 

clouds due to molecular scattering were new (section 4.3.4.3). These approximations were 

satisfactory for this study because the boundary layer clouds were thin. The molecular extinction in 

these (geometiically) thin clouds was small, however for deeper clouds such as cirms these 

approximations may not be satisfactory. 

The LIRAD analysis method is described here briefly. First, in die preceding sections, die 

measured total infrared radiances (Lg) were reduced to cloud infrared absorption radiances (L,) after 

elimination of the effects due to emission from the clear afr below and above die clouds, and by 

elimination of the effects due to infrared scattering. 

The primary inputs to die LIRAD algorithm were then tiie cloud absorption radiances, and 

die calibrated lidar profiles of X- The microphysical properties of tiie clouds modified by the multiple 
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scatter factor (ri), Le., the extinction-to-backscatter ratio (7/5) and the visible extinction-to-infrared 

absorption ratio (TJOC), were assumed homogeneous throughout each profile of X- Initial estimates of 

TjS and Tja were used to invert each profile of x for infrared absorption. The estimate of T]S was 

already known with good certainty, and obtained from the values of maximum x^- If the ;f'value of a 

profile was greater than the estimate of TJS, then TJS was increased to equal the value of j ^ " ' 

A cloud radiance was calculated from each infrared absorption profile and compared with the 

simultaneously measured cloud radiance. The estimate of rja was adjusted and the absorption profile 

recalculated until the radiance calculated from this profile matched the measured radiance to a desfred 

accuracy. This was done for all the profiles of ;if and the measured radiances. The final results were, 

for each profile, the microphysical quantities rjS and rjcx, visible and infrared optical depths, and the 

calculated infrared emittances. 
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4.4 LIRAD Measurements of 8 February 1995 (SOCEX2) 

4.4.1 Introduction 

The Udar profiles obtained witii tiie MiniUdar used during S0CEX2 were of insufficient quality for 

the detection of backscatter by aerosols and molecules {see Figure (4.1)}. Therefore the profiles 

obtained with the Minilidar could not be calibrated by a fit to a modelled molecular profile, as was 

done for the SOCEXl data. However an analysis of some LIRAD data selected from one day of the 

S0CEX2 dataset was carried out to provide an indication of the distribution of the optical depths of 

the sununer clouds. This was achieved by using the Minilidar retums from the thickest (water 

droplet) sttatocumulus clouds to calibrate the Minilidar. This calibration is described shortly. 

The most number of LIRAD measurements of marine boundary layer clouds obtained on a 

single day for all of SOCEX were those of 8 Febmary 1995 (6189 measurements). There were 3548 

LIRAD measurements of sttatocumulus clouds and 2641 measurements of lower cumulus clouds. 

The cumulus cloud measurements were discarded from the LIRAD analysis by inspection of the cloud 

heights obtained from the Minilidar measurements (5.4.1). 

4.4.2 Comparisons Between the Mie Properties of Stratocumulus Clouds for the 

Nd:YAG Laser Wavelengths 1064 nm and 532 nm 

The Minilidar Nd:YAG laser operated at die fundamental wavelengdi 1064 nm, twice that of die 

Maxilidar used during SOCEXl. The method of calibration of the Minilidar (see next section) 

assumed that the differences in the optical properties of the sfratocumulus clouds at tiiese two 

wavelengths were insignificant. There were some differences in die cloud optical properties between 

the two wavelengths and these are investigated in the following. 

The 353 FSSP measured DSDs of the clouds observed on 16 July 1993 were used to compare 

die cloud properties at the two wavelengths 1064 nm and 532 nm. (These DSDs are given later, 

section 5.3.3). The DSDs were measured at depdis into die clouds ranging from cloud base to about 

450 m into die clouds, so there is a wide variation in tiiefr properties (e.g. effective radu) for a 

comparison of the optical properties at the two wavelengths. 
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Figure 4.27. Extinction-to-backscatter ratios (5 sr) for the wavelength 1064 nm versus 
those for the wavelength 532 nm. These values were calculated using the FSSP 
measured DSDs of Flight 8, 16 July 1993. Most of die variation here is due to large 
variations in the backscatter coefficients. 

The visible extinction and backscatter coefficients for these DSDs were determined from Mie 

computations. Near the heights of cloud base (smaUer effective radii) die extinction at the wavelength 

1064 nm was about 5% higher than the 532 nm extinction. Deeper into the clouds this difference 

decreased to about 2% (larger effective radu). The backscatter coefficient at 1064 nm varied between 

about -f6% and -8% of the backscatter at 532 nm. Similarly, the extinction-to-backscatter ratios at 

1064 nm varied between -5% and +12% of the values at 532 nm. On average, 5(1064 nm) was greater 

dian 5(532 nm) by +2-9%. A plot of 5(1064 nm) versus 5(532 nm) is shown in Figure (4.27). 

The ratios of visible extinction to infrared absorption, (a, wavelengths 1064 nm : 10-84 pm), 

varied from +5% of a (532 nm : 10-84 pm) near cloud base, to about +2% deeper into die clouds. 

The variations in these ratios of a were much less tiian the ratios of 5 . The larger variations in the 

values of 5 was due to the large variations in the backscatter coefficients. 

4.4.3 Calibration of the Minilidar 

The measurements of the clouds observed on 16 July 1993 showed tiiat there were only small 

variations in die retiieved 7/5 for die thicker clouds observed on diat day (see later, section 5.3.4.2), as 

well as only small variations in the microphysical properties 5 and a determined from die in situ 

measurements (section 5.3.3). These small variations in all of (T^S), 5 and a meant tiiat tiie lidar 

4-52 



retums from the thickest water droplet clouds could be used to calibrate die Minilidar. This was done 

by assuming tiiat the value for r]S for tiie S0CEX2 clouds was the same as tiiat found for SOCEXl. 

First, a test was carried out to determine whether this assumption was valid; die test is described 

below. 

To test for possible large changes in 5 for die summer cloud DSDs, some calculations were 

made using some of the information from Boers et al (1996) (for Flight 8 of 16 July 1993, SOCEXl), 

and from Boers et al (1998) (for Flight 9 of 8 Febmary 1995, S0CEX2). The effective radius of a 

typical winter cloud DSD observed on 16 July 1993 (SOCEXl) was reduced from 9-2 pm to 6-2 pm 

and die droplet concenfration doubled from 43 cm-̂  to 86 cm-^ to match the properties of die DSDs 

observed on 8 Febmary 1995 (S0CEX2), approximately. This decrease in the effective radius 

combined with a doubled droplet concenfration caused an increase in 5, but only by about 0-4%. In 

summary, "nS for the S0CEX2 (sununer) clouds was assigned approximately the same value retrieved 

from the analysis of the LIRAD winter clouds data due to the low signal-to-noise ratio of the 

Minilidar signal profiles, the small variations in 5, and because values of r| could not be obtained 

without further extensive calculations of the multiple scattering in the lidar returns. That is, 14-5 sr 

(section 5.3.4.2), plus 2-9% to account for the difference due to die wavelength 1064 nm being used. 

Therefore the final value used for the calibration was 14-9 sr (r| was assumed unchanged). 

The value of r| determined from die LIRAD study of the SOCEXl data was 0-76 ± 0-03 for 

cloud depths greater than approximately 1 (see later, section 5.3.4.7). The value of r| for ty > 1 

determined by Piatt (1981) for Deirmendjian's (1969) modelled CI cloud was approximately 0-7. 

Some differences between these values of TI are expected because the theoretical study by Piatt (1981) 

was different in many respects from the experimental study described in this thesis. (Multiple 

scattering is discussed in more detail in Chapter 5). So, prima facie, at least for the water droplet 

clouds of about ty > 1, it was not an unreasonable assumption that the differences in t] between the 

SOCEXl and S0CEX2 measurements were insignificant for die analysis of tiiis dataset. Further 

studies of the multiple scattering in lidar retums from water droplet clouds are requfred to determine 

the effects of multiple scattering on the lidar measurements of SOCEXl and S0CEX2. 
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4.4.4 Clear Sky Radiances and Infrared Transmittances 

The measured clear sky radiances were determined by inspection of the lidar and infrared radiometer 

data (cf. section 4.3.4.4). A linear regression between tiiese data was used to calculate the cloud-free 

infrared radiances in terms of the continuously measured water vapour paths {Figure (4.28)}. These 

'clear sky' radiances were required to determine the cloud radiances. 

The measured clear sky radiances are also shown in Figure (4.29) (filled circles), as well as 

the clear sky radiances derived from the microwave radiometer measurements of water vapour path 

(noisy curve). The modelled continuous clear sky radiances are shown by the solid lines in the same 

figure: between 0800EST and 1600EST die radiances have been modeUed by a line of best fit through 

the radiances derived from the microwave radiometer measurements. The average radiance derived 

from the nucrowave radiometer measurements after 1830EST were used to model the clear sky 

radiances after 1830EST. A sfraight and level line was used to model the radiances between 1600EST 

and 1830EST by connecting the two other sfraight lines. 

Given that the maximum measured total radiances from the cloudy marine boundary layer 

was 2-5 W m'̂  sr', the errors in the final cloud radiances due to these modelled clear sky radiances are 

about ± 2% for the thickest clouds. The error increases for some of the thinner clouds, and this 

contributes to the large variabUity in the LIRAD results for the thinner clouds. (The uncertainties are 

investigated later in section 5.4). 

It is recalled that in the calculations of the water vapour padis and clear sky radiances 

determined for Cape Grim on 16 July 1993 (SOCEXl), some adjusttnents were requfred to die 

supplied data representing tiie height profiles of water vapour. The adjustments were requfred to 

determine the infrared properties of the water vapour over Cape Grim (section 4.3.4.6), and similar 

adjustments were made for the S0CEX2 data. 

The water vapour mixing ratio data supplied for diis study, representing the height profile of 

die water vapour mixing ratio, was not representative of the water vapour over Cape Grim because 

above 2300 m (above tiie maximum height flown by tiie SOCEX F-27 afrcraft), tiie water vapour 

mixing ratios were taken from radiosonde measurements made several hundred kilomefres away. The 

height profile of die water vapour mixing ratios obtained from the airbome dataset is shown in Figure 

(4.30). (The height of the boundary layer was approximately 1760 m). 
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To achieve a reasonable match between the measured and calculated clear sky radiances and 

water vapour paths, some combinations of factors were used to reduce the amounts of water vapour in 

and above the boundary layer. These combinations of factors are shown in Table 4.23 below, as well 

as the calculated clear sky radiances and water vapour paths. The factors for reducing the mixing ratio 

(F) are given in die first two colunms. The clear sky radiances have been calculated for two water 

vapour continuum mass absorption coefficients (ky), (cf. section 4.3.4.6). The units of the Clear Sky 

Radiances (CSRs) are W m'̂  sr', the units of k^ are cm^ g' atm"'. The measured and calculated 

quantities are shown in Figure (4.31). 

F(B .Layer) 

1 
1 
1 

0.9 
0.9 
0.8 
0.8 
0.7 

F(Free Trop.) 
0.2 
0.5 
0.7 
0.2 
0.5 
0.2 
0.5 
0.5 

WVP g cm-̂  

1.1 
1.33 
1.48 
1.01 
1.24 

0.912 
1.14 
1.05 

CSR(k^ 7) 

0.395 
0.412 
0.427 
0.356 
0.373 
0.319 
0.337 
0.303 

CSR(k^ 9) 
0.446 
0.465 
0.483 
0.398 
0.417 
0.353 
0.373 
0.333 
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Water Vapour Path vs. Clear Sky Radiance 
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CSR (W.ni-2jir-l) 
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Figure 4.28. WVPs measured by MWR vs. CSRs measured by IRR, (circles), and a 
linear regression between these data. 

Clear Sky Radiances (8 February 1995) 
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Figure 4.29. Clear sky radiances measured by the infrared radiometer (fiUed cfrcles), 
clear sky radiances determined from the microwave radiometer measured water vapour 
paths (grey and noisy curve), and the modelled continuous clear sky radiance (solid 
Une). 
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Height Profiles of Water Vapour Mixing Ratio 
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Figure 4.30. Height profiles of the water vapour mixing ratio. The upper profile (open 
circles) above 2300 m contains is data obtained from distant radiosonde measurements. 
The lower profile (filled cfrcles) was deduced from aerological measurements made 
aboard the SOCEX afrcraft, and measurements of water vapour paths and clear sky 
radiances at Cape Grim. 

Gear Sky Radiances vs. Water Vapour Paths 

0.7 0.8 0.9 1 1.1 1-2 1-3 

Water Vapour Paths (g.ciiir2) 

1.4 

Figure 4.31. Measured clear sky radiances and water vapour padis (filled circles) and 
calculated values (open cfrcles). The calculated quantities are given in Table 4.23. 
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The infrared fransmittances and clear sky radiances given in Table 4.23 and shown in Figure 

(4.31), and the parameterisation of the infrared fransmittances, are shown in Figure (4.32). This 

parameterisation was used in the LIRAD analysis method to determine the infrared fransmittance of 

the water vapour up to cloud base (cf. 4.3.4.7). 

The analysis of this LIRAD S0CEX2 dataset was basic when compared to that for SOCEXl, 

and this was because the quality of the S0CEX2 results was limited by the low signal-to-noise ratio of 

the minilidar. So the downwelling infrared radiances from the water vapour from above these higher 

clouds, which would only have a small effect on the results, were not considered. The uncertainties in 

die final LIRAD results are investigated in section 5.4. 

Infrared Transmittance vs. Clear Sky Radiance 

0.3 0.32 0.34 0.36 0.38 0.4 0.42 0.44 

Qear Sky Radiance (W.m-2.sr-l) 

0.46 0.48 

Figure 4.32. Calculated infrared ttansmittances of cloud-free afr versus calculated clear 
sky radiances (open cfrcles), and a line of best fit. The gradient is -0-370 and die offset 

0-988. 
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5. Results 

5.1 Introduction 

The results of the analyses of some of the lidar and infrared radiometer measurements of the marine 

boundary layer clouds observed overhead Cape Grim during the winter and summer phases of 

SOCEX, are given in diis chapter. The heights of these clouds, which were determined from die lidar 

measurements, are given in section 5.2. 

On the afternoon of 16 July 1993 the marine sttatocumulus clouds overhead Cape Grim were 

measured by the lidar and infrared radiometer without intermption from rain. Also, during this 

period, the microphysics of similar clouds were being measured in situ by instmments mounted 

aboard a Fokker F-27 afrcraft, which flew over the sea and upwind to the west of Cape Grim. Thus, 

because of fine weather conditions at Cape Grim, the simultaneous LIRAD and in situ measurements, 

and the clean air (baseline) conditions, the clouds observed by LIRAD on 16 July 1993 from 

approximately 1430 - 1700 EST became the focus of study for this thesis. The results for the 

microphysical and optical properties of the non-precipitating marine sfratocumulus clouds determined 

from the measurements of 16 July 1993 (SOCEXl) are given in section 5.3. The cloud heights 

determined from the lidar data of this day are shown in more detail in section 5.3.2; these heights by 

lidar provided an initial inspection of the types, precipitation and geometrical stracture of the clouds. 

The results for some of the microphysical properties of the clouds observed on 16 July 1993 are given 

in section 5.3.4, and the results of the LIRAD method are given in section 5.3.5. 

The microphysics of the clouds observed during SOCEX, including on 16 July 1993, were 

investigated dioroughly by Boers et al (1996) and Boers et al (1998). The properties of the clouds 

determined from die in situ measurements of 16 July 1993 are presented here, ffrst to assist in the 

interpretation of the results of die LIRAD measurements (Cape Grim), and secondly for die retrieval 

of the multiple scatter factor ("n) by a comparison of some of tiie in situ properties with the LIRAD 

results. Also, all diese in situ results were considered important for any comparisons that may be 

made in future. 

The results of a shorter study of the LIRAD measurements of 8 Febmary 1995 (S0CEX2) 

are given in section 5.4. 
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5.2 Lidar Observations of Cloud Heights During SOCEX 

The heights of cloud base and apparent cloud top were determined from die lidar measurements made 

at Cape Grim during SOCEXl (winter) and S0CEX2 (sununer) by Pickett et al (1996). Some of 

these heights are shown in Figures 5.1a to 5.2c. 

The heights of some of the decks of (mainly) non-precipitating sttatocumulus clouds 

observed during SOCEXl are shown in Figures 5.1a - 5.1c. On 10 July 1993 (Figure 5.1a) at about 

1330 EST and about 1600 EST, the large apparent depdis caused by the spuriously low heights of 

cloud base are due to backscatter by precipitation. There is a wider variation in tiie apparent depths of 

die non-precipitating clouds observed on 16 July 1993 (Figure 5.1b). There is also a wide variation in 

the apparent depths of the clouds observed on 18 July 1993 (Figure 5.1c). 

The heights of some sttatocumulus and cumulus clouds observed for one hour on three days 

during SOCEX2 are shown in Figures 5.2a - 5.2c. The cloud height regime of a deck of 

sttatocumulus clouds with underlying broken cumulus clouds seen by inspection of these figures was 

typical for SOCEX2. In Figure 5.2a (6 Febmary 1995) the sttatocumulus clouds are seen to occupy 

the height region 1500 - 2000 m and cumulus exists at approximately 1000 m. On 7 Febmary 1995 

from 0630 - 0730 EST the high apparent depths are probably due to precipitation (Figure 5.2b): 

between 0655 - 0725 EST, the average apparent cloud top of these data is 1660 m ± 200 m. 

On 8 Febmary 1995, (Figure 5.2c), die lower heights of cloud base between approximately 

1020 - 1040 EST, with no corresponding changes in the apparent depths of the clouds, indicates these 

thick clouds fully attenuated the lidar pulse. 
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Cloud Heights and Apparent Depths (10 July 1993) 

1600 

Figure 5.1a. Lidar-retiieved cloud heights of sttatocumulus clouds observed over Cape 
Grim on 10 July 1993 (SOCEXl). The upper curves (grey) show the heights of cloud 
base and apparent cloud tops. The lower curve (black) shows the apparent depths (m) of 
the clouds. 

Cloud Heights and Apparent Depths (16 July 1993) 
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Figure 5.1b. Lidar-retrieved cloud heights of sttatocumulus clouds observed over Cape 
Grim on 16 July 1993 (SOCEXl). The upper curves (grey) show die heights of cloud 
base and apparent cloud tops. The lower curve (black) shows the apparent depths (m) 
of the clouds. 
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Cloud Heighte and Apparent Depths (18 July 1993) 
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Figure 5.1c. Lidar-retrieved cloud heights of sttatocumulus clouds observed over Cape 
Grim on 18 July 1993 (SOCEXl). The upper curves (grey) show the heights of cloud 
base and apparent cloud tops. The lower curve (black) shows the apparent depths (m) 
of the clouds. 

Cloud Heights and Apparent Depths (6 February 1995) 
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Figure 5.2a. Lidar-retiieved cloud heights of sttatocumulus clouds observed over Cape 
Grim on 6 Febmary 1995 (SOCEX2). The upper curves (grey) show die heights of 
cloud base and apparent cloud tops. The lower curve (black) shows the apparent depths 
(m) of the clouds. 
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Cloud Heights and Apparent Depths (7 February 1995) 

7:30 

Figure 5.2b. Lidar-retrieved cloud heights of sttatocumulus clouds observed over Cape 
Grim on 7 Febmary 1995 (S0CEX2). The upper curves (grey) show the heights of 
cloud base and apparent cloud tops. The lower curve (black) shows the apparent depths 
(m) of the clouds. The lower indicated cloud base of the sttatocumulus clouds is 
probably due to drizzle. 

Cloud Heights and Apparent Depths (8 February 1995) 
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Figure 5.2c. Lidar-retrieved cloud heights of sttatocumulus clouds observed over Cape 
Grim on 8 Febmary 1995 (S0CEX2). The upper curves (grey) show the heights of 
cloud base and apparent cloud tops. The lower curve (black) shows the apparent depths 
(m) of the clouds. 
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The disttibutions of the heights of lowest cloud base for all the SOCEX data are shown in 

Figure 5.3. The results of the lowest height bin, 0 - 200 m, were affected by rain intermpting the 

measurements. Although the winter cloud heights were more heavily influenced by precipitation dian 

in the summer, and diese disttibutions show only the lowest cloud base, die results agree witii what is 

expected based on atinospheric physics. That is, holding afr pressure and humidity constant, die 

lifting condensation level is higher in warmer conditions. However the data set investigated here is 

too small to draw conclusions on seasonal differences in the cloud heights. 

The cloud height statistics were then recalculated only for periods during which the afr mass 

over Cape Grim was of maritime origin ('baseline' conditions; see section 3.1.2). The peaks in the 

distribution of the heights of cloud base for die summer (1600 - 1800 m) and winter (800 - 1000 m) 

are due to sfratocumulus. The peak in the summer distribution in tiie 1000 - 1200 m height bin is 

mainly due to cumulus. Two notable results of the baseline statistics were the lower incidence of 

clouds and precipitation in the lower height bins and the absence of clouds above about 2000 m 

(Figure 5.4). The clouds at a height of approximately 3000 m in the all-weather conditions result were 

altosfratus clouds - and they were much less likely to exist in baseline conditions. In general, the free 

ttoposphere above the maritime sfratocumulus clouds was cloud-free in baseline conditions during 

both seasonal phases of SOCEX: this was probably due to the subsidence of air under advancing high 

pressure systems. This result of a cloud-free froposphere in the baseline conditions was verified from 

extensive photographic and visual observations made aboard the F-27 afrcraft. 

5.3 Properties of Clouds Observed on 16 July 1993 (SOCEXl) 

5.3.1 Introduction 

On the afternoon of 16 July 1993 die marine sfratocumulus clouds overhead Cape Grim were 

measured by the lidar and infrared radiometer without intermption from rain (this was illusttated 

previously in Figure 5.Lb). Thus, because of the fine weather conditions at Cape Grim, the 

simultaneous LIRAD and in situ measurements and the clean afr (baseline) conditions, die clouds 

observed by LIRAD on diis day from approximately 1430 - 1700 EST became die focus of sttidy for 

this thesis. 
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Heights of Cloud Base (AU Air Conditions) 
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Figure 5.3. Heights of the lowest cloud base for all weather conditions for SOCEXl 
and S0CEX2. Heights were recorded up to the 7600-7800 m height bin, but few clouds 
were detected above 4000 m so these have been excluded from this figure. The areas 
under the curves have been normalised to unity. 
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Figure 5.4. Heights of lowest cloud base for maritime-afr conditions only, for botii 
phases of SOCEX. The areas under the curves have been normalised to unity. 
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5.3.2 Lidar Observations of Cloud Heights on 16 July 1993 (In Detail) 

The heights of the clouds for the period 1430 - 1700 EST are illusfrated in greater detail in Figures 

5.5a and 5.5b. Four decks of clouds were identified, separated by 3 cloud-free ('clear') periods: the 

lidar retums from clear air were used for die calibration (4.3.3.9). Also, die clear periods determined 

from the lidar measurements were used to identify die infrared radiometer measured radiances of the 

clear afr (4.3.4.4). The clear and cloudy periods analysed are given in Table 5.1. 

Table 5.1. Cloud decks and clear periods observed on 16 July 1993. 
Deck Start time End time Period Lidar shots 

1 
clear 

2 
clear 

3 
clear 

4 

14:52:04 

15:34:59 

15:48:59 

16:08:23 

16:09:33 

16:32:59 

16:34:56 

15:34:48 

15:46:49 

16:08:13 

16:09:23 

16:32:49 

16:33:39 

17:02:29 

0:42:44 

0:11:50 

0:19:14 

0:01:00 

0:23:16 

0:00:40 

0:27:33 

216 
20 
83 
7 
145 
3 
170 

Some statistics of the cloud heights were calculated for each of the four cloud decks defined 

by the periods in Table 5.1: (1) average heights of cloud base (<Zb>), (2) average heights of die peak 

of die lidar cloud-signal (<Zp>), (3) die differences <Zp> - <Zb>, (4) average (apparent) cloud depdis 

(<h>). These results are shown in Table 5.2. 

Deck 

1 
2 
3 
4 

<Zb> 

997 
972 
880 
939 

<Zp> 

1032 

1035 
914 
979 

<Zp> - <Zb> 

35 
62 
33 
39 

<h> 

103 
137 
185 
241 
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Stratocumulus Cloud Heights (16 July 1993) 
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Figure 5.5a. Lidar measured heights of sfratocumulus clouds observed on 16 July 
1993. Heights of cloud base and apparent cloud tops are represented by horizontal bars, 
and the heights at which the peak lidar signals occurred are represented by cfrcles. 
Crosses indicate cloud-free afr. There was precipitation prior to approximately 1450 
EST. 

Stratocumuhis Cloud Heights (16 July 1993) 
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Figure 5.5b. Lidar measured heights of marine sfratocumulus clouds observed on 16 
July 1993 (1550 - 1710 EST). Heights of cloud base and apparent cloud tops are 
represented by horizontal bars, and die heights at which die peak lidar signals occurred 
are represented by cfrcles. Crosses indicate cloud-free afr. A deeper cloud deck passed 
overhead Cape Grim at approximately 1610 EST. 
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5.3.3 Microphysical and Optical Properties of Stratocumulus Clouds by the In 

Situ Scattering Probes (FSSP and 2D-C) On 16 July 1993 (Flight 8) 

5.3.3.1 Introduction 

The in situ liquid water and optical properties of the clouds calculated from the measured Droplet Size 

Disfributions (DSDs) are presented in this section. The DSDs were measured continually at various 

heights (z) in the boundary layer, in the clouds, and above the clouds by the Forward Scattering 

Specfrometer Probe (FSSP) and drizzle probe (2D-C) (see Chapter 3). The cloud measurements had 

to be exfracted first from these supplied specfrometer probe datasets. To do this, total droplet 

concenfrations (AT) were calculated for every DSD measured at height z. The FSSP-measured Â  were 

used to identify eight separate passes dirough the clouds, and these height-sections were labelled 

'cloud r through to 'cloud 8'. 

The cloud heights and depths are shown below in Table 5.3. The column labelled 'n(DSDs)' 

indicates the numbers of DSDs recorded. The measured DSDs were determined from layers of cloud 

approximately 7 m deep (see last column of the table). Averages (x) and variabiUties (± one standard 

deviation) are shown in the last row of the table. 

Table 5.3. Afrbome FSSP-measured cloud heights (SOCEXl, 16 July 1993, Flight 8) 
Cloud 
section 

1 
2 
3 
4 
5 
6 
7 
8 

x±s 

Cloud base 

(m) 
952 
997 
978 
1026 

1087 

993 
1063 

454 

1014 ±48 

Cloud top 

(m) 
1251 

1219 

1126 

1321 

1353 

1382 

1202 

904 

1265 + 91 

Depdi 

(m) 
300 
222 
148 
295 
267 
388 
139 

. 451 

251 ±89 

n(DSDs) 

43 
20 
21 
53 
45 
79 
19 
73 

44 ±24 

DSD depdi 

(m) 
7.0 
11 
7.1 
5.6 
5.9 
4.9 
7.3 
6.2 

6-9 ±1-9 

These clouds were observed by the F-27 insfruments over die sea from 12 to 72 nautical 

miles to die west of Cape Grim and did not pass over Cape Grim until about 1610 EST. The heights 

and depths of these clouds correspond well with the clouds measured by lidar (see previous section, 

5.3.2). For example, die heights of cloud base of the marine clouds (1 - 7) and diose measured over 
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Cape Grim are both approximately 1000 m ASL. The apparent depdis of die four cloud decks 

measured by lidar ranged from approximately 100 - 240 m and diese also match reasonably well to die 

depths of die marine clouds measured by the FSSP: 140 - 390 m. (The lidar signal was attenuated in 

the deeper clouds so the tme cloud top was not measured in these cases). 

Clouds 1-7 were measured over die sea, so that the properties of diese clouds were deduced 

separately from those of cloud 8, which was measured over land approximately 240 nm to die east and 

downwind of Cape Grim. The in situ data shows diat Cloud 8 was broken, lower and deeper dian 

clouds 1-7. In the sections to follow, sometimes only the in situ properties of die non-precipitating 

clouds, 1-3 and 5-7 were determined. This was to enable better comparisons with the LIRAD and 

microwave radiometer results for the non-precipitating clouds observed overhead Cape Grim. In the 

foUowing the in situ liquid water properties of the clouds are given in sections (5.3.3.2) to (5.3.3.6), 

and the in situ optical properties in sections (5.3.3.7) to (5.3.3.13). 

5.3.3.2 Droplet Size Distributions 

The DSDs of the cloud height-sections of clouds 1 - 8 are shown in the eight pafrs of figures labelled 

Figure 5.6 through to Figure 5.21. The first figures of the pafrs (e.g. Figure 5.6) show the entfre DSDs 

measured by both the FSSP and 2D-C, and these show the more numerous 'cloud droplet' mode with 

droplet radii ranging from about 1-20 pm and mode radii near 10 pm, and the less numerous 'drizzle 

droplet' mode with radii ranging from about 20 - 1000 pm. The DSDs over die FSSP measurement-

range only are shown in the second figures of the pairs (e.g. Figure 5.7). These figures clearly show 

the mode radii of the droplets increasing with height into the clouds. Later diis will be seen to cause 

an almost linear increase of extinction with height into the clouds. There appeared to be no 2D-C 

measurements for cloud 7: the data were all zero and the reason for this was not determined. Note the 

greater quantities of drizzle in cloud 4 (Figures 5.12 and 5.13) and die cloud observed over land, cloud 

8 (Figures 5.20 and 5.21). The DSDs for die 7 marine clouds were used to determine the Mie 

scattering properties of the clouds, which were important for understanding the lidar and LIRAD 

measurements and rettievals of the backscatter, extinction and optical depdis of die clouds observed 

over Cape Grim. Rettievals of the microphysical properties from these DSDs, combined with some of 

die LIRAD results enabled a rettieval of die multiple scatter factor (tj) for die clouds. These results 

will be described later in this chapter. 
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Qoud Droplet Size Distribution ('Cloud 1') 
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Figure 5.6. Cloud droplet size disttibutions measured by the FSSP and drizzle (2D-C) 
probes, of the cloud height-section labelled 'cloud 1'. The droplet concenttations n(r) 
(cm'̂ .pm"') versus droplet radius (pm) have been divided into 50 mette-deep layers into 
die cloud, starting with the lowest height layer (0 - 50 m). 
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Figure 5.7. Cloud droplet size disttibutions measured by die FSSP for the cloud 
height-section labelled 'cloud 1'. The droplet concenttations n(r) (cm^pm") versus 
droplet radius (pm) have been divided into 50 mette-deep layers into die cloud, starting 
with the lowest height layer (0 - 50 m). 
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Cloud Droplet Size Distribution ('Cloud 2') 
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Figure 5.8. Cloud droplet size distributions measured by the FSSP and drizzle (2D-C) 
probes, of the cloud height-section labelled 'cloud 2'. The droplet concenttations n(r) 
(cm'̂ .pm"') versus droplet radius (pm) have been divided into 50 mette-deep layers into 
the cloud, starting with the lowest height layer (0 - 50 m). 
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Figure 5.9. Cloud droplet size disttibutions measured by die FSSP for die cloud 
height-section labeUed 'cloud 2'. The droplet concenttations n(r) (cm"\pm") versus 
droplet radius (pm) have been divided into 50 mette-deep layers into die cloud, starting 
with the lowest height layer (0 - 50 m). 
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Cloud Droplet Distribution ('Qoud 3') 
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Figure 5.10. Cloud droplet size distributions measured by the FSSP and drizzle (2D-C) 
probes, of the cloud height-section labelled 'cloud 3'. The droplet concenttations n(r) 
(cm'̂ .pm"̂ ) versus droplet radius (pm) have been divided into 50 mette-deep layers into 
the cloud, starting with the lowest height layer (0 - 50 m). 
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Figure 5.11. Cloud droplet size disttibutions measured by die FSSP for the cloud 
height-section labelled 'cloud 3'. The droplet concenfrations n(r) (cmlpm"') versus 
droplet radius (pm) have been divided into 50 mefre-deep layers into die cloud, starting 
with the lowest height layer (0 - 50 m). 
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Cloud Droplet Size Distribution ('Cloud 4') 
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Figure 5.12. Cloud droplet size disfributions measured by the FSSP and drizzle (2D-C) 
probes, of the cloud height-section labelled 'cloud 4'. The droplet concenfrations n(r) 
(cm'̂ .pm"*) versus droplet radius (pm) have been divided into 50 mefre-deep layers into 
die cloud, starting with the lowest height layer (0 - 50 m). 
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Figure 5.13. Cloud droplet size disttibutions measured by the FSSP for the cloud 
height-section labelled 'cloud 4'. The droplet concenfrations n(r) (cm^pm- ) versus 
droplet radius (pm) have been divided into 50 mette-deep layers into die cloud, starting 
with die lowest height layer (0 - 50 m). 
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Cloud Droplet Size Distribution ('Cloud 5') 
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Figure 5.14. Cloud droplet size disttibutions measured by the FSSP and drizzle (2D-C) 
probes, of the cloud height-section labeUed 'cloud 5'. The droplet concenttations n(r) 
(cm'̂ .pm"̂ ) versus droplet radius (pm) have been divided into 50 mefre deep layers into 
the cloud, starting with the lowest height layer (0 - 50 m). 
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Figure 5.15. Cloud droplet size disttibutions measured by the FSSP for die cloud 
height-section labelled 'cloud 5'. The droplet concenttations n(r) (cm" pm") versus 
droplet radius (pm) have been divided into 50 mette-deep layers into die cloud, starting 
with the lowest height layer (0 - 50 m). 
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Qoud Droplet Size Distribution ('Cloud 6') 
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Figure 5.16. Cloud droplet size disttibutions measured by the FSSP and drizzle (2D-C) 
probes, of the cloud height-section labelled 'cloud 6'. TTie droplet concenfrations n(r) 
(cm'̂ .pm"') versus droplet radius (pm) have been divided into 50 mefre-deep layers into 
the cloud, starting with the lowest height layer (0 - 50 m). 
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Figure 5.17. Cloud droplet size disttibutions measured by die FSSP for die cloud 
height-section labelled 'cloud 6'. The droplet concenfrations n(r) (cmlpm"') versus 
droplet radius (pm) have been divided into 50 mefre-deep layers into die cloud, starting 
with the lowest height layer (0 - 50 m). 
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Cloud Droplet Size Distribution ('Cloud 7") 
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Figure 5.18. Cloud droplet size distributions measured by the FSSP of the cloud 
height-section labelled 'cloud 7'. There were no data for r > 25 pm; this may have been 
due to equipment failure. The droplet concenfrations n(r) (cm'^.pm') versus droplet 
radius (pm) have been divided into 50 mefre-deep layers into the cloud, starting with 
the lowest height layer (0 - 50 m). 
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Figure 5.19. Cloud droplet size disttibutions measured by die FSSP for die cloud 
height-section labeUed 'cloud 7'. The droplet concenttations n(r) (cm"^pm"') versus 
droplet radius (pm) have been divided into 50 mefre deep layers into die cloud, starting 
with the lowest height layer (0 - 50 m). 
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Figure 5.20. Cloud droplet size disttibutions measured by die FSSP and drizzle (2D-C) 
probes, of die cloud height-section labelled 'cloud 8'. The droplet concenfrations n(r) 
(cm'̂ .pm"') versus droplet radius (pm) have been divided into 50 mette deep layers into 
die cloud, starting with the lowest height layer (0 - 50 m). 
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Figure 5.21. Cloud droplet size disttibutions measured by the FSSP for the cloud 
height-section labelled 'cloud 8'. The droplet concenttations n(r) (cm .pm ) versus 
droplet radius (pm) have been divided into 50 mefre deep layers into die cloud, starting 
with the lowest height layer (0 - 50 m). 
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5.3.3.3 Droplet Concentrations 

The average droplet concenfrations (N) and standard deviations (̂ lAO of the clouds 1-8 were calculated 

from the DSDs shown in Figures (5.6) to (5.21) and are shown in Table 5.4. The numbers n are die 

numbers of measured DSDs for each cloud. 

Table 5.4. Total droplet concenfrations (N) for each measured cloud height-section. 
Cloud # A^(cm'̂ ) ^W(cm'^) n" 

1 42.3 6.51 43 
2 51.4 6.65 20 
3 48.1 10.7 21 
4 23.9 5.24 53 
5 40.4 8.11 45 
6 41.4 6.32 79 
7 38.7 7.93 19 
8 20.2 9.32 73 

The drizzling clouds, 8 (the inland cloud), and 4 (one of the marine clouds), had much lower droplet 

concenfrations: the lower droplet concenttations in the drizzling clouds are probably due to the water 

in those clouds existing in larger and therefore fewer droplets. 

Average droplet concenttations were calculated from all the measured DSDs for each 50 m 

layer from cloud base and are shown in Table 5.5. The results for the inland cloud 8 have been 

separated from those of the marine clouds 1-7; the average concenfrations for all clouds over each 

depth are shown in the last row. Data from this table are also shown in Figures 5.22 (clouds 1-7) and 

5.23 (cloud 8). 

The droplet concenfrations are reasonably constant with height. As the mode radii of the 

droplets increase with height into the clouds, the increasing extinction with depdi into these clouds (as 

will be seen later) is due to the increasing droplet size, and not to increasing droplet concenfration. 
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Table 5.5. Total droplet concenfrations (Â  i-̂ lAQ for clouds 1-7, and cloud 8. 

Depdi (m) 

000-050 
050-100 
100-150 
150-200 
200-250 
250-300 
300-350 
350-400 
400-450 

000-450 

A (̂cm-̂ ) 

37.5 
41.0 
39.3 
40.8 
36.9 
35.6 
42.0 
45.8 

-

39.1 

Clouds 1-7 

l̂A (̂cm-̂ ) 
11.8 
9.9 
10.1 
10.6 
8.7 
12.3 
11.0 
9.6 

-

10.6 

n 

Al 
50 
58 
39 
40 
28 
9 
9 
-

280 

A (̂cm-̂ ) 

20.0 
16.2 
16.6 
15.1 
16.5 

» 

24.7 
29.7 
32.8 

20.2 

Cloud 8 

AN (cm^) 
4.5 
5.2 
3.0 
3.5 
9.9 

. 

4.7 
11.7 
12.0 
9.3 

n 

10 
9 
7 
12 
15 

7 
5 
8 

73 
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Figure 5.22. Averaged total droplet concenttations (AO of the cloud height-sections 
'clouds 1-7', which were observed over the sea. The measures of variability (± AN) are 
± one standard deviation. 
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Total Droplet Concentrations (Cloud 8) 
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Figure 5.23. Averaged total droplet concenfrations (N) of the cloud layers in 'cloud 8', 
which was observed over the land. There were no measurements in die 250-300 m 
layer. The last datum shows the average N±AN over all heights. 

5.3.3.4 Cloud Droplet Effective Radius 

The effective droplet radii (a f̂. see equation A2.4) of clouds 1- 8 were calculated for aU the FSSP-

measured DSDs only, (Figure 5.24), and also for die combined FSSP and 2D-C-measured DSDs 

(Figure 5.25). Note the larger effective radu of the water droplets in die drizzling clouds 4 (marine) 

and cloud 8 (observed over land), particularly near cloud base (Figure 5.25). The FSSP appears to 

have measured larger droplets in die drizzUng marine cloud 4, (Figure 5.24), however this could be 

due to an error in die determination of die height of cloud base by (die afrbome) FSSP. 

These values of a,^ were dien averaged over 50 m deep layers into die clouds starting from 

cloud base. The average effective radu were calculated for die marine clouds 1-7 and die results are 

shown in Table 5.6 and Figure 5.26. The effective radu were recalculated widi the data for die 

drizzling (marine) cloud (4) data eliminated from die calculations. These results for die non-

precipitating clouds (1-3 and 5-7) are shown in Figure 5.27. 
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Water Droplet Effective Radius (FSSP) 
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Figure 5.24. Water droplet effective radius (a^jf) for clouds 1-3 and 5-7 (open circles), 
the drizzling marine cloud 4 (crosses), and the cloud observed over land, cloud 8 (filled 
ttiangles). These flg^s were calculated from the FSSP measured DSDs only. Depths are 
measured from cloud base. 
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Figure 5.25. Water droplet effective radii (a^g) for die marine clouds 1-3 and 5-7 (open 
circles), the drizzling marine cloud 4 (crosses), and the drizzling cloud 8 observed over 
land (filled ttiangles). These effective radii were calculated from die FSSP and 2D-C 
measured DSDs. Depths are measured from cloud base. 
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Water Droplet Effective Radius (FSSP and 2D-C, Qouds 1-7) 
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Figure 5.26. Water droplet effective radii calculated from bodi the FSSP and 2D-C-
measured DSDs, averaged over 50 m deep layers into the clouds starting at cloud base, 
for clouds 1-7. The measures of variability in die calculated aeg are ± one standard 
deviation. 

Water Droplet Effective Radius (FSSP and 2D-C, Qouds 1-3,5-7) 
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Figure 5.27. The water droplet effective radu (a^g) determined in the same way as for 
the data shown in the previous figure, except witii the data from the drizzling marine 
cloud, 4, eliminated from the calculations. The measures of variabUity in the calculated 
a^ff are ± one standard deviation. 
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Table 5.6. Water droplet effective radii (aeff) for clouds 1-7 (see Figures 5.25 and 5.26). 

FSSP FSSP and 2D-C 
Layer (m) Seff (lim) Aaeff(pm) aeff(pm) Aaeg (pm) 

0-50 
50-100 
100-150 
150-200 
200-250 
250-300 
300-350 
350-400 

8.35 
9.44 
11.0 
12.0 
13.0 
13.4 
13.8 
14.2 

1.33 
1.63 
1.16 
1.29 
1.29 
1.58 
0.19 
0.17 

24.8 
10.2 
12.8 
21.3 
14.6 
16.8 
13.8 
14.2 

45.4 
2.81 
5.17 
28.8 
3.05 
9.15 
0.19 
0.17 

The variabilities in a.^ were significantiy less for the clouds 1-3 and 5-7 (Figure 5.27). This 

indicates that there was a clear difference in the microphysical properties of the non-precipitating 

marine clouds (1-3, 5-7) and die precipitating marine cloud 4. The â ^ of the non-precipitating clouds 

1-3 and 5-7 increased with depth into the cloud, as may be expected from the increase in the mode 

radii seen by inspection of the DSDs in Figures 5.6 - 5.21. The values of a^calculated from the FSSP 

measurements only of the precipitating clouds 4 and 8 also increased with depth into these clouds. 

The most drizzle was observed in cloud 8, and the values of the calculated fle^of that cloud are shown 

in Table 5.7. 

Table 5.7. Water droplet effective radii (aeff) for cloud 8 (see Figures 5.28 and 5.29). 
FSSP FSSP and 2D-C 

Layer (m) â ff (pm) Aâ ff (pm) aeg (pm) Aaeff(pm) 
0-50 

50-100 
100-150 
150-200 
200-250 
250-300 
300-350 
350-400 
400-450 

8.18 
9.67 
11.42 
14.09 
11.90 

-

13.44 
14.06 
14.25 

0.68 
0.26 
0.44 
0.70 
1.07 

-

1.24 
0.33 
0.44 

43.54 
20.45 
11.42 
17.07 
24.85 

-
18.83 
18.98 
14.79 

27.91 
8.61 
0.44 
3.70 
4.23 

-
3.84 
2.47 
0.59 

These results for cloud 8 (Figures 5.28 and 5.29) show tiiat even for die drizzling clouds, die 

FSSP measurements showed the typical mode radii of 10 pm, witii tiiose droplets also increasing in 

size with depth into the clouds. 
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Water Droplet Effective Radius (FSSP, Qoud 8) 
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Figure 5.28. Water droplet effective radii of cloud 8 calculated from die FSSP 
measurements only, averaged over 50 m deep layers into the clouds starting at cloud 
base, for clouds 1-7. The measures of variability in die calculated Oeg are ± one 
standard deviation. 
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Figure 5.29. Water droplet effective radii of cloud 8 calculated from die FSSP and 2D-
C measurements, averaged over 50 m deep layers into the clouds starting at cloud base. 
The measures of variability in the calculated fle^are ± one standard deviation. 
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5.3.3.5 Liquid Water Content 

The liquid water contents (w) of the clouds 1-8 were calculated from die measured DSDs using 

equation (A2.6). Values of w were calculated for die FSSP-measured DSDs (see Figure 5.30), and 

also from the combined FSSP and 2D-C-measured DSDs (see Figure 5.31). 

The values of w determined for bodi die FSSP and combined FSSP and 2D-C measured 

DSDs were then averaged over 50 m deep layers into the clouds from cloud base; the results for 

clouds 1-7 are shown in Table 5.8. These data are plotted in Figures 5.32 and 5.33. 

Table 5.8. Liquid 

Layer (m) 
0-50 

50-100 
100-150 
150-200 
200-250 
250-300 
300-350 
350-400 

water contents (w) for clouds 1-7. 
FSSP 

w (g.m"^) 
0.071 
0.124 
0.183 
0.252 
0.282 
0.287 
0.388 
0.472 

Aw (g.m'^) 
0.031 
0.047 
0.045 
0.073 
0.067 
0.103 
0.114 
0.102 

FSSP and 2D-C 
w (g.m" )̂ 

0.201 
0.135 
0.211 
0.428 
0.316 
0.345 
0.388 
0.472 

Aw (g.m" )̂ 
0.353 
0.057 
0.081 
0.495 
0.073 
0.162 
0.114 
0.102 

The liquid water contents for cloud 8 are shown in Table 5.9 (see also Figures 5.34 and 5.35). 

Table 5.9. Liquid water contents (w) for cloud 8. 
FSSP FSSP and 2D-C 

Layer (m) w (g.m"^) Aw (g.m'̂ ) w (g.m'^) Aw (g.m'^) 
0-50 

50-100 
100-150 
150-200 
200-250 
250-300 
300-350 
350-400 
400-450 

0.052 
0.084 
0.101 
0.112 
0.065 

-

0.080 
0.139 
0.146 

0.021 
0.023 
0.038 
0.092 
0.018 

-

0.031 
0.055 
0.022 

0.294 
0.206 
0.101 
0.134 
0.150 

-

0.123 
0.193 
0.155 

0.142 
0.131 
0.038 
0.095 
0.029 

-

0.056 
0.056 
0.028 
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Liquid Water Content (FSSP, Clouds 1-8) 
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Figure 5.30. Liquid water contents (w g.m"̂ ) for clouds 1-3 and 5-7 (open cfrcles), die 
precipitating marine cloud 4 (crosses), and cloud 8 (filled ttiangles), calculated from die 
DSDs measured by the FSSP only. Depths are measured from cloud base. 
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Figure 5.31. Liquid water contents (w g.m"̂ ) of clouds 1-3 and 5-7 (open circles), die 
precipitating marine cloud 4 (crosses), and cloud 8 observed over land (filled triangles). 
These Uquid water contents were calculated from the DSDs measured by the FSSP and 
2D-C. Depths are measured from cloud base. 
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Liquid Water Content (FSSP, Qouds 1-7) 
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Figure 5.32. Liquid water content (w) calculated from the FSSP-measured DSDs, 
averaged over 50 m deep layers into the clouds starting at the height of cloud base, for 
clouds 1-7. The measures of variability in the calculated w are ± one standard 
deviation. 
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Figure 5.33. Liquid water content (w) calculated from botii die FSSP and 2D-C-
measured DSDs, averaged over 50 (m)-deep layers into the clouds starting at cloud 
base, for clouds 1-7. The measures of variability in the calculated w are ± one standard 
deviation. 
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Liquid Water Content (FSSP, Cloud 8) 
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Figure 5.34. Liquid water content (w) of cloud 8 calculated from the FSSP-measured 
DSDs, averaged over 50 m deep layers into the clouds starting at die height of cloud 
base. The measures of variability in the calculated w are ± one standard deviation. 
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Figure 5.35. Liquid water content (w) for cloud 8 calculated from bodi the FSSP and 
2D-C-measured DSDs, averaged over 50 m deep layers into die clouds starting at cloud 
base. The measures of variabUity in the calculated w are ± one standard deviation. 
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5.3.3.6 Liquid Water Path 

The liquid water patiis (W) of clouds 1-8 were calculated from the FSSP-measured DSDs (Figure 

5.36), and also from the combined FSSP and 2D-C-measured DSDs (Figure 5.37). The values of W 

were linearly interpolated at 50 m deep intervals into die clouds, starting from cloud base. The values 

of W for clouds 1-8 are shown in Table 5.10; die variabilities are single standard deviations. The 

values of W calculated from the FSSP measurements are shown in Figure 5.38, and for the FSSP and 

2D-C measurements combined, see Figure 5.39. 

Table 5.10.a. Liquid water padis (W) for clouds 1-8, by FSSP. 

Height (m) 
clouds 1-7 
W(g.m-') 

3.6 
9.9 
18.6 
31.8 
43.8 
55.3 
90.9 

-
. 

AW(g.m^) 
0.76 
2.7 
4.6 
8.2 
10.9 
15.8 

-
-
-

cloud 8 
W(g.m-') 

1.35 
5.50 
8.67 
11.76 
13.91 
12.60 
16.55 
18.63 
26.24 

50 
100 
150 
200 
250 
300 
350 
400 
450 

Table 5.10.b. Liquid water patiis (W) for clouds 1-8, by FSSP and 2D-C. 
clouds 1-7 cloud 8 

Height (m) W(g.m-^) AW(g.m'^) W(g.m'^) 
50 10.5 
100 17.4 
150 28.8 
200 52.1 
250 70.2 
300 93.9 
350 93.7 
400 
450 

17.3 
19.5 
24.2 
42.8 
50.3 
64.2 

. 
« 

-

8.09 
17.88 
21.04 
25.00 
29.38 
27.75 
33.25 
36.21 
44.50 
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Liquid Water Paths (FSSP) 
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Figure 5.36. Liquid water padis (ly g.m"̂ ) of clouds 1-8, calculated from the FSSP 
measured DSDs only. Depths start at height of cloud base. 
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Figure 5.37. Liquid water paths (W g.m'̂ ) of clouds 1-8, calculated from the combined 
FSSP and 2D-C measured DSDs. Depdis start at height of cloud base. The 2D-C 
measurements significantiy affect the profiles of W of clouds 4 and 8. 

5-32 



Liquid Water Paths (FSSP, Qouds 1-8) 
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Figure 5.38. Average liquid water paths (W) of clouds 1-7 (open cfrcles) and cloud 8 
(filled triangles), linearly interpolated at 50 m height intervals from cloud base. These 
results were determined from the FSSP measurements only. The variabilities in W for 
clouds 1-7 are ± one standard deviation. 
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Figure 5.39. Average liquid water padis (W) of clouds 1-7 (open circles) and cloud 8 
(filled ttiangles), linearly interpolated at 50 m height intervals from cloud base. These 
results were determined from die FSSP and 2D-C measurements combined. The 
variabUities in Wfor clouds 1-7 are ± one standard deviation. 
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5.3.3.7 Visible Extinction 

The visible (532 nm) volume extinction coefficients (o;) were calculated for all DSDs of clouds 1-8 

(4.3.2.2 and 4.3,2.3). The results calculated from the combined FSSP and 2D-C measured DSDs are 

shown in Figure 5.40. These results were averaged over 50 m depdis into die clouds starting from 

cloud base. Average a^ and variabilities (standard deviations, Aa^ for the marine clouds, clouds 1-7, 

are shown in Table 5.11. Similar results for cloud 8 are shown in Table 5.12. Numbers of DSDs (n) 

used in the calculations are shown in the last columns. The results shown in Tables 5.11 and 5.12 are 

plotted in Figures 5.41 and 5.42 respectively. 

Table 5.11. Visible extinction for clouds 1-7. 

Layer (m) 

000-050 
050-100 
100-150 
150-200 
200-250 
250-300 
300-350 
350-400 

FSSP 

0-, (m"') 
1.36E-02 
2.02E-02 
2.62E-02 
3.34E-02 
3.41E-02 
3.38E-02 
4.37E-02 
5.14E-02 

Aa^ 
4.41E-03 
6.02E-03 
5.79E-03 
8.52E-03 
7.32E-03 
1.17E-02 
1.26E-02 
l.llE-02 

FSSP and 2D-C 
a^ (m"') 
1.31E-02 
2.01E-02 
2.59E-02 
3.28E-02 
3.38E-02 
3.36E-02 
4.37E-02 
5.14E-02 

J<Tv (m"') 
4.55E-03 
6.01E-03 
5.97E-03 
8.94E-03 
7.52E-03 
1.18E-02 
1.26E-02 
l.llE-02 

« 

47 
50 
58 
39 
40 
28 
9 
9 

Table 5.12. Visible extinction for cloud 8. 

Layer (m) 

000-050 
050-100 
100-150 
150-200 
200-250 
250-300 
300-350 
350-400 
400-450 

FSSP 

o-y (m'^) 
1.17E-02 
1.47E-02 
1.37E-02 
1.26E-02 
9.51E-03 

-

9.84E-03 
1.62E-02 
1.62E-02 

Aa^ 
3.67E-03 
4.35E-03 
4.90E-03 
9.85E-03 
1.80E-03 

-
3.34E-03 
6.30E-03 
2.53E-03 

FSSP and 2D-C 

Oi (m"*) 
9.95E-03 
1.36E-02 
1.37E-02 
1.22E-02 
8.39E-03 

-
9.15E-03 
1.54E-02 
1.59E-02 

JCv (m"') 
3.86E-03 
3.79E-03 
4.90E-03 
9.96E-03 
1.84E-03 

-
3.09E-03 
6.31E-03 
2.39E-03 

n 
10 
9 
7 
12 
15 
-
7 
5 
8 
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Visible Extinction (FSSP and 2D-C, Clouds 1-8) 
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Figure 5.40. Visible Extinction of clouds 1-3 and 5-7 (open cfrcles), the marine cloud 4 
(crosses), and the cloud observed over land, cloud 8 (filled ttiangles). The 2D-C 
measurements had only a small effect on the calculated visible extinction. 
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Figure 5.41. Visible (532 nm) extinction of clouds 1-7 averaged over 50 m deep layers 
into the clouds. The statistics were calculated from the combined FSSP and 2D-C 
measured DSDs. 
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Figure 5.42. Visible (532 nm) extinction of cloud 8 averaged over 50 m deep layers 
into the cloud. The statistics were calculated from the combined FSSP and 2D-C 
measured DSDs. 

5.3.3.8 Visible Backscatter 

The visible (532 nm) volume backscatter coefficients (p) were calculated for all DSDs of clouds 1-8 

(4.3.2.2 and 4.3.2.3). The results calculated from the combined FSSP and 2D-C measured DSDs are 

shown in Figure 5.43. These results were averaged over 50 m depdis into die clouds starting from 

cloud base. Average p and variabUities (standard deviations, Ap) for the marine clouds, clouds 1-7, 

are shown in Table 5.13. Similar results for cloud 8 are shown in Table 5.14. Numbers of DSDs used 

in die calculations are the same as used for die calculations of visible extinction (see Tables 5.11 and 

5.12). The results shown in Tables 5.13 and 5.14 are plotted in Figures 5.44 and 5.45 respectively. 

l ao i e s . i j . visiDic 

Layer (m) 
000-050 
050-100 
100-150 
150-200 
200-250 
250-300 
300-350 
350-400 

FSSP 

P (m-^sr"*) 
6.94E-04 
1.05E-03 
1.39E-03 
1.78E-03 
1.83E-03 
1.82E-03 
2.36E-03 
2.81E-03 

A3 (m-\sf') 
2.30E-04 
3.28E-04 
3.20E-04 
4.67E-04 
3.79E-04 
6.08E-04 
6.80E-04 
6.01E-04 

FSSP and 2D-C 

3 (m-'.sr') 
6.77E-04 
1.O5E-03 
1.38E-03 
1.76E-03 
1.81E-03 
1.81E-03 
2.36E-03 
2.81E-03 

Ap (m'-sr') 
2.36E-04 
3.27E-04 
3.28E-04 
4.84E-04 
3.87E-04 
6.14E-04 
6.80E-04 
6.01E-04 
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Table 5.14. Visible backscatter for cloud 8. 

Layer(m) 

000-050 

050-100 

100-150 

150-200 

200-250 

250-300 

300-350 

350-400 

400-450 

FSSP 

P (m'.sr') 

5.78E-04 

7.58E-04 

7.31E-04 

6.91E-04 

4.97E-04 
-

5.29E-04 

8.81E-04 

8.88E-04 

AP (m'.sr') 

1.86E-04 

2.23E-04 

2.63E-04 

5.49E-04 

1.02E-04 
-

1.83E-04 

3.45E-04 

1.36E-04 

FSSP and 2D-C 

P (m'.sr') 

5.07E-04 

7.16E-04 

7.31E-04 

6.75E-04 

4.52E-04 
_ 

5.02E-04 

8.47E-04 
8.78E-04 

Ap (m'.sr') 

1.94E-04 

2.00E-04 

2.63E-04 

5.53E-04 
1.04E-04 

1.73E-04 

3.46E-04 
1.31E-04 
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Figure 5.43. Visible (532 nm) backscatter (p m' .sr ' ) of clouds 1-3 and 5-7 (open 
cfrcles), cloud 4 (crosses), and cloud 8 (filled ttiangles). 
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Visible Backscatter (FSSP and 2D-C, Clouds 1-7) 
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Figure 5.44. Visible (532 nm) backscatter of clouds 1-7 averaged over 50 m deep 
layers into the clouds. The statistics were calculated from the combined FSSP and 2D-
C measured DSDs. 
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Figure 5.45. Visible (532 nm) backscatter of cloud 8 averaged over 50 m deep layers 
into the clouds. The statistics were calculated from the combined FSSP and 2D-C 
measured DSDs. 
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5.3.3.9 Visible Extinction-to-Backscatter Ratio (S) 

The visible (532 nm) extinction-to-backscatter ratios (S) were calculated for all DSDs of clouds 1-8, 

simply by dividing die Ov by P obtained for each DSD. The results calculated from die combined 

FSSP and 2D-C measured DSDs are shown in Figure 5.46. These results were averaged over 50 m 

depths into the clouds starting from cloud base. Averages S and variabilities (standard deviations, AS) 

for the marine clouds, clouds 1-7, are shown in Table 5.15. Similar calculations for cloud 8 are shown 

in Table 5.16. Numbers of DSDs used in the calculations are the same as used for the calculations of 

visible extinction (see Tables 5.11 and 5.12). The results shown in Tables 5.15 and 5.16 are plotted in 

Figures 5.47 and 5.48 respectively. 

Table 5.15. Ratios 5 sr for clouds 1-7. 

Layer (m) 

000-050 
050-100 
100-150 
150-200 
200-250 
250-300 
300-350 
350-400 

Table 5.16. Ratios 5 sr 

Layer (m) 

000-050 
050-100 
100-150 
150-200 
200-250 
250-300 
300-350 
350-400 
400-450 

FSSP 
S(sr) 
19.41 
19.22 
18.77 
18.67 
18.57 
18.42 
18.54 
18.32 

for cloud 8. 
FSSP 
5(sr) 
19.58 
19.05 
18.74 
18.09 
18.60 

_ 

18.29 
18.17 
18.14 

AS(ST) 

0.42 
0.60 
0.36 
0.24 
0.34 
0.51 
0.10 
0.10 

^ ( s r ) 
0.31 
0.20 
0.07 
0.21 
0.31 

-
0.29 
0.12 
0.13 

FSSP and 2D-C 
S(sr) 
19.58 
19.26 
18.83 
18.77 
18.63 
18.48 
18.54 
18.32 

FSSP and 2D-C 
S(ST) 

20.31 
19.35 
18.74 
18.36 
19.20 

-
18.63 
18.47 
18.22 

AS(sr) 
0.47 
0.56 
0.37 
0.28 
0.29 
0.43 
0.10 
0.10 

AS(sr) 
0.46 
0.23 
0.07 
0.33 
0.39 

-
0.29 
0.22 
0.16 
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Figure 5.46. Visible extinction-to-backscatter ratio (5 sr) of clouds 1-3 and 5-7 (open 
cfrcles), cloud 4 (crosses) and cloud 8 (filled ttiangles), calculated from die combined 
FSSP and 2D-C measured DSDs. 
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Figure 5.47. Visible (532 nm) extinction-to-backscatter ratio of clouds 1-7 averaged 
over 50 m deep layers into the clouds. VariabUity is indicated by ± one standard 
deviation. The statistics were calculated from the combined FSSP and 2D-C measured 
DSDs. 
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Visible Extinction-to-Backscatter Ratio (FSSP and 2D-C, Qoud 8) 
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Figure 5.48. Visible (532 nm) extinction-to-backscatter ratio of cloud 8 averaged over 
50 m deep layers into the clouds. Variability is indicated by ± one standard deviation. 
The statistics were calculated from the combined FSSP and 2D-C measured DSDs. 

5.3.3.10 Infrared Absorption 

The infrared (10-84 pm) volume absorption coefficients (a^ were calculated for all DSDs of clouds 1-

8 (4.3.2.4 and 4.3.2.5). The results calculated from the combined FSSP and 2D-C measured DSDs are 

shown in Figure 5.49. These results were averaged over 50 m depths into the clouds starting from 

cloud base. Averages ffa and variabilities (standard deviations, Affa) for the marine clouds, clouds 1-7, 

are shown in Table 5.17. Similar results for cloud 8 are shown in Table 5.18. Numbers of DSDs used 

in the calculations are the same as used for the calculations of visible extinction (see Tables 5.11 and 

5.12). The results shown in Tables 5.17 and 5.18 are plotted in Figures 5.50 and 5.51 respectively. 

Table 5.17. Infrared (10-84 pm) absorption (a^ for clouds 1-7. 

FSSP 
Layer (m) Oa (m') 

FSSP and 2D-C 

Affaira-l) CFa(m') Affa (m"') 

000-050 

050-100 

100-150 

150-200 

200-250 

250-300 

300-350 

350-400 

5.08E-03 

8.35E-03 

1.15E-02 

1.51E-02 

1.59E-02 

1.60E-02 

2.11E-02 

2.51E-02 

2.00E-03 

2.83E-03 

2.72E-03 

4.24E-03 

3.66E-03 

5.71E-03 

6.13E-03 

5.42E-03 

5.28E-03 

8.43E-03 

1.16E-02 

1.54E-02 

1.61E-02 

1.61E-02 

2.11E-02 

2.51E-02 

1.99E-03 

2.85E-03 

2.66E-03 

4.08E-03 

3.58E-03 

5.64E-03 

6.13E-03 

5.42E-03 
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Table 5.18. Infrared (10-84 pm) absorption (gj for cloud 8. 
FSSP 

Layer (m) gg (m') AcTa (m-1) 
FSSP and 2D-C 

(Ta (m"') Aaa (m') 
000-050 
050-100 

100-150 

150-200 

200-250 

250-300 

300-350 
350-400 

400-450 

3.75E-03 
5.67E-03 

6.14E-03 

5.86E-03 

3.70E-03 

-

4.22E-03 

7.26E-03 

7.62E-03 

1.50E-03 
1.58E-03 

2.27E-03 

4.85E-03 
9.09E-04 

-

1.47E-03 

3.04E-03 
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Figure 5.49. Infrared (10-84 pm) absorption (Oa) of clouds 1-3 and 5-7 (open cfrcles), 
cloud 4 (crosses), and cloud 8 (filled friangles), calculated from die combined FSSP and 
2D-C measured DSDs. 
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Infrared Absorption (FSSP and 2D-C, Clouds 1-7) 
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Figure 5.50. Infrared (10-84 pm) absorption of clouds 1-7 averaged over 50 m deep 
layers into the clouds. Variability is indicated by ± one standard deviation. The 
statistics were calculated from the combined FSSP and 2D-C measured DSDs. 
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Figure 5.51. Infrared (10-84 pm) absorption of cloud 8 averaged over 50 m deep layers 
into the cloud. Variability is indicated by ± one standard deviation. The statistics were 
calculated from the combined FSSP and 2D-C measured DSDs. 
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5.3.3.11 Ratio of Visible Extinction to Infrared Absorption (a) 

The visible (532 nm) extinction-to-infrared (10-84 pm) absorption ratios (a) were calculated for aU 

DSDs of clouds 1-8. This was done by simply calculating aja^ for each measured DSD. The results 

calculated from the combined FSSP and 2D-C measured DSDs are shown in Figure 5.52. These 

results were averaged over 50 m depths into the clouds starting from cloud base. Averages a and 

variabilities (standard deviations, Aci) for the marine clouds, clouds 1-7, are shown in Table 5.19. 

Similar results for cloud 8 are shown in Table 5.20. Numbers of DSDs used in the calculations are die 

same as used for the calculations of visible extinction (see Tables 5.11 and 5.12). The results shown 

in Tables 5.19 and 5.20 are plotted in Figures 5.53 and 5.54 respectively. 

Table 5.19. The ratio (or) for clouds 1-7. 

Layer (m) 

000-050 
050-100 
100-150 
150-200 
200-250 
250-300 
300-350 
350-400 

FSSP 

a 
2.65 
2.47 
2.27 
2.19 
2.12 
2.10 
2.07 
2.05 

Aa 
0.25 
0.25 
0.10 
0.10 
0.08 
0.08 
0.01 
0.01 

FSSP and 2D-C 

a 
2.63 
2.46 
2.27 
2.18 
2.12 
2.10 
2.07 
2.05 

Aa 
0.27 
0.25 
0.11 
0.10 
0.08 
0.08 
0.01 
0.01 

Table 5.20. The ratio (a) for cloud 8. 

Layer (m) 
000-050 
050-100 
100-150 
150-200 
200-250 
250-300 
300-350 
350-400 
400-450 

FSSP 

a 
2.66 
2.41 
2.24 
2.09 
2.28 

-

2.17 
2.13 
2.09 

Aa 
0.12 
0.03 
0.03 
0.04 
0.09 

-

0.06 
0.02 
0.02 

FSSP and 2D-C 

a 
2.52 
2.37 
2.24 
2.08 
2.23 

-
2.15 
2.11 
2.09 

Aa 
0.13 
0.04 
0.03 
0.03 
0.07 

-

0.06 
0.02 
0.02 
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Ratio of Visible Extinction to Infrared Absorption 
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Figure 5.52. Visible extinction-to-infrared absorption ratio (a) of clouds 1-3 and 5-7 
(open circles), cloud 4 (crosses) and cloud 8 (filled ttiangles), calculated from the 
combined FSSP and 2D-C measured DSDs. 
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Figure 5.53. Visible extinction-to-infrared absorption ratio (a) of clouds 1-7, averaged 
over 50 m deep layers into die clouds. Variability is indicated by ± one standard 
deviation. The statistics were calculated from the combined FSSP and 2D-C measured 
DSDs. 
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Ratio of Visible Extmction to Infrared Absorption 
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Figure 5.54. Visible extinction-to-infrared absorption ratio (c^ of cloud 8, averaged 
over 50 m deep layers into die clouds. Variability is indicated by ± one standard 
deviation. The statistics were calculated from the combined FSSP and 2D-C measured 
DSDs. 

5.3.3.12 Visible Optical Depths 

Visible (532 nm) optical depths (Xy) were calculated by integrating the height profiles of Oy with 

respect to height z for clouds 1-8, and die results calculated from the combined FSSP and 2D-C 

measurements are shown in Figure 5.55. Values for Ty were calculated at 50 m intervals into die 

clouds by linear interpolation. The averages (Xy) and variabilities (one standard deviation, AXy) of 

clouds 1-7 and the interpolated Ty for the cloud 8 profile, are shown in Table 5.21. The results of 

Table 5.21 for die combined FSSP and 2D-C results are plotted in Figure 5.56. 

Table 5.21. Visible optical depths (Xy) for clouds 1-8. 
FSSP 
clouds 1-7 cloud 8 

Depdi (m) % A%, 1^ 

FSSP and 2D-C 
clouds 1-7 

tv ATV 

cloud 8 

0 
50 
100 
150 
200 
250 
300 
350 
400 
450 

0.00 
0.68 
1.69 
2.96 
4.64 
5.98 
7.27 
11.47 

-

-

0.00 
0.13 
0.37 
0.65 
1.12 
1.21 
1.73 

-
-

-

0.00 
0.24 
0.91 
1.34 
1.68 
1.95 
1.95 
2.25 
2.48 
3.31 

0.00 
0.70 
1.72 
3.00 
4.73 
5.10 
7.44 
11.49 

-

-

0.00 
0.11 
0.36 
0.62 
1.06 
1.14 
1.62 

-
-
-

0.00 
0.29 
1.01 
1.44 
1.79 
2.08 
2.08 
2.41 
2.65 
3.50 
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Visible Optical Depths, Clouds 1-8 
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Figure 5.55. Visible (532 nm) optical depdis (Xy) of clouds 1-8. These profiles were 
calculated from die combined FSSP and 2D-C measured DSDs. 
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Figure 5.56. Visible (532 nm) optical depths (Xy) calculated at 50 m intervals into die 
clouds by Unear interpolation. Average Xy of the clouds 1-7 are shown by cfrcles with 
variabUities ± one standard deviation, and Xy of cloud 8 is shown by ttiangles. These 
profiles were calculated from die combined FSSP and 2D-C measured DSDs. 
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5.3.3.13 Infrared Absorption Optical Depths 

Infrared (10-84 pm) optical depths (Xi) were calculated from the height-profiles of infrared absorption 

for clouds 1-8, and die results calculated from the combined FSSP and 2D-C measurements are shown 

in Figure 5.57. Values for Xi were calculated at 50 m intervals into the clouds by linear interpolation. 

The averages (Xi) and variabilities (one standard deviation, AXi) of clouds 1-7 and the interpolated Xi 

for the cloud 8 profile, are shown in Table 5.22. The results of Table 5.22 for die combined FSSP and 

2D-C results are plotted in Figure 5.58. 

Table 5.22. Infrared optical dej 
FSSP 

clouds 1-7 
Depth (m) x; 

pths (Xi) for c] 

AXi 

ouds 1-7, and Xi for cloud 8 in columns 4 and 7. 
FSSP and 2D-C 

cloud 8 clouds 1-7 cloud 8 
Xi Xi AXi Xi 

0 
50 
100 
150 
200 
250 
300 
350 
400 
450 

0 
0.26 
0.68 
1.23 
2.02 
2.67 
3.29 
5.31 

-

-

0 
0.05 
0.17 
0.29 
0.51 
0.59 
0.85 

-
-

-

0 
0.09 
0.37 
0.57 
0.73 
0.85 
0.85 
0.99 
1.10 
1.49 

0 
0.27 
0.69 
1.26 
2.06 
2.73 
3.37 
5.32 

-

-

0 
0.05 
0.17 
0.28 
0.49 
0.58 
0.82 

-
-
-

0 
0.12 
0.42 
0.61 
0.78 
0.92 
0.92 
1.07 
1.18 
1.59 
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Figure 5.57. Infrared (10-84 pm) optical depdis (Xi) of clouds 1-8. These profiles were 
calculated from die combined FSSP and 2D-C measured DSDs. 
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Figure 5.58. Infrared (10-84 pm) optical depdis (x^ calculated at 50 m intervals into 
die clouds by linear interpolation. Average Xa of tiie clouds 1-7 are shown by cu-cles 
witii variabiUties ± one standard deviation, and Xy of cloud 8 is shown by ttiangles. 
These profiles were calculated from die combined FSSP and 2D-C measured DSDs. 
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5.3.4 URAD Study of Stratocumulus Clouds Observed On 16 July 1993 

(SOCEXl) 

5.3.4.1 Introduction 

The LIRAD results for the marine sttatocumulus clouds observed on 16 July 1993 during SOCEXl 

are presented in the following sections. The primary inputs to the LIRAD analysis technique were die 

calibrated lidar profiles of attenuated backscatter, from which the integrated values (%') were 

calculated, {section 4.3.4.3, and Figure (5.59)}, and the measured infrared radiances, {section 4.3.4.2, 

and Figure (5.60)}, from which the cloud radiances due to infrared absorption (L,) were determined. 

Note diat die radiances shown in the latter figure include the effects of specttal filtering by the 

radiometer (section 3.2.3): the infrared radiances of water droplet clouds integrated over the 10 - 12 

pm wavelength band of the spectmm increase from approximately 5 W m"̂  sr"' for an infrared optical 

depth (Xi) of 1, to approximately 12 W m"̂  sr"' for Xi = 5 (see section 4.3.4.7). 

The LIRAD results presented in the following sections are: the infrared emittances (EJ) and Xi 

and estimates of the maximum errors in these quantities (5.3.4.2), the extinction-to-backscatter ratio 

modified by the multiple scatter factor {y\S, section 5.3.4.3.), and the visible optical depths modified 

by T|, (tjXy, section 5.3.4.4). These latter two sections demonsttate that some useful visible optical 

properties of boundary layer (water droplet) clouds can be determined from calibrated lidar 

measurements only, and with only a littie analysis effort. (This is provided that the fully attenuating 

clouds can be clearly identified). In section 5.3.4.5 a comparison of the LIRAD-retrieved r|S and Tia 

with the values of 5 and a determined from the in situ measurements enabled retrievals of T]. 
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Figure 5.59. Integrated attenuated backscatter (%' sr') for die marine sttatocumulus 
clouds measured by lidar at Cape Grim on the aftemoon of 16 July 1993. 
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Figure 5.60. Total infrared radiances (Lg W m"̂  sr"') measured by radiometer (upper 
lines), and calculated cloud-free radiances (lower sfraight lines), obtained over the same 
period as shown in the previous figure. These radiances represent the radiometer filter 
specfral band. 
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5.3.4.2 Infrared Properties of the Clouds by LIRAD 

Estimates of the errors for infrared emittances (e) and infrared absorption optical depdis (Xj) are 

presented in section (i), followed by the LIRAD results for e and Xi in section (ii). 

(i) Errors 

The equation (2.40) was used to determine the error in the cloud radiances ALc, and equation (2.43) to 

determine the error in the cloud infrared absorption radiance (ALj.). Estimates of tiie errors used to 

determine these quantities are shown in Table 5.23. These errors in the radiances were estimated by 

inspection of the variabUities in the measured infrared radiances as well as the various 

parameterisations presented in sections 4.3.4.4. to 4.3.4.7. 

Table 5.23. Estimates of maximum errors in infrared radiances and fransmittances. 
Error Magnitude 
ALg 0-04 W m"̂  sr"' 
ALair 0-04 W m"̂  sr"' 
ALai/"̂  0-04 W m"̂  sr"' 
ALair*̂  008Wm"^sr"' ( = ALair + ALaiî "') 
ATair*̂  0-002 
AT; = 008 (maximumdetermined by iteration) 
A(U + Ls) = 002XU (see4.3.4.7). 

The relative errors Ae/e = AL^Li, (e.g. Piatt et al, 1998), and as e were calculated from Xi 

the errors AXi were determined from. 

Ae-i-A^;. +Ae, .g.,. 
Ar. = - , (5.1) 

exp(-T,) 

where (ê  -i- 8s) is the (small) contribution to die measured emittances due to reflection and intemal 

scattering, and (Ae, + AES) was estimated to be approximately 3% of e. The relative errors Ae /e and 

AXi/Xi were then determined for aU die LIRAD results for e and Xi {see Figures (5.61) and (5.62)}. 

(ii) Results 

The results for e ± Ae and Xi ± Ax; are shown in Figures (5.63) and (5.64) respectively. Frequency 

disttibutions of die emittances and infrared absorption optical depdis are shown in Figures (5.65) and 

(5.66) respectively. These results used the estimate of (L, + L,) = (0-05 ± 002) x L, (see section 

4.3.4.7). 
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Relative Errors in Infrared Emittances 
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Figure 5.61. Relative errors Ae/e versus L, for each LIRAD result. 
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Figure 5.62. Relative errors AXj/Xj versus L, for each LIRAD result. 
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Infrared Emittances by LIRAD 
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Figure 5.63. LIRAD results for e ± Ae versus the measured cloud infrared absorption 
radiance (L,) for the sfratocumulus cloud temperature of approximately 1°C. 
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Figure 5.64. LIRAD results for Xi ± AXi versus die measured L, for a sttatocumulus 
cloud temperature of approximately TC. 

5-54 



Normalised Frequency Distribution of Infrared Emittances 
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Figure 5.65. Normalised frequency disttibution for die infrared emittances (e) of the 
clouds measured by LIRAD between approximately 1430 EST to 1700 EST on 16 July 
1993. Some of the LIRAD measurements of the thickest clouds could not be analysed; 
these were assumed to have e > 0-9. 

Distribution of Infrared Absorption Optical Depths 

Figure 5.66. Normalised frequency disttibution of the infrared absorption optical 
depths (Xi) measured by LIRAD between approximately 1430 EST to 1700 EST on 16 
July 1993. 
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5.3.4.3 Extinction-to-Backscatter Ratio Modified by The Multiple Scatter Factor (TIS) 

The first estimate of (27/5)"' which was obtained from the lidar backscatter and measured radiances 

prior to applying the LIRAD method to die data, (section 4.3.4.3), is checked in the foUowing. It is 

recalled that by inspection of the LIRAD equation (2.30a), 

X' = T-z(l - exp(-277T^ )), {equation (2.30a)} 
ITJS 

as. 

1 
f̂l -> «>. Z^ -^ T - r . {equation (2.31)} 

ZTjS 

The values of %' approached a maximum for infrared emittances of approximately Ci > 0-80; {see 

Figure (5.67)}. For ei > 0-80 the average %' ± one standard deviation was 0-0345 ± 0-0007 sr"' (± 

2-2%); {Figure (5.68)}. This result compared weU witii the value of %' = 0-0344 + 00007 sr"'; 

(section 4.3.4.3). The value of rjS that results from the new maximum %' value is 14-5 ± 0-3 sr (± 

2-2%). 

The variability in the retrieved maximum %' is due to uncertainties in the signal offsets of 

each profile, the digital signal-resolutions, and variations in the microphysical and multiple scattering 

properties of the clouds. The uncertainty in %' due to molecular scattering is about ± 0-6%, and diat 

due to the lidar system constant about ± 2-2%. Thus the maximum %' and the resulting r|S are, 

X' = 0- 0345 ± 0 • 001 sr"' (±3%), (5.2) 

and, 

;75 = 1 4 - 5 ± 0 - 5 s r ( ± 3 % ) . (5.3) 
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Integrated Attenuated Backscatter vs. Infrared Emittance 
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Figure 5.67. Integrated attenuated backscatter (%' sf') vs. e {cf Figure (2.2)}. The 
ttaditional presentation of LIRAD results, Le. i vs. e, is obtained by multiplying these 
results by 47i. 
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Figure 5.68. Maximum values of measured x' and the average ± one standard deviation 
obtained from die points with ei > 0-80. An estimate of riS is obtained from diese 
results (see text). 
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5.3.4.4 Visible Optical Depths Modified by the Multiple Scatter Factor (riXy) 

Laser pulses are rapidly attenuated in water droplet clouds due to volume extinction coefficients (Cy) 

of magnittides such as tiiose seen in Figures (5.40) and (5.41). By inspection of the lidar 

measurements of the marine sttatocumulus clouds studied for diis diesis the lidar pulses penettated an 

apparent deptii of only 200 - 250 m into die thickest clouds. The detection of die slight backscatter 

from deeper into these clouds was Umited by the sensitivity of die lidar detector/digitiser, which 

limited the precision of the retiieved x'. This meant that the lidar measurements could be used for 

rettieving only r|Xy for die optically tiiin clouds, illusfrated in the foUowing. The measured r]S and x' 

obtained from the previous section were used to calculate visible optical depths modified by the 

multiple scatter factor (r\Xv) by the method described in section 2.2.3.1: Le., 

1 , f 1 

1-2775;^' 
{equation (2.32)} 

with the standard deviation of r|Xy determined by. 

\r,T,) 
\-2riSx') HvS) + 

ns 
l-27jSx'J V {equation (2.35)} 

The use of these equations assumes tiiat the parameters x' and TiS are independent but this is not the 

case - the value of %' for a single lidar measurement of a cloud is dependent on, in part, the value of 

TjS (section 5.3.4.2). However, for diese measurements of water droplet clouds S was found to vary 

by only a small amount widi depth into the clouds {see Figures (5.46), (5.47) and (5.48)}. Thus, here, 

die values of x' were assumed to be independent of TiS. It is known that Tj varies with optical depdi 

but is relatively constant for larger optical depths {e.g. Piatt (1981)}. 
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Visible Optical Depths Modified by Eta 

1 -

0.1 -

0.01 -

• / M / 

/ / / 

1^^ 

^ ^ ^ 
^^^^^ 

£52:32:---" 

^ 

^ \ 

0.005 0.01 0.015 0.02 0.025 

Integrated Attenuated Backscatter (sr-1) 
0.03 0.035 

Figure 5.69. Visible optical depths modified by the multiple scatter factor (riXy), 
determined by the LIRAD method, versus integrated attenuated backscatter (x' sr '). 
The uncertainties indicated by the solid Unes were calculated from the lidar measured 
quantities tjS and x' only. 
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Figure 5.70. The same data as in the previous figure but showing only those with %' > 
0-03 sr"'. Note die linear scale for TiXy in tiiis figure. A(TiXy)/(TlXy) = 100% where %' = 
0-0340 sr' 
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The calculated results for TiXy ± ŝ ^ are shown in Figure (5.69) as well as die values of TiXy 

determined by the LIRAD mediod. An expanded view showing die results for die thicker clouds widi 

X' > 0-03 sr"' is shown in Figure (5.70). Inspection of tiiese figures highlights the difficulties in 

obtaining accurate values of T̂Xy by lidar only: die accuracy of tiie calculated T|Xy was limited for die 

thin clouds by the large values of Ax'/x', and, as x' approached (2y\S)'\ the rettieval of die optical 

depths of the thicker clouds was limited by attenuation of the laser beams in the clouds. Over die 

range, 

0 0 1 4 < ; ^ ' < 0 025 s r ^ (5.4) 

the retrieval of T|Xy was reasonably accurate with relative errors less than 10%. 

5.3.4.5 The Multiple Scatter Factor (T|) and Distributions of the Visible Optical Depths 

In this section estimates of the multiple scatter factor (tj) are made by comparing the LIRAD retrievals 

for r|S and Tja with values of S and a determined from the in situ microphysical measurements of the 

clouds. The LIRAD results r|S and Tja were determined from the measurements of the thicker clouds 

and thinner clouds respectively, and the values for S and a were calculated via the Mie theory using 

measured cloud droplet size distributions (section 5.2.3). 

A value of Ti5 was obtained from die LIRAD measurements of clouds tiiat were fully 

attenuating to the lidar. That is, for e > 0-8, 

775 = 1 4 - 5 ± 0 - 5 sr, {result(5.3)} 

(section 5.2.4.3). The average apparent depth ± one standard deviation of these 166 LIRAD 

measurements was approximately 281 ± 2 7 m. The backscatter and extinction of tiie 263 DSDs 

measured in situ up to a depdi of 308 m into tiiese clouds were determined by Mie calculations, and 

the average S ± one standard deviation of these results was (5.3.3.9), 

5 = 1 8 - 9 ± 0 - 5 sr. (5-5) 
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Figure 5.71. Values of Tja versus Bi. The average r|a ± one standard deviation over 
the range of e where the errors Ar|a were smaUest, Le., 0-05 < e < 0-3, are indicated by 
the horizontal Unes. 

Division of the result (5.3) by (5.5) produced. 

77 = 0 -77±005. (5.6) 

Values of T\a were determined for all Xi and iiXy determined by the LIRAD mediod. The 

errors in Tia were smallest over die range of e of approximately 0-05 to 0-3. Over tiiis range die 

variability in iia was approximately the same as the relative errors in iqa, and die average T|a ± one 

standard deviation over this range was, 

77a = l -5±0-3 (±20%) , (5.7) 

{see Figure (5.71)}. Outiiers with Tja>3 were discarded from diis result. The average geomettical 

depdi for diese 205 LIRAD measurements was 105 ± 35 m. For die 148 DSDs measured in situ up to 

a depdi of 140 m into diese clouds die average a ± one standard devation was. 

« = 2-5±0-25 (±10%), (5.8) 

(section 5.3.3.11). Division of the result (5.7) by result (5.8) gives. 

5-61 



;7 = 0 - 6 ± 0 - 2 ( ± 3 0 % ) . (5.9) 

As seen in Figure (5.67), x' reaches a maximum for the diickest clouds, for which signals are 

received from approximately the lowest 200 - 250 m in the clouds. As die average S was nearly 

constant for water droplet clouds of all depdis, and because diere were no significant variations in x' 

for the larger optical deptiis, then r| must also have been approximately constant for diese deeper 

clouds. (Unless, diat is, die thicker sfratocumulus clouds were all of approximately die same optical 

depdi). Disttibutions of Xy were determined by using the upper limit of T) = 0-8 obtained from die 

measurements of the tiiickest clouds, and the lower limit of tj = 0-4 obtained from die measurements 

of the moderately tiiick clouds. The values of Xy were simply obtained by dividing the LIRAD 

retiieved values of r|Xy (section 5.3.4.4) by bodi values oft] (0-4 and 0-8). The resulting disttibutions 

of Xy are shown in Figure (5.72). By inspection of this figure, note that tiie choice of T) has little effect 

on the major result: tiiat a significant fraction of the clouds were optically thin; Le., 40% to 42% had 

Xy < 1. The effects of multiple scattering and the lack of knowledge about the variation of ri with Xy 

did not have a big impact on the results of this study. 

Lastly, it was found that the retrievals of the cloud optical properties were sensitive to 

changes in the estimates of both Lr and L,. To test the sensitivity of the results to these estimates a 

trial of the LIRAD algorithm was performed with the estimate of the infrared scattering doubled, Le., 

0.6 

0.5 

0.4 

0.3 

Distribution of Visible Optical Depths 

0.5 

• Ti = 0.4 

• T1=0.8 

1.5 2 
Visible Optical DepUi 

2.5 >3 

Figure 5.72. Normalised frequency disttibutions of the cloud visible optical depdis 
determined for a multiple scatter factor (TI) of 0-8, (hashed bars), and for r| = 0.4 (open 
bars). 
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(Lr -f 4 ) = 010 X Li. With diis reasonably large increase in die estimate of the infrared scattering die 

corresponding increase in the refrieved T â, from the measurements of die moderately thick clouds 

with 0-12 < Xy < 0-88, was approximately 5% - an insignificant increase when compared to the error of 

33%. Thus for the moderately thin clouds tj = 0-6 ± 0-2, as per result (5.9), and this is sttong evidence 

diat the value of tj retrieved from the measurements of these clouds was indeed less than that rettieved 

from the measurements of the thickest clouds for which T] = 0-77 ± 0-05 (result 5.6). The latter value 

of ri is for visible optical depdis of approximately 1 -3 < Xy < 3-9. To this author's knowledge these 

are the first measurements of r[ and these as well as future similar measurements should prove a 

valuable adjunct to the most recent theoretical studies of the multiple scattering in lidar retums (e.g., 

Bissonette et al, 1995). Also, an improved knowledge of the effects of scattering on infrared 

measurements of sfratocumulus clouds should make some improvements to the LIRAD retrievals of 

cloud optical properties. 

5.3.5 Microwave Radiometer Results 

5.3.5.1 Introduction 

The optical depths rettieved by LIRAD were limited to optically thin clouds because of die sfrong 

attenuation of visible and infrared radiation by diese boundary layer clouds (5.3.4 and 5.4). However 

simultaneous measurements of the more highly penettating microwave radiation emitted by the clouds 

were also available (3.2.4), and diis meant that some information about the deeper clouds could also 

be obtained. Thus die purpose of 5.3.5 is to obtain a better perspective of tiie total range of cloud 

optical depdis tiian could be provided by the LIRAD results alone, and also to investigate die utiUty of 

die MicroWave Radiometer (MWR) for rettieving optical depdis of boundary layer clouds. 

5.3.5.2 Limitations of the Measurements 

Microwave radiation penettates water droplet clouds more deeply than shorter-wavelengtii infrared 

and visible radiation, provided die droplets are not too much larger dian approximately 10 pm (typical 

mode radii). The attenuation of microwave radiation due to scattering becomes more important if die 

clouds are precipitating; tiiat is, there are droplets witii radii of approximately 100 pm - 1 mm. The 

effects of scattering by these large droplets on the MWR refrieved liquid water patiis (W) wiU be 

iUusttated shortly. By inspection of the lidar observations of 16 July 1993, (and from observations 
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made by the author), diere was no precipitation overhead Cape Grim during the period of die LIRAD 

measurements: Le., approximately 1430ESTto 1700EST. 

A more obvious effect of precipitation on the MWR measurements was tiiat sometimes the 

values of W were spuriously large due to water collected on die MWR receiving dish and mylar screen 

shield (Boers, 1996a; Boers, 1996b). On 16 July many of the MWR measurements were affected by 

rain up to 1406EST. Guided by the work of Boers (1996a) and Boers (1996b) an attempt was made to 

eliminate all the bad data from die study diat follows. However, the possibility remains that 

unevaporated liquid water on the MWR after 1406EST affected some of the results for W. 

5.3.5.3 Liquid Water Paths by Microwave Radiometer 

The values of W derived from the MWR measurements of the sfratocumulus clouds overhead Cape 

Grim on the afternoon of 16 July 1993 are shown in Figure (5.73) (Boers, 1996a; Boers, 1996b; Boers 

and O'Brien, 1996). For comparison, also shown are the variations in the infrared emittances obtained 

by LIRAD (5.3.4.2 of this thesis). Visible optical depths were calculated from these values of W 

(following sections). 

Infrared Emittances and Scaled Liquid Water Paths 

14:30 15:00 15:30 17:30 

EST 

Figure 5.73. Infrared emittances by LIRAD (solid lines) and W g m'̂  derived by 
MWR, die latter scaled by 0-008 g ' m^ (dashed Unes). 
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5.3.5.4 LIRAD and In Situ Measurements by FSSP and 2D-C (16 July 1993) 

The purpose of tiiis section is to give the basic LIRAD and in situ results to assist widi die 

interpretation of the MWR-rettieved optical deptiis in the sections to follow. A large fraction of tiie 

non-precipitating sfratocumulus clouds observed by LIRAD over Cape Grim on 16 July 1993 from 

1430EST to 1700EST were optically thin: approximately 50% of these clouds had Xy < 1 (5.3.4.5). 

The values of die average visible extinction (Oy) and average infrared absorption (Ci) for die diin 

clouds observed by LIRAD prior to 1610EST are shown in Table 5.24. These averages were 

determined by dividing the optical depth of each measured cloud by the geomettical depth (also 

shown in Table 5.24). The thin clouds were not precipitating so the extinction and optical depths 

determined by LIRAD were compared with the same optical properties determined from the lowest 

100 m of the non-precipitating marine sfratocumulus clouds observed in situ (clouds 1-3, 5-7; see 

section 5.3.3). The properties of these 100 m layers are also shown in Table 5.24. 

Inspection of the results shown in Table 5.24 shows that the extinction of the thin clouds 

measured over Cape Grim by LIRAD was much less than the extinction of the lowest 100 m depths of 

the clouds observed over the sea. An explanation of the discrepancy follows. Thicker sttatocumulus 

clouds passed overhead Cape Grim at approximately 1610EST, as determined by inspection of the 

lidar cloud heights {see Figures (5.1b), (5.5a), (5.5b)}. The satellite image NOAA-11 {Figure (3.3)} 

shows these thicker clouds in a band and crossing the Tasmanian coast at approximately 1618EST. 

The times and positions of the in situ measurements of the 7 height sections of the clouds show that all 

the marine clouds 1-7 (5.3.3) were measured in the tiiick band of clouds seen in the satellite image. 

Table 5.24. Optical properties of sttatocumulus clouds over Cape Grim (LIRAD) and over the sea to 
die west of Cape Grim (FSSP and 2D-C). 

Depth (m) Property: Average Variability (std. dev.) 

93 ± 33 

0-100 
100 

0-100 
100 

(LIRAD) 
Oy 

Xy 

Oi 

t i 

(FSSP and 2D-C) 
Oy 

Xy 

Oi 

t i 

00021 m ' 
0-22 

9-4 X 10"* m ' 
0094 

0-017 m"' 
1-72 

0-0068 m ' 
0-68 

0-001 m"' 
0-2 

5 X 10^m' 
0-07 

0-006 m"' 
0-4 

0-003 m"' 
0-2 
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The optical depths of the thicker clouds observed over Cape Grim after 1610EST, (diose also 

measured by the airborne insttuments), could not be determined by die LIRAD mediod. However, 

altiiough diere were no in situ results for the optically thinner clouds, an attempt was made to 

determine die optical depths of the clouds of all deptiis by combining all tiie MWR measurements 

with the in situ measurements of tiie thicker clouds. The variations in the cloud droplet size 

disttibutions were not expected to have a large effect on the optical properties of the different droplet 

distributions. 

5.3.5.5 Visible Optical Depths from Liquid Water Paths (16 July 1993) 

The calculation of visible (532 nm) optical depdis (Xy) in terms of the values of W derived from die 

MWR measurements is described in the following. Cloud visible optical deptiis are sometimes 

calculated in terms of W as described by equation (A2.61). This equation assumes that die Mie 

extinction efficiency Q^ = 2. The in situ results for â ff, W and Xy obtained over 50 m intervals into die 

non-precipitating clouds 1-3 and 5-7 (5.3.3) were used to determine an effective Q„. A least squares 

metiiod was used to obtain the fi^jf diat gave die best fit between the values of Xy retiieved from die in 

situ measurements and those calculated by. 

7 v = - ; — - • (5.10) 

Given die variabilities in a^g, W and Xy of ± 10%, ± 25% and ± 20% respectively, (from the results of 

section 5.3), a range of Qe^ was obtained using 3 combinations of these relative errors: (1) all negative 

errors, (2) no errors, (3) all positive errors. The ranges of values for the 3 error conditions are shown 

in Table 5.25, as well as the 3 rettieved Q^g. The values used to form the ranges in the middle row of 

this table are shown in Figure (5.74). 

Table 5.25. Ranges of the values used for the parameterisations, and refrieved Qeg. 
Error condition g^ (pm) W(gm^) Xy Qeff_ 

(1) 9-00-13-3 2-96-70-2 0-55-8-76 2-21 
(2) 10-0-14-8 3-95-93-7 0-68-110 2-30 
(3) 110-16-2 4-94-117 0-77-12-4 2-43 
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Parameterisation of Visible Optical Depth 

I 

15 

10 35 
O B< & S 

Si, 

I 

Effect ive Radlis 

_ .• 
,»-' 

•-

Visible 

^ ^ 
^^'» 

Optical Deptii 

,^ ' • 

.,.-'''' 

• 
, - ' -

20 40 60 
Liquid Water Path (g.ni-2) 

80 100 

Figure 5.74. Average effective radii determined from the in situ measurements and 
modeUed by a sfraight line of best fit (solid line, top), visible optical depths determined 
from the in situ measurements (filled cfrcles) and a modelled Xy (dashed line). 

Note that the results for z„(W) shown in Figure (5.74) compare well widi the results of Boers et al 

(1998) for Xy(W), for the sttatocumulus clouds observed during all of SOCZEXl, (with a^ff 

approximately 11-14 pm; see Figure 5 of that paper). 

5.3.5.6 Visible Optical Depths by Microwave Radiometer (16 July 1993) 

Values of Xy were obtained from die MWR-rettieved W using equation (5.10), with a value for aeff of 

13 pm, and using the values of Q ^ determined in die previous section. The resulting distiibutions in 

die MWR-rettieved Xy are shown in Figure (5.75), for die LIRAD measurement period 1434EST to 

1702EST (fiUed bars), and for the period 1430EST to 2350EST (open bars). Approximately 18% of 

diese results for Xy were less than 2. According to die lidar measurements, die cloud-free periods 

amounted to approximately 13-5 minutes. Taking tiiis into account approximately 16% of die MWR 

results had Xy < 2. This is significantly less than that found from the LIRAD results (= 50%). The 

higher quality LIRAD results for die optically thinner clouds are presumed to be more accurate. As 

previously mentioned, diere is a possibility that erroneously large values of W obtained from the 

MWR measurements after die rainfall earlier in die day could have caused die spuriously large 

Xy(MWR). Altiiough, it should be pointed out diat tiie values of a^g for die diinner clouds were larger 

dian tiiose obtained for die tiiicker clouds that arrived over Cape Grim at approximately 1610EST. 
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Distribution of Visible Optical Depths (Microwave Radiometer) 
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Figure 5.75. Disttibution of Xy obtained from the MWR rettievals of W, for die same 
period for which the LIRAD results were obtained, 1434 - 1702 EST (filled bars), and 
also for die period 1430 - 2350 EST (open bars). 

This was checked as follows. To match the LIRAD results, with Q^g = 2, the value of a^ was 

adjusted until the average Xy(MWR) was equal to the average Xy of the thin clouds measured by 

LIRAD from 1434EST to 1613EST. The results for a^are shown in Table 5.26. 

Table 5.26. Effective radii (MWR) by a comparison with the LIRAD results (thin clouds). 

ty aeff (pm) 

0-42 
0-22 
0-02 

95 
182 

2000 

The values ofa^ff shown in Table 5.26 are too large, indicating diat inaccuracies in the MWR 

retrievals of W probably were the cause of the inaccuracies of the retrievals of Xy. Clearly, the MWR 

retrievals of W need to be improved for future MWR studies of the optical properties of these clouds. 

At the very least, the MWR results for x provide a perspective on the optical depths of the thick clouds 

that could not be obtained by LIRAD alone. 

5.3.5.7 Infrared Optical Deptiis from Liquid Water Paths (10 July 1993) 

For completeness, die calculations for Xi(W) were investigated briefly; Le., tiiose given by equations 

(A2.65) and (A2.68) (see section M.1.1). Here, tiiese parameterisations are described as die Small 

Droplet Approximation (SDA) and the Large Droplet Approximation (LDA) respectively. 
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The values of X; used to test these parameterisations were determined from die same FSSP 

and 2D-C in situ measurements of the droplet size disttibutions used in section 5.3.5.3; i.e., die non-

precipitating marine sfratocumulus clouds 1-3 and 5-7. The value of aj in the LDA is an effective Mie 

efficiency for absorption (Q,ff). Using the same relative errors of a,̂ , W ând T; used in section 5.3.5.3, 

and by using a metiiod of least squares, the value of Q^g for these data was 1-04 ± 0-2 (The LDA 

shown in Figure (5.76) uses this Qeg). This range of ĝ f̂ corresponds to an a^> 10 pm {see Figure 

(A2.10) for example}. The values of Xi calculated from die SDA and die LDA are shown in Figure 

(5.76). In this figure, die effective radii (solid line, top) are die same as diose shown in Figure (5.73). 

The results shown in Figure (5.76) indicate tiiat tiie LDA models the increasing Xi more accurately 

than the SDA in this case. This is because a significant number of the droplets had radu larger than 

approximately 10 pm. 

16 
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•a a a 
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eg 
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Effective Radius and Infrared Optical Depths (FSSP and 2D-C) 

Effective Radius 

Infrared (Absorption) Optical Depths 
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Liquid Water Path (g.m-2) 
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Figure 5.76. Effective radii (solid line, top) and infrared optical depdis (Xi) 
determined from die in situ measurements of 16 July 1993. For tiiese data, die Small 
Droplet Approximation (SDA, dashed line) is not as accurate as die Large Droplet 
Approximation (LDA, solid line, bottom). 
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As an aside, to further investigate the utiUty of the MWR to rettieve values of x, tiie values of 

Xi(W) were determined for another period of lidar measurements not previously investigated in detail. 

At Cape Grim on 10 July 1993 (SOCEXl) marine sfratocumulus clouds were observed by lidar 

{Figure (5.77) below; see also Figure (5.1a)}, as well as by MWR (diere were no infrared radiometer 

measurements made on this day). Using the parameterisations Xi(W) just described, values of Xi were 

calculated from W. The lidar results in Figure (5.77) clearly show precipitation at approximately 

1320EST, and also between about 1530EST and 1650EST. The effect of tiiese large droplets on die 

MWR retrievals for W is evident by the spuriously large peaks in Xi(WO shown in Figure (5.78). 

(Similarly, the errors in the parameterised visible optical depths, Xy(W), would be large and positive). 

Clearly, these results (10 July 1993) provide a valuable insight into the effects of large droplets on 

MWR retrievals of x, and should be investigated fiirther in future. 

• Note: Figures 5.77 and 5.78 are shown together on the next page for easier comparison of the 

lidar and microwave radiometer results. 
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Cloud Heights by Lidar 

18:00 

Figure 5.77. Cloud heights measured by the maxilidar at Cape Grim on 10 July 1993 
(SOCEXl). The crosses at 0 m (ASL) indicate a lidar shot but no detected cloud 
signal. The clouds begin to precipitate at approximately 1320 EST. 

Infrared Optical Depths by Microwave Radiometer (Overestimated) 

18:00 

Figure 5.78. Values Xi(W) calculated from die values of W rettieved from the 
microwave radiometer measurements of 10 July 1993. Some of the data are missing. 
Variations in Q,^had only a smaU effect on these results. Note the sharp and spunous 
increases in optical deptii tiiat occur where precipitation was present. 
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5.4 Properties of Clouds Observed on 8 February 1995 (SOCEXl) 

5.4.1 LIRAD Study of Stratocumulus Clouds (8 February 1995) 

5.4.1.1 Introduction 

A study of the LIRAD measurements of boundary layer clouds observed on 8 Febmary 1995 

(S0CEX2) is presented in die following sections. This sttidy was kept brief because die lidar data 

obtained during S0CEX2 were of a poorer quality than those obtained during SOCEXl. The 

S0CEX2 lidar data could not be caUbrated using measurements of cloud-free air as was done for the 

SOCEXl data (see 4.4). However in the study of droplet size distributions measured in situ on 16 

July 1993 it was found that the extinction-to-backscatter ratio (S) of diese boundary layer clouds 

varied by only a small amount (section 5.3.3.9), regardless of die depdi into the clouds. Thus the 

minilidar was calibrated by assuming that tjS (and therefore the maximum / ' ) for the S0CEX2 

sttatocumulus clouds was the same as that obtained for SOCEXl (5.3.4.3). Further higher quality 

lidar measurements of optically thick boundary layer clouds are requfred to determine the validity of 

this calibration method. 

During S0CEX2 the minilidar was optimised for the retumed signals from sfratocumulus 

clouds and because of this the cumulus cloud signals were saturated in amplitude. Thus the cumulus 

cloud signals were discarded from the analysis of the LIRAD data, achieved by inspection of die 

cloud heights. This left a total of 3523 measurements of sfratocumulus clouds for analysis. Note tiiat, 

as weU the LIRAD studies of sfratocumulus clouds presented in this thesis, a LIRAD sttidy of 

cumulus clouds is long overdue and could provide valuable insights into die optical properties of 

boundary layer clouds: e.g., see Piatt and Gambling, (1971a). 

To provide an initial view of tiie LIRAD measurements of tiie sttatocumulus clouds made on 

8 Febmary 1995, die heights of cloud base and die apparent cloud tops obtained from die minilidar 

signals are illusfrated in Figures (5.79) to (5.83). Some of die simultaneously measured cloud infrared 

radiances are also shown in these figures. 
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stratocumuhis Cloud Heights and Infrared Radiances (1 of 5) 
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Figure 5.79. Sfratocumulus cloud heights (m ASL) obtained from lidar measurements 
(upper dashes). After 1045 EST cumulus clouds lie in the region 1000 - 1500 m ASL. 
The simultaneously measured infrared radiances of the sttatocumulus clouds are shown 
by the solid lines (arbittary units). The radiances reached a maximum where the cloud 
base of the sttatocumulus clouds dropped to = 1500 m. Obviously the clouds are black 
to infrared radiation at that point. 

Stratocumuhis Cloud Heights and Infrared Radiances (2 of 5) 

2000 

11:05 11:15 11:25 11:35 11:45 11:55 

EST 

12:05 12:15 12:25 12:35 

Figure 5.80. Cloud heights of cumulus and sfratocumulus clouds (m ASL) indicated by 
the upper dashes, and simultaneously measured infrared radiances shown by the solid 
lines below (arbittary units). The radiances are to die same scale as in the previous plot. 
Only die radiances of the sttatocumulus clouds used for the LIRAD analysis are shown. 
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stratocumulus Cloud Heights and Infrared Radiances (3 of 5) 
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Figure 5.81. Cloud heights of cumulus and sttatocumulus clouds (m ASL) indicated by 
the upper dashes, and simultaneously measured infrared radiances shown by the solid 
Unes (arbifrary units). The radiances of die lower cumulus clouds have been excluded 
from this plot. 

Stratocumulus Cloud Heights and Infrared Radiances (4 of 5) 

2000 

18:05 

Figure 5.82. Cloud heights of cumulus and sfratocumulus clouds (m ASL) indicated by 
die upper dashes, and simultaneously measured infrared radiances of the sfratocumulus 
clouds shown by the solid lines (arbifrary units). 
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Stratocumulus Cloud Heights and Infrared Radiances (5 of 5) 

2000 

Figure 5.83. Cloud heights of cumulus and sttatocumulus clouds (m ASL) indicated by 
the upper dashes, and simultaneously measured infrared radiances of the sttatocumulus 
clouds shown by the solid Unes (arbittary units). 

Time series plots for the values of x' determined from the minilidar measurements of the 

sfratocumulus clouds, (which used the estimate of tjS found for SOCEXl), are shown in Figures 

(5.84) and (5.85). In Figure (5.85) die period 1720 EST to 1745 EST is interesting because of the 

drop in cloud depth that occurred over this period; the measurements of the cloud radiances and x' are 

shown in more detail in Figure (5.86). 

Apart from the assumption diat the value of TiS for these clouds measured during S0CEX2 

was die same as that found for SOCEXl, die optical properties of tiie sfratocumulus clouds presented 

in the following sections (SOCEX2) were determined in a similar manner to those obtained for the 

SOCEXl dataset (5.3.4). The calculated visible optical deptiis modified by die multiple scatter factor 

(TjXy) are given in section 5.4.2, and die values of die ratios of visible extinction to infrared absorption, 

modified by the multiple scatter factor (Tia), are given in section 5.4.3. An estimate of Tj is used to 

determine a disttibution in die visible optical depdis (Xy). The infrared optical deptiis (Xj) determined 

by the LIRAD method are given in 5.4.4. The infrared emittances (Ei) are presented in section 5.4.5. 
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Lidar Measurements of Stratocumulus Clouds (1 of 2) 
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Figure 5.84. Integrated attenuated backscatter (X) of the sttatocumulus clouds 
observed on 8 Febmary 1995 versus time. These values were obtained using die 
maxium values of ^'obtained from the SOCEXl data. 

Lidar Measurements of Stratocumuhis Clouds (2 of 2) 

0.05 

18:00 21:00 

EST 

Figure 5.85. Integrated attenuated backscatter (x) of sttatocumulus clouds observed on 
8 Febmary 1995. These values were obtained using die maximum values of ̂ 'obtained 
from die SOCEXl data. See Figure (5.86) for anodier view of the values of x' during 
die period 1730 -1735 EST. 
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LIRAD Measurements of Stratocumulus Clouds 
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Figure 5.86. A larger-scale plot of some of the data shown in Figures (5.85) and (5.82): 
X' sr'' (upper line), and simultaneously measured cloud radiances (lower line, arbifrary 
units). 

5.4.1.2 Infrared Properties of the Clouds by LIRAD 

Estimates of the errors for infrared emittances (Ej) and infrared absorption optical depdis (Xi) are 

presented in the section (i), followed by the LIRAD results for Ei and Xi in section (U). 

(i) Errors 

The equation (2.42) was used to determine the error in die cloud radiances ALc, and equation (2.43) to 

determine the error in tiie cloud infrared absorption radiance (ALj.). Estimates of the ertors used to 

determine these quantities are shown in Table 5.27. These errors in die radiances were estimated by 

inspection of tiie variabUities in the measured infrared radiances as well as the various 

parameterisations presented in sections 4.3.4.4. to 4.3.4.7. 

Table 5.27. Estmiates of maximum errors in infrared radiances and ttansmittances. 

Error Magnitude 

ALg 
ALair 
ATair 
ALs 

0-04 W m'̂  sr"' 
0-04 W m"̂  sr"' 
0-002 
= 005 XLi 
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The relative errors AEi/Ei were found by equating them with ALJLi as for tiie SOCEXl results 

(e.g. Piatt et al, 1998), and die errors AXi were determined by equation (5.1). The relative errors AEi/Ej 

and AXi/Xi were tiien determined for all die LIRAD results for EJ and X; {see Figures (5.87) and (5.88)}. 

(ii) Results 

Plots of Ei ± A8i and Xi + AXi versus the measured cloud infrared absorption radiances (L,) are shown in 

Figures (5.89) and (5.90) respectively. Given the errors just determined, between 46% to 54% of die 

clouds were optically tiiin witii ^ < 0-5. Frequency disttibutions of the emittances and infrared 

absorption optical depths are shown in Figures (5.91) and (5.92) respectively. 

There were a total of 2486 LDRAD measurements, so to avoid clutter in Figure (5.83), die 

results for the thickest clouds (where the uncertainties were large) were excluded from this plot 

These discarded points were diose witii x' > 0-03355 sr"\ or Xi > 1-2. There remain 1200 points in die 

plot. 

The results shown in Figures (5.89) and (5.90) provide a good indication of the high 

occurrence of optically thin boundary layer clouds observed on 8 Febmary 1995. According to the 

LIRAD results approximately 20% of the clouds observed on this day had Xi < 0-8. Given the estimate 

of a for S0CEX2 determined in the previous section, this means that approximately 20% of the 

visible optical depths of these clouds were less than approximately 3. 
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Relative Errors in Infrared Emittance (SOCEX2) 
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Figure 5.87. Relative errors Aej/Ei versus radiance (L,) for a sample of the LIRAD 
measurements obtained on 8 Febmary 1995 (S0CEX2). 
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Figure 5.88. Relative errors AXi/Xi versus radiance (L,) for die same sample of LIRAD 
measurements shown in the previous figure. 
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Infrared Emittances (SOCEX2) 
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Figure 5.89. Emittances and calculated uncertainties versus radiance (L,) for a sample 
of the LIRAD measurements obtained on 8 Febmary 1995 (S0CEX2). 
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Figure 5.90. Infrared absorption optical deptiis (Xi) and calculated uncertainties versus 
radiance (L,) for a sample of die LIRAD measurements obtained on 8 Febmary 1995 
(SOCEX2). 

5-80 



Distribution of Infrared Emittances (SOCEX2) 
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Figure 5.91. Disttibution of the infrared emittances (ed determined by the LIRAD 
method for die measurements obtained on 8 Febmary 1995 (S0CEX2). There were 
2023 values of Ei < 0-8 (57% of die total). 
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Figure 5.92. Disttibution of die infrared optical depdis determined by tiie LIRAD 
metiiod for die measurements obtained on 8 Febmary 1995 (S0CEX2). There were 
1093 values of Xi < 1-0 (31% of tiie total). 
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5.4.1.3 Estimate of the Multiple Scatter Factor 

In tiie application of the LIRAD method to die S0CEX2 data, if a match between the measured and 

calculated radiances could not be achieved to a reasonable precision by adjustments to Tia only, tiien 

tiiose data were discarded from the analysis of die main group of LIRAD data. That is, in diis 

application of tiie LIRAD method there were no adjustments made to the original TjS used to calibrate 

die lidar. (See section 2.3.5 for a description of tiie iteration processes in tiie LIRAD algoridim). 

These discarded data were all of measurements of thick clouds with x' > 00340 sr"', so the 

uncertainties in retiieving thefr optical properties were large. There were 1037 measurements of diese 

thicker clouds, and the remaining 2486 LIRAD measurements were used for analysis. 

The uncertainties in the calculated TiXy for the SOCEX2 data were less tiian 25% over the 

range of x', 0016 - 0-025 sr"'. Over this range of %' the average Tia and die variability determined by 

the LIRAD method was, 

r | a= l -5±0-6 . (5.11) 

Outlying points with Tia > 4 were discarded from this result. This value of T|a and the variabilities are 

shown in Figure (5.93). In the figure, for x' > 0-025 sr"', the clustering of the values of tja near x' = 

0-03 sr"' is an artifact of the LIRAD computer algorithm. The spurious clustering observed here is 

related to the initial estimates used for T|a in the LIRAD analysis process, and occurs in a region 

where the uncertainties in determining absorption profiles from the lidar data were very large. 

For comparison, the value of Tia for the SOCEXl data was determined in the same way as 

the result (5.11), (Le. uncertainties in TiXy less than 25%): 

Tia = 1-5 ± 0-3 (SOCEXl). (5.12) 

Given tiiat the value of a at the wavelength 1064 nm is (at most) about 5% more dian a for 

532 nm, and about 20% more tiian a (SOCEXl) due to die different microphysics of die summer 

clouds observed on 8 Febmary 1995 (see section 4.4.3), tiien a (1064 nm) for die S0CEX2 results 

was approximately 

a = 3-0 ±0-3 (SOCEX2). (5.13) 
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Ratios of Visible Extinction to Infrared Absorption (LIRAD) 
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Figure 5.93. The values of Tia determined by the LIRAD method. The average Tia and 
the variabiUties are also shown, which were calculated over the range 0-016 <%' < 0025 
sr"'. Outlying points with Tja > 4 were discarded from these calculations. The 
clustering of points near %' = 0-03 sr"' is erroneous - an artifact of the LIRAD algorithm 
(see text). 

(Using the same relative uncertainty for a found for SOCEXl). Therefore, using the results (5.11) 

and (5.13) and assuming random errors, the value of the multiple scatter factor for the thinner 

sfratocumulus clouds observed during SOCEX2 was. 

Ti = 0-5±0-3(SOCEX2), (5.14) 

The multiple scatter factor for the S0CEX2 (summer) thin clouds is less than the value found for the 

thin clouds measured in the winter (SOCEXl): 

r| = 0-6±0-2 (SOCEXl). (5.15) 

The effect of overestimating the radiance due to scattering (L,) is to increase the retrieved 

value of ria. The S0CEX2 results for die emittances sttongly suggest tiiat L, has been overestimated, 

dierefore ria (S0CEX2) is Ukely to be too large, dierefore tiie rettieval of Ti shown above (5.14) is 

also likely to be too large. However tiie value of TI obtained from die SOCEXl results is believed to 

be closer to the correct value, thus it seems very likely that the value of tj obtained from the SOCEXl 

data is indeed larger dian tiiat for SOCEX2, as shown by die results (5.14) and (5.15). 
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The smaller T| for die summer clouds (5.15) meant that die effect of multiple scattering on die 

minilidar measurements was greater and tiiere are a number of reasons why this should be die case: 

(1) The summer clouds were higher. (2) The field of view of die minilidar (11-5 mrad) was more dian 

twice that of die maxilidar (5 mrad). (3) The effects of scattering would be greater for clouds witii 

greater numbers of smaller droplets (which would have higher optical depdis). Also, ri would be 

smaller for clouds containing smaller droplets because die scattering phase function is peaked less in 

the forward dfrection. Thus tiie greater amounts of scattering in other dfrections other than the 

forward direction would lead to more scattered Ught being detected by the lidar. Higher quality Udar 

or LIRAD studies of water droplet clouds combined with theoretical studies of the multiple scattering 

in clouds are required to check the accuracy of these results for T), for both SOCEXl and S0CEX2. 

5.4.2 Visible Optical Depths by Microwave Radiometer (8 February 1995) 

This section is a brief investigation into the visible optical depths derived from the MWR 

measurements of 8 Febmary 1995 (Boers, 1996b; Boers and O'Brien, 1996). The liquid water paths 

refrieved from the MWR measurements of 8 Febmary 1995 are shown in Figure (5.94). (At the time 

of this study, the available numerical resolution of these measurements was 10 g m"̂ ). The 

microphysical and optical properties of the clouds determined from the in situ measurements of 

S0CEX2 were studied in detail by Boers et al (1998), and that study included a comparison between 

the results obtained for the winter and summer phases of SOCEX. 

The visible optical depths Xy(W) were calculated using equation 5.10 with estimates of the 

various parameters shown below in Table 5.28. The uncertainties in the parameters were freated as 

random errors. The results for W< 100 g m"̂  are shown in Figure (5.95). 

Table 5.28. Parameters used for calculation of Xy(W). 
Parameter Estimate 

Qeff 2-9 ± 0-3 Section 5.4.3. 
aeff 9-5 ± 1 -5 pm Boers et al (1998) 
5\y 10 gm"^ Numerical res, of W 

A disttibution for Xy(W) was determined using intervals of Xy of 5, and formed for the LIRAD 

measurement periods only to enable a comparison with the LIRAD results (see later, 5.5). This meant 

that only the sfratocumulus cloud periods were considered, with cloud-free periods also eliminated 
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from the disfribution {Figure (5.96)}. The optically thin clouds with Xy(W) < 5 comprised 28% of die 

data. 

0:00 

Liquid Water Paths (Cape Grim, 8 February 1995) 

4:00 8:00 12:00 

EST 

16:00 20:00 0:00 

Figure 5.94. Values of the cloud liquid water padis (W, g m"̂ ) obtained from 
microwave radiometer measurements at Cape Grim on 8 Febmary 1995. 
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Figure 5.95. Values of the visible optical deptii Xy(W) calculated for die summer 
sfratocumulus clouds, for liquid water padis 1V< 100 g m'̂ . The high uncertainties are 
mostiy due to the uncertainties in the microwave radiometer rettievals of W (cf. Figure 
5 of Boers era/., 1998). 
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Distribution of Visible Optical Depths by Microwave Radiometer 
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Figure 5.96. Disttibution of visible optical depths determined from MWR 
measurements for the LIRAD measured clouds only, of 8 Febmary 1995. 

5.5 Discussion of Results 

5.5.1 Introduction 

Primarily, the results of this thesis given in this chapter represent the information that was requfred for 

and obtained from the first application of the LIRAD technique to sfratocumulus clouds. The results 

were divided into three main sections, the lidar measured cloud heights obtained over the full duration 

of tiie SOCEX (5.2), tiie properties of clouds observed on 16/7/1993 during SOCEXl (5.3), and die 

properties of clouds observed on 8/2/95 during S0CEX2 (5.4). The properties of the clouds were 

determined from several sources: in situ measurements obtained some miles to the west of Cape Grim 

(over the sea), and from Udar, infrared radiometer and microwave radiometer measurements obtained 

at Cape Grim (over land and directiy downwind from the afrbome measurements). These final 

sections discuss the important relationships between the various results, thefr limitations, and identify 

the primary geophysical results of the thesis. These discussions are extensions of tiiose presented 

throughout this chapter. 
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5.5.2 Lidar Measured Cloud Heights (SOCEX) 

The marine sfratocumulus and cumulus clouds measured by lidar during SOCEX were all located in 

or near the top of the boundary layer. There were some limitations on these measurements. Very 

little information could be obtained about any of die properties of die precipitating clouds as rain often 

intermpted die lidar measurements - rain was a problem particularly during die winter phase of die 

experiment (SOCEXl). Where lidar measurements were obtained during periods of rain the measured 

heights were less accurate due to backscatter from rain droplets. The odier limitation was diat the 

lidar could not measure clouds deeper than approximately 200-250 m due to die total attenuation of 

the lidar retum. This meant that multiple layers of cloud above a deep cloud layer were not observed. 

This would have biased the cloud heights down. 

Even witii these limitations the lidar measured cloud heights showed with reasonable 

certainty that, for the observation days under consideration, the sttatocumulus clouds observed during 

the summer phase of SOCEX were higher than those observed during the winter phase. One possible 

reason for this was that during the summer phase the boundary layer afr was not always dynamically 

coupled to the surface air. This meant that, in the summer, the main cloud layer was often warmer and 

dryer than the layer immediately above the sea surface, leading to the formation of higher clouds. 

Cloud heights were also measured during the lidar study of cloud optical properties by Pal et 

al (1995). A comparison of results from that study with those of this thesis is made with caution, 

because of possible differences in the cloud detection algorithms, and also because of the smaU 

amounts of data obtained in both studies. Pal et al found that low-level clouds with bases below an 

altittide of 2 km were more frequent during ECLIPS 1, die (Canadian) auttimn phase of the ECLIPS 

experiment, tiian during ECLIPS 2 (Canadian summer). This result does not conttadict die findings of 

this thesis. Further long-term measurements of the heights of low cumulus and sttatocumulus clouds 

are requfred to confirm whether or not diere are seasonal differences in the heights of tiiese cloud 

types. Any relationships that could be found between die heights and optical properties of boundary 

layer clouds would also be useful in parameterisations for climate models. 
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5.5.3 Properties of Clouds Observed on 16/7/93 (SOCEXl) 

5.5.3.1 Aircraft In Situ Measurements 

The in situ properties of tiie clouds determined from the afrcraft measurements made on Flight 08 of 

16/7/93 were calculated from die measured Droplet Size Disfributions (DSDs) shown in Figures 5.6 to 

5.21. The clouds ' 1 ' to '7' were measured over die sea whereas cloud '8 ' was measured over die land. 

Thus die properties of cloud '8' were not used in the analyses of die LIRAD and MWR data as die 

remote sensing instmments measured clouds that had just reached the coast after forming at sea. Note 

tiiat the droplet concenfrations of clouds '4' and '8 ' , were approximately 20 cm"̂  (5.3.3.3), about half 

die other concenfrations. This is because the liquid water in these clouds was taken up by fewer 

numbers of larger droplets ('drizzle') widi radii ranging from approximately 100 pm to 1 mm. 

Evidence of these larger droplets may be seen in Figures 5.12 and 5.20. 

The measured cloud droplet concenfrations (n) were approximately constant with height 

(Figure 5.22). However, the effective radii of the droplets increased with height (Figure 5.27). 

Therefore the increasing extinction with height, as seen in Figure 5.41, was due to an increasing 

droplet size with height and not increasing n. The in situ results for liquid water content (5.3.3.5) 

were used to calculate the cloud liquid water patiis, W (Figures 5.36 and 5.37). The values of W and 

cloud droplet effective radius (5.3.3.4) were used to determine the parameterisation of optical depth, 

to enable optical depths to be calculated from the microwave radiometer measurements of W. 

The in situ results for visible extinction (5.3.3.7) and backscatter (5.3.3.8) represent the 

results of the steps taken to calculate the visible extinction-to-backscatter ratio, S (5.3.3.9). Similarly, 

the in situ results for infrared absorption (5.3.3.10) and visible extinction were used to calculate the 

ratio of visible extinction-to-infrared absorption ratio, a (5.3.3.11). Subsequentiy the comparisons of 

diese values of S and a with die LIRAD rettieved values of TI5 and ria provided die multiple scatter 

factors (5.3.4.3 and 5.4.1.3). There were only small variations in S witii deptii into die clouds and diis 

led to the calculations of optical deptii (modified by TI) dfrecdy from the calibrated lidar rettims 

(5.3.4.4). 

The visible and infrared optical depdis of die clouds ' 1 ' to '8' (5.3.3.12 and 5.3.3.13) were 

calculated from the in situ results for visible extinction and infrared absorption, and comparisons of 
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diese depths were made with die LIRAD results (about which more wUl be said in a following 

section). 

Primarily, die in situ data presented in tiiis chapter represented the results at die end of each 

of the steps taken to provide in situ data for comparisons with die LIRAD results, and for calculating 

optical depths from the microwave radiometer measurements. Also, these in situ results provide a 

detailed database of die in situ properties of the clouds tiiat may be useful for futtire investigations of 

the results of this thesis. 

5.5.3.2 LIRAD Study of Stratocumulus Clouds Observed on 16/7/93 

The sttatocumulus clouds observed by LIRAD on 16/7/93 could be separated into two 'decks' of 

cloud. One deck consisted of optically thin clouds that passed overhead Cape Grim between 

approximately 14:30 and 16:10 hours EST. The second deck was measured between approximately 

16:10 and 17:05 hours EST. The two decks provided a wide range of optical depths that enabled a 

successful study of the LIRAD data by the LIRAD analysis technique. The LIRAD results can be 

summarised by the single plot of integrated attenuated backscatter (xO versus infrared emittance (e), 

shown in Figure 5.67. There is very littie scatter in the data of this result, and inspection of previous 

LIRAD results (for cfrms clouds) shows that this result (for sfratocumulus clouds) may be the 

'tightest' fit of x' versus e data of any LIRAD study of clouds. This is because the sfratocumulus 

clouds contained only water droplets with only small variations in thefr microphysical properties, 

whereas the microphysical properties of high clouds vary more widely due to the different shapes of 

thefr ice crystals. 

Comparisons of the in situ extinction-to-backscatter ratios (S) with the LIRAD-rettieved Ti5 

deUvered die multiple scattering factors (r|). The measured values of r\ compared reasonably well 

with dieoretical values of ri determined for water droplet clouds (Piatt, 1981). The rettievals of Ti 

made for this thesis represents very new work. In the literature, there are very few reports on the 

value of Ti, and where information is available, tiiere is little agreement on tiie magnittide of lidar 

multiple scattering even for tiie simplest modelled clouds (Bissonnette et al 1995). Witii r| accounted 

for in die work for diis thesis, die primary results of the analyses of die Udar and infrared radiometer 

measurements could be given: that is, cloud infrared emittances and.visible and infrared optical 

depths. 
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5.5.3.3 Optical Depths of Stratocumulus Clouds by Microwave Radiometer (16/7/93) 

The detection of aerosols and clouds of low optical deptii is a sttengtii of the lidar/LIRAD metiiods, 

but tills is offset by thefr inabiUty to determine the optical deptiis of deeper clouds. Thus where die 

total range of optical depths is required, lidar/LIRAD methods should be used in conjunction witii 

measurements by insttuments that penettate clouds more deeply. During SOCEX simultaneous 

measurements by a microwave radiometer were avaUable for investigation. Again, the in situ data 

proved invaluable for 'calibrating' ground-based measurements so that optical properties could be 

calculated from them. 

The quality of the microwave radiometer data was linuted by uncertainties associated with 

data resolution and scattering of the microwave radiation by larger droplets. Witii respect to the latter 

problem, the correlation between the lidar measured heights of cloud base and die microwave 

radiometer measurements of liquid water path obtained on 10 July 1993 (Figures 5.77 and 5.78), at 

least gave some indication of the size of the errors involved. (This error was of die order of positive 

100% where precipitation was present). The cloud optical depths obtained by the MWR during the 

daylight hours of 16/7/93 ranged from zero to approximately 10. This agrees reasonably weU with the 

range of optical depths of zero to approximately 10 obtained by Boers et al (1998), for sttatocumulus 

clouds measured in situ during the entire winter experiment. At least, the microwave radiometer 

measurements at Cape Grim provided a broad overview of the total range of the optical depths of the 

clouds observed on 16/7/93 that could not be provided by the LIRAD method alone. 

5.5.4 Properties of Clouds Observed on 8/2/95 (S0CEX2) 

5.5.4.1 LIRAD Sfaidy of Stratocumulus Clouds Observed on 8/2/95 (SOCEX2) 

The 'minilidar' used during the summer phase of SOCEX was a less sensitive insttument than tiie 

'maxilidar' used during SOCEXl. However, die cloud measurements by die mimlidar had adequate 

signal-to-noise ratios, and so an attempt was made to analyse die S0CEX2 LIRAD dataset. The 

minilidar could not detect a molecular backscatter profile for calibration purposes, and die absence of 

a molecular signal in the free ttoposphere meant that a novel mediod of 'calibration' was requfred. 

The only practical option available was to determine the (uncalibrated) maximum integrated 

attenuated backscatter for these clouds measured by the lidar, then equate that witii an estimate of 

(2TIS)"'. The value of (2riS)' used for tiiis 'calibration' was obtained from die previous part of the 
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tiiesis, (tiie LIRAD study of the SOCEXl data), but with the value of S corrected for die wavelengdi 

difference between the lidars (532 nm, SOCEXl, versus 106 pm, S0CEX2; see 4.4.2). The 

assumption of no changes in T| between the datasets was discussed in 4.4.3. 

The results of the analysis of tiiis second LIRAD dataset proved fiiiitfiil, and once agaui, 

there was a sfrong representation by optically thin sfratocumulus clouds (Figures 5.89 to 5.92). 

Furthermore, an estimate of the multiple scatter factor (TI) could also be made from die dataset. The 

value of Ti of 0-5 tiiat was obtained from the S0CEX2 dataset indicated that tiiere was more multiple 

scattering detected from the measurements of the summer clouds than for die SOCEXl result. This 

can be explained in part by the greater field of view of the minilidar (11-5 mr versus 5 mr), and die 

greater heights of the summer clouds from the minilidar. Also, it is possible that diere was more 

multiple scattering occurring in the summer clouds with thefr higher concenfrations of smaller 

droplets (Boers et al, 1998). Whether die latter explanation is ttiie needs to be answered by fiirther 

rigorous theoretical studies of the multiple scattering in Udar retums from these clouds. 

5.5.4.2 Optical Depths of Stratocumulus Clouds by Microwave Radiometer (8/2/95) 

As with the SOCEXl dataset, the quality of the microwave radiometer data was Umited by 

uncertainties associated with data resolution and scattering of the microwave radiation by larger 

droplets. The optical depths of the clouds measured on 8/2/95 calculated from the MWR data that 

were not contaminated by rain ranged from zero to just above 20. This result, that the optical depths 

of the sfratocumulus clouds measured by MWR on 8/2/95 (summer) were greater than those observed 

on 16/7/93 (winter), is not inconsistent with the results of Boers et al (1998). In that study it was 

determined that the higher optical depths of the summer sfratocumulus clouds was due to the higher 

extinction of the higher concenfrations of smaller droplets that existed in the summer clouds. 

5.5.5 Cloud Optical Depths 

In order to place all the results for the optical properties of tiie clouds in perspective, a simple equation 

linking cloud microphysics with visible optical depth (Xy) was used to provide comparisons between 

the various Xy of the sfratocumulus clouds obtained in tiiis thesis, witii those obtained in otiier studies. 

Attention was focussed on the visible part of the specti^m because, cUmatologically, the solar fluxes 

of sttatocumulus clouds are more important dian tiieir tiiermal infrared fluxes. Attention was focussed 
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on visible optical depths because it is tiiis quantity that appears most often in tiie literature, and is most 

easily compared with odier results. (Approximations for tfie cloud infrared optical depdis may be 

obtained by dividing die Xy by 2). The equation used for the comparisons is. 

T,=27lNa^'h, (5.17) 

where N is the droplet concenfration, a^gis the effective droplet radius, and h is die geomettical cloud 

deptii (Twomey, 1977). 

A modelled sttatocumulus cloud that is sometimes used for radiative studies is the so-called 

'Sc i r model (Stephens, 1978; SUngo and Schrecker, 1982). In Table 5.29 die values of Xy obtained 

from equation (5.17) are shown for Sc II; the aeff was calculated by Slingo and Schrecker (1982). The 

values for Xy calculated from the aeff and N obtained from the SOCEX afrbome study by Boers et al 

(1998) are also shown. (Transmittances calculated from Xy are also shown). 

Table 5.29. Calculated optical depths of the 'Sc II' sfratocumulus cloud. 
Depths of Cloud Layer (m) 

'ScH' 
300 

200 

100 

SOCEXl 
300 

200 

100 

SOCEX2 
300 

200 

100 

aeff(fm) 

9.9 

9.9 
9.9 

11.5 

10 

9 

6.5 

6.5 

6 

N(cm^) 

120 

120 
120 

28 

31 

31 

89 

89 

93 

t. 

22.2 

14.8 
7.4 

5.9 
3.5 

1.6 

6.8 

4.5 

2.1 

T 

2 X 10"'° 
4 X 10"'' 

6x10"^ 

2-7 X 10"̂  

3-0 X 10"̂  

2-0 X 10"' 

1-1 X 10"̂  

1-lx 10"̂  
l-2x 10"' 

Inspection of Table 5.29 shows that die optical deptiis of Sc n are large when compared to 

tile in situ SOCEX results because of the high droplet concenfrations of Sc n. Note tiiat a significant 

resuU of SOCEX, tiiat die summer clouds were optically deeper dian die winter clouds (Boers et al, 

1998), is home out even in tiiis linuted exfraction of properties of die lowest 100 m - 300 m layers of 

the clouds. Also note that the sfratocumulus clouds observed by the afrbome team were often 

optically thin primarily due to the low droplet concenfrations measured in the clean marine Southem 

Ocean atmosphere, with its relatively fewer numbers of CCN. 
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The LIRAD results for Xy of the sfratocumulus clouds approximately 100 m thick (observed 

on 16 July 1993) are shown in Table 5.30. Transmissions calculated from Xy are also shown, as well 

as some of the in situ results for comparison. These are not dfrect comparisons: the clouds 1-7 were 

hundreds of mefres thick and observed fiirther out to sea. However, clearly, the LIRAD 

measurements were of unusuaUy thin layers of cloud. If the cloud droplets in these LIRAD measured 

clouds had typical radii of 10 pm, then the concenfrations must have been very small - of the order of 

10 cm"̂ ; or, the cloud droplets were unusually small. 

Table 5.30. Cloud optical 

URAD 

'Clouds 1-7' (in situ) 

depths by LIRAD and in situ measurements 

t,±dT, 
0-22 ±0-2 
1-7 + 0-4 

T,±8ry 
0-80 ±0-16 
0-18 ±0-07 

Depth from Cloud Base (m) 

93 ± 33 m 
0 - 100 m 

The detection of optically thin clouds is also highlighted in other lidar studies. For example, 

from the extinction profiles of sfratocumulus clouds determined by Camuth and Reiter (1986), the 

cloud optical thicknesses varied from approximately 0-1 to 1 over 100 mefre layers. Pal et al (1995) 

presented some statistics on cloud optical properties that were obtained by lidar, and these showed a 

prevalence of thin clouds or cloud 'fragments'. For the low clouds, (heights 0 - 2 km), die average Xy 

= 0-651 (ECLIPS 1, Canadian autumn), and Xy = 0-125 (ECLIPS 2, Canadian summer). That study 

was limited by its few measurements and a bias towards thinner clouds (about 10 - 15% of die clouds 

were not penefrated by the lidar and omitted from the study). However, Pal et al (1995) concluded 

tiiat the ECLIPS observations indicated die fractions of clouds (of all heights) with fractions of Xy < 

1-2 was "much greater" dian tiie global 10 - 15% suggested by Rossow and Lacis (1990). In keeping 

with die cut-off figure of 1-2, tiie fractions of sfratocumulus clouds widi Xy < 1-2 obtained from die 

LIRAD analyses of tiiis tiiesis are =43% (TI = 0-6,16 Jul '93), and =12% (TI = 0-5, 8 Feb '95). 

The MWR measurements were very imprecise for die optically thin clouds, however for 

completeness die fractions of Xy < 1-2 obtained by MWR were: =7% (Qeff: 2-2 - 2-4; aeff: 10 - 15 pm), 

and =18% iQ^ffi 2-6 - 3-2; aeff: 8 - 11 pm). Altiiough obtained from small datasets only, die LIRAD 

results of 43% and 12% are pointing to significantiy large fractions of opticaUy tiiin boundary layer 

clouds and so support the findings of other lidar studies. 

Thus, die primary geophysical result of the tiiesis was tiiat many of tiie observed boundary 

layer clouds, composed of water droplets only, were optically thin. These "tiiin clouds" ranged from 
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layers of swelling aerosols near the top of the boundary layer to clouds with visible optical deptiis less 

than approximately 1. This is an important geophysical resuU because it is usual, especially in 

climatological studies of the interaction of clouds on climate, for boundary layer clouds to be 

considered optically thick. In fact, often they are considered to be of die maximum optical diickness 

(or maximum infrared emittance). It is emphasised tiiat the datasets investigated for diis thesis were 

relatively small considering the amounts of data that would be required to draw conclusions about 

cloud properties on oceanic or global scales. However, die LIRAD results of this diesis as well as 

other lidar studies are pointing to a prevalence of optically thin low clouds in the atmosphere that may 

not have been previously recognised. An investigation dedicated to tiiis problem would seem 

worthwhile. 

5.5.6 Lidar Multiple Scattering Factor 

Multiple scattering in the lidar signals in most lidar studies of clouds is appreciable, and this can be 

shown by simple approximations (see, for example, Nicholas et al, 1997). The multiple scattering 

intensity is a function of telescope field of view, cloud range, cloud optical depth and cloud depth. 

The multiple scattering in the backscatter depends on the shape of the scattering phase function in the 

backwards dfrection, and also varies with depth into the cloud (Kunkel and Weinman, 1976; Piatt, 

1981). Piatt (1981) found that in a sttatocumulus cloud, r| increases rapidly above cloud base and 

then levels off. However, because the infrared emittance is for the whole cloud depth and the 

integrated backscatter is also an integral through the cloud, only an average representative value of T) 

is obtained in the present study. Based on this result, and die approximations of Nicholas et al, 1997), 

it is concluded that the assumption of a constant value oft), averaged through the cloud deptii, wiU not 

lead to large errors in the situations reported in tiiis tiiesis. The average values of Ti estimated for this 

tiiesis can be compared widi tiiose of Piatt (1981), and odier audiors (Bissonnette et al, 1995). In die 

present case, ri is found to be lower for lower optical deptiis (Table 5.31). This does not conttadict 

what Piatt found, and the values of Ti are similar to his (= 0-7). 
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Table 5.31. Lidar multiple scattering factors (TI) obtained for this thesis 
Experiment 

SOCEXl, 
16/7/93 

SOCEXl, 
16/7/93 

S0CEX2, 
8/2/95 

Height; 
Depth 

=1000m; 
= 200-300 m 

=1000 m; 
= 5 0 - 2 0 0 m 

=1500 m; 
= 50 - 200 m 

Field Of View 

5 mr 

5 mr 

11-5 mr 

r. 

l-3<Xy<3-9 

0-12 <Xy< 0-88 

0-5<Xy<l-5 

n 

oil ± 0-05 

0-6 ±0-2 

0-5 ±0-3 

Values of T) can also be calculated from the results from a number of authors given by 

Bissonnette et al (1995), for Deirmendjian's (1969) model cumulus cloud 'CI' . Using dieir values of 

total scattering and single scattering and optical depth, values of ri can be calculated from a formula 

given by Piatt (1981), Values are shown in Table 5.32 (C. M. Piatt:, private communication). 

Table 5.32. Lidar multiple scattering factors (Ti) calculated for cloud type 'CI' . 
Cloud 

CI 

CI 

Height; 
Depth 
1000 m; 
300 m 

1000 m; 
300 m 

Field Of View 

10 mrad 

1 mrad 

%, 

5-125 

5-125 

n 

0-82 - 0-89 

>0-9 

Considering that the calculations were made for a standard cloud, there is considerable 

variation, depending on the computer codes employed. All the values appear to be higher than those 

found by Piatt, and also in the present study. Thus, of all the models, the Piatt values seem to be 

closer to the tmth. 
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6. Conclusions 

Introduction 

The major outcomes of the work described in diis diesis were, referring to the aims (1.5): 1) The 

disttibution of the heights of the boundary layer clouds measured in limited periods during the winter of 

1993 and the summer of 1995 showed differences that requfre fiirtiier investigation before conclusions on 

seasonal differences can be drawn. 2) The ffrst LIRAD study of sfratocumulus clouds revealed tiiat many 

of the clouds observed were not always optically thin (or 'black' in die infrared), as they are often 

assumed to be for climate studies. 3) The effects of multiple scattering on the Udar retums were 

determined by comparisons with in situ measurements of the clouds, providing rare (if not the first) 

measurements of the lidar multiple scatter factor (r|). 4) The more deeply penettating cloud measurements 

by a microwave radiometer were used to obtain a better perspective of the total range of optical depths 

observed during SOCEX. 5) In addition, the method of calibrating the lidar led to the finding that large 

aerosols were very important for determining the optical properties of the cloud-free marine boundary 

layer. Each of these outcomes is addressed in the conclusions given in the foUowing sections. It should 

be noted that the Experimental Cloud Lidar Pilot Study (ECLIPS) program attempted to acqufre Udar 

measurements of clouds on a large scale (Piatt et al, 1994; Pal et al, 1995). By providing cloud heights 

and optical properties the work described in this thesis has also contributed further to the ECLIPS 

program and its aims. 

6.1 Lidar Measured Heights of Boundary Layer Clouds 

The boundary layer clouds observed by lidar during S0CEX2 (summer) had bases tiiat were 

approximately 600 m higher tiian tiiose observed during SOCEXl (winter). The peaks of die cloud height 

frequency distiibutions occurred between die heights 800 - 1000 m for SOCEXl, and 1600 - 1800 m for 

S0CEX2. These findings were obtained from measurements tiiat were limited in some ways. Ffrst, die 

measurements were intermpted by precipitation during SOCEXl. Secondly, the fact tiiat tiie lidar 

penefrated only 200 - 250 m into tiiese clouds meant tiiat above a layer of tiiis deptii or greater, clouds 

could not be detected. However, reports from die observers aboard die SOCEX afrcraft indicated tiiat 

during baseline conditions the afr above the boundary layer clouds was cloud-free. Therefore it seems 

reasonable, allowing for errors in cloud top from die effects of attenuation, tiiat tiie peaks in die cloud 
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height frequency distiibutions of die clouds of approximately 900 m for SOCEXl and 1700 m for 

S0CEX2, are likely to be representative of tiie marine sttatocumulus clouds observed at Cape Grim 

during SOCEX. 

6.2 Lidar and Infrared Radiometer (LIRAD) Studies of Boundary Layer Clouds 

Prior to die sttidies of tiiis tiiesis tiie LIRAD metiiod was used as a technique for studying die optical 

properties of high and mid-level clouds, ie.g. Piatt, 1979; Piatt and Dilley, 1979; Piatt et al, 1984; Piatt et 

al, 1987; Piatt et al, 1998). In the study reported in this thesis, the LIRAD mediod was successfully 

adapted to the analysis of some LIRAD measurements of marine sttatocumulus clouds that had formed 

over the Soutiiem Ocean soutii and west of the coast of Tasmania {Young, (1995); Young et al, (1996); 

Pickett et al, (1996a); Pickett et al, (1996b)}. 

There were two primary reasons for the success of the application of the LIRAD method to these 

low clouds. Ffrst, the sfratocumulus clouds contained only water droplets, as determined from the 

afrbome measurements (Boers et al, 1996; Boers et al, 1998). From the in situ measurements the cloud 

microphysical properties, the extinction-to-backscatter ratio (5) and the ratio of visible extinction to 

infrared absorption (a), could be determined from Mie scattering theory. It was found that these 

microphysical properties varied only a littie between cloud droplet size distributions. This meant that 

there was only one LIRAD function of integrated attenuated backscatter (x' or i) versus emittance (e) to 

investigate, as opposed to the several LIRAD fiinctions that would have been requfred had there been ice 

in the clouds (one LIRAD function per ice crystal shape). The lack of variation in S and a means tiiat it 

may be possible to 'calibrate' a Udar from measurements of fiiUy attenuating water droplet clouds, thus 

dispensing with the need for independent measurements of the clouds. This could be done by equating die 

measured values of die maxunum %' (or / ) to die calculated (2TIS)"' (or k/2r|) via equation (2.22). 

The second reason for die success of the LIRAD metiiod was tiiat die clouds observed on 16 July 

1993 (SOCEXl) and 8 Febmary 1995 (SOCEX2) covered a wide range of optical deptiis; diis is a 

requfrement for accurate rettievals of Tja by die LIRAD analysis technique. From tiiis wide range of 

deptiis tiie detection of optically tiiin clouds by LIRAD during botii phases of SOCEX was an important 

observation; this is discussed in the next section. 

The successfid application of tiie LIRAD metiiod to boundary layer clouds shows tiiat fiirther 

similar sttidies could provide valuable statistics of tiie optical properties of tiiese clouds. Statistics on tiie 
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optical properties of tiiese clouds, seasonally and monthly averaged, could be obtained by ground-based 

LIRAD measurements. This would be a simpler and cheaper altemative to mounting insttuments on 

aircraft and satellites, for example. 

6.3 Optically Thin Boundary Layer Clouds 

One of the important results of die thesis was the finding of a large fraction of optically thin clouds in the 

marine boundary layer. The fractions of tiie non-precipitating sfratocumulus clouds with infrared (10 -12 

pm) optical deptiis less tiian 1 were approximately 40% (16 July 1993, SOCEXl) and 20% (8 Febmary 

1995, SOCEX2). This finding of a high incidence of optically thin clouds in the boundary layer supports 

that of Pal et al (1995). The fact that significant fractions of these sfratocumulus clouds were optically 

thin, whether they occurred in widespread decks as on 16 July 1993, or whether they were formed by 

cumulus rising to and then spreading out at the top of the boundary layer as on 8 Febmary 1995 

(Kmmmel, 1998), was surprising. This is because in studies of the impact of clouds on cUmate, low 

clouds are normally considered to be optically thick. 

These optically thin clouds warrant further investigation. If thin boundary layer clouds are more 

common in the atmosphere than previously known, it is possible they have an effect on climate that has 

not been previously considered. If the coverage of sfratocumulus clouds has been underestimated in the 

past because thin clouds have not been detected, then consideration of the interaction of these clouds with 

both solar and terrestrial radiation would produce an additional cooling effect due to their high solar 

albedos. Altematively, if the sfratocumulus cloud coverage has been correctiy estimated but the optical 

depths overestimated, the 'thin cloud correction' would allow more solar radiation to penefrate die cloud 

cover tiiereby producing a warming effect. Further measurements of boundary layer clouds are requfred 

to determine whether the occurrence of thin boundary layer clouds has an impact on clunate that has not 

been previously considered. 

6.4 Multiple Scattering in Lidar Retums from Stratocumulus Clouds 

Widi tiie aid of die in situ afrcraft measurements of drop size disttibution it was found tiiat it was possible 

to rettieve tiie lidar multiple scatter factors (T)). This was accomplished by comparisons of die rettieved 

values of TiS and Tia obtained by LIRAD, widi values of 5 and a obtained from die in situ measurements. 

To die autiior's knowledge tiiis was tiie ffrst time tiie lidar multiple scatter factor has been measured in diis 

way. The measured values of tj compared reasonably well witii tiie values expected from dieoretical 
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calculations (Piatt, 1981). These rettievals of TI meant that tiie LIRAD results were freed of any 

significant effects due to multiple scattering in die lidar rettims. Also, tiiese measured values of ri provide 

rare experimental results for the Udar multiple scattering in clouds tiiat should provide valuable input to 

future theoretical studies. 

6.5 Cloud Optical Depths by Lidar, In Sitti Measurements and Microwave 

Radiometer 

The LIRAD study of die sttatocumulus clouds was limited to rettieving die properties of optically tiun 

clouds. To obtain a better perspective on tiie optical deptiis of tiie tiiicker clouds, die utility of tiie more 

deeply penettating MicroWave Radiometer (MWR) measurements was examined. There were risks 

associated with the quality of the MWR data due to the possibility of contamination by water on the 

receiver, and errors in die measurements due to the effects of precipitation on the measured radiation (see 

5.5.4). However, if the MWR measurements were affected in these ways, the errors in the retrieved liquid 

water paths and optical deptiis would be positive. If that was the case for this study, die MWR results 

would show a significant fraction of the clouds were opticaUy thin (see Table 6.1). 

Table 6.1. Fractions of thin clouds determined by LIRAD and MW 
Equipment 

LIRAD 
MWR 

16 July 1993 (SOCEXl) 

Xy<2, =50% 
Xy<2, =18% 

R. 
8 February 1995 (SOCEXl) 

Xy<5, =20% 
Xy<5, =28% 

As a minimum, the study of the MWR measurements of the clouds provided a perspective on the larger 

optical depths tiiat could not be obtained by LIRAD or lidar methods alone. The optical depths of the 

thicker clouds ranged up to approximately 10 on 16/7/93 (SOCEXl) and up to approximately 25 on 

8/2/95 (SOCEX2). Finally, it is recalled that die optical depths of the deeper clouds were obtained in part 

from values of Qeff and aeff obtained from the in situ measurements. These two parameters do not vary 

significantiy in sttatocumulus clouds, so in future it should be possible to obtain useful cloud properties 

from MWR measurements without in situ measurements. 

6.6 Optical Properties of Moist Boundary Layer Aerosols 

The in situ ASASP and FSSP measurements of tiie aerosols in tiie boundary layer and free froposphere, 

and measurements of die ambient humidity, were used to calculate height profiles of aerosol backscatter 

and extinction. There was excellent agreement between the aerosol backscatter determined from the in 
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situ measurements, after corrections for hydration, and that determined by die lidar. This confributed to a 

quality calibration and validation of the lidar results. From tiiis came die discovery diat for die marine 

boundary layer aerosols observed on 16 July 1993 (SOCEXl), die majority of die aerosol backscatter was 

due to scattering by the few large particles measured by the FSSP - tiiose witii radii larger dian 

approximately 1 pm. The magnittide of die aerosol backscatter measured by lidar during SOCEXl could 

only be explained by the light scattering properties of these hydrated swollen aerosols. 

6.7 Recommendations for Future Work 

The studies of die cloud measurements made for this thesis point to opportunities for further advances to 

be made using the LIRAD method or lidar alone. Ffrst, widi die information on the in situ properties of 

sfratocumulus clouds obtained from the results of this diesis, die LIRAD method could be applied to water 

droplet clouds without incorporating results from in situ measurements every time. Enough has been 

leamt about the in situ properties of the water droplet clouds to predict the cloud microphysics and 

multiple scattering. More practical or routine monitoring by LIRAD should be possible. 

The analysis of the LIRAD data could be made more efficient by taking advantage of recent 

advances in theoretical studies of the multiple scattering in lidar retums (Bissonnette et al, 1995) and in 

radiative ttansfer algorithms (Stamnes et al, 1993). These new methods could be used to form a new 

platform for an improved LIRAD algorithm, for example. In such a program the LIRAD measurements 

could form some of the consttaints on the solutions calculated by the new methods. The design of such a 

program should ensure that the measurements from any lidar and infrared radiometer equipment, as well 

as any new advances in the theoretical studies of multiple scattering and radiative fransfer, could be 

fransferred efficientiy into the program. Such a program should help to advance our knowledge of the 

optical properties of clouds. 

It is recognised that a LIRAD study of clouds is costly in terms of the analysis of data, and often 

only a lidar may be available. The work done for this tiiesis showed that without an infrared radiometer, a 

caUbrated lidar could be used to retrieve die visible extinction and optical depths of thin water droplet 

clouds. For water droplet clouds only small variations in tiie extinction-to-backscatter ratio (5) with depth 

occur, assuming that there are not significant variations in the multiple scatter factor. It is recalled that as 

X ^ oo, 5̂ ' _» (2TIS)"' (2.21a). Thus TI5 may be rettieved from die maximum x' values, provided die lidar 

rettims from the clouds tiiat fiilly attenuate tiie lidar pulse can be identified. This is a relatively simple 
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exercise as the maximum x' from the thickest water droplet clouds is easily identified in large datasets of 

X'. Given a value of the maximum x' from the fully attenuating clouds a result for r\S may be detennined 

such as the result achieved for this thesis, TiS = 14-5 ± 0-5 sr {result (5.2)}, determined for clouds 

approximately 250 m in depth. Where there are only small variations in rjS, TiXy can be calculated from 

lidar measurements by a re-arrangement of equation (2.21a) {e.g., see Figures (5.69) and (5.70)}. Further 

studies are required to determine the variations in S in water droplet clouds, as well as fiirther sttidies of 

the multiple scattering to determine the variation in rj with depth into these clouds. 
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Appendix Al. Radiative Quantities and List of Symbols 
A list of the important quantities and the adopted symbols used in this thesis are shown in the 

following tables. Table A 1.1 shows the quantities used for radiative ttansfer theory, and Table A 1.2 

shows the quantities used for the analysis of the lidar and LIRAD measurements. Here, 'infrared' 

refers to the infrared radiometer-measured band of the spectrum, over the range of wavelengths 10-12 

pm. Some symbols that appear only briefly in the thesis may not be in the Ust. 
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Table Al . l . List of quantities for radiative fransfer and scattering theory. 
Symbol 
a 

aeff 

A 

Psc 

c 
E 

e 
£f 

g 
G 
I 

J 
Kab 

KBX 

L 
m 
n 
n' 
Up 

N 

N' 
M 
V 

(0 

vs 
Q, 

-e-

O 

P 
P 

Q 
Qab 

Qsc 

Qex 

r 

P 
a 
CTab 

Oex 

Osc 

3 
t 
T 

X 

6 
w 
W 
JC 

z 

Description 
droplet radius 
effective droplet radius 
surface 
volume angular scattering coefficient 
cross section 
irradiance 
beam emittance 
flux emittance 
asymmetry parameter 
geometrical cross section 
intensity 
emission coefficient 
mass absorption coefficient 
mass extinction coefficient 
radiance 
refractive index 
refractive index (real part) 
refractive index (complex part) 
number of photons 
number density per wavelength interval 
number density or concenfration 

exitance 
frequency 
solid angle 
single scattering albedo 
solid angles integrated over all dfrections 
azimudial scattering angle 
radiant flux 
phase function 

afr pressure 
radiant energy 
absorption efficiency 
scattering efficiency 
extinction efficiency 
range 
mass density 
volume extinction coefficient (total extinction) 
volume absorption coefficient 
volume extinction coefficient 
volume scattering coefficient 

source function 
time 
temperature 
optical thickness or depth 
scattering angle 
liquid water content 
liquid water path 
size parameter (2na/X) 
height 

Units 
m 
m 
m 

2 -3 -I 
m m sr 
m 
Wm"^ 
nil 
ml 
nil 

m' 
Wsr"' 
W sr"' g"' 
.,»,-2 „-l 
m g .—-2 _-l 
m g W m"̂  sr"' 
nil 
nil 

nil 
nil 
m"̂  pm"' 
m"^ 
Wm"^ 
Hz 

sr 
nil 
sr 
radians 
W 

-1 sr ' 

Pa 
J 
nil 
nil 
nil 

m 
-3 gm 

2 -3 mm 
2 -3 m m 
2 -3 m m 
2 -3 m m 

,_ , -2 -1 W m ^ s r ' 

s 
K 
nil 
radians 

gm 
™-2 gm 

*1 
nil 

m 
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Table Al 

Symbol 
2. List of quantities for analysis of lidar and LIRAD measurements. 
Description 

a 
B 
Pm 

Pc 

c 
X 
X' 
£i 

TI 

Y 

i 
k 

Lg 
Li 

Lc 

Ls 

Lr 

Lair 

t» 
PTT 

P 

s 
Oa 

<7m 

CTi 

Oy 

At 
T 

Tm 
Ta 
T 
T • 
•"•a ir 

Ti 
ti 

V 
z 

Zb 

Zt 

c 

visible extinction-to-infrared absorption ratio (c„ : ad 
isofropic volume backscatter coefficient 
volume visible backscatter coefficient (molecular) 
volume visible backscatter coefficient (aerosol) 
volume visible backscatter coefficient (cloud) 
Udar system constant 
attenuated P 
integrated attenuated p 
infrared absorption emittance 
multiple scatter factor 
attenuated B 
integrated attenuated B 
isofropic backscatter-to-extinction ratio (B : a) 
water vapour continuum mass absorption coefficient 
total measured radiance (at ground) 
infrared absorption radiance 
cloud radiance, Lc = L + Ls -i- Lr 
cloud internal-scattering infrared radiance 
reflection of earth surface infrared radiance from cloud 
radiance by cloud-free afr, or clear sky radiance 
retumed optical power (lidar) 
phase function at 180° 
pressure 

extinction-to-backscatter ratio (CT : P) 
volume visible extinction coefficient (aerosol) 
volume visible extinction coefficient (molecular) 
volume infrared absorption coefficient (cloud) 
volume visible extinction coefficient (cloud) 
laser pulse duration 
temperature 
visible ttansmittance (molecular) 
visible ttansmittance (aerosol) 
visible ttansmittance (cloud) 
ttansmittance of cloud-free afr (infrared) 
fransmittance (cloud, infrared absorption) 
infrared absorption optical depth 
visible optical depth 
measured signal voltage 
height 
height of cloud base 
height of apparent (lidar-measured) cloud top 
ratioof CTjtoB 

Units 

nil 
m"' 
m"' sr-' 
m"' sr-' 
m"' sr-' 
Vm^ sr 
m"' s r ' 
sr-' 
nil 
ml 
m 
nil 
nil 
cm^ g"' atm"' 
W m"̂  sr 
W m-2 sr 
W m-2 sr" 
W m-2 sr 
W m"2 sr 
W m-2 sr 
W 
sr-' 
hPa 
sr 

1 
m 
m 
m 
m 
s 
K 
nil 
nU 
nil 
nil 
nil 
ml 
ml 
V 
m 
m 
m 
nil 
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Appendix A2. Optical Properties of Air Molecules, Spherical 

Aerosols and Cloud Droplets 

A2.1 Introduction 

This appendix collects together all the important equations used to develop the theory on which the 

thesis 'Lidar and Infrared Radiometer Studies of Sttatocumulus Clouds' was formed. Some basic 

microphysical properties of aerosols and cloud water droplets are presented in the next section. 

Primary radiative quantities are presented in section A2.3, and basic radiative ttansfer in section A2.4. 

The absorption by air molecules of infrared radiation in the 10 - 12 pm region of the spectmm is 

described in section A2.5. The molecular absorption of visible light at the Nd:YAG laser wavelengths 

of 532 nm and 1064 pm is investigated briefly, also in section A2.5. Outiines of the Rayleigh and 

Mie scattering theories are given in sections A2.6 and A2.7 respectively. 

A2.2 Microphysical Properties and Measures of Cloud Water 

The microphysical properties, composition, size, shape and number density determine die optical 

properties of afr molecules, aerosols and cloud droplets. The composition of tiie particles determines 

die complex refractive index (m) and this is given by, 

m = n-\'in'. (A2.1) 

where n and n 'are the real and complex parts of die refractive index respectively. The size of particles 

is usually given in relation to die wavelength of Ught (X) being scattered (or absorbed) by tiiem, by tiie 

size parameter (x): 

x = — (A2.2) 

where a is die radius of a particle and X is die wavelengtti of tiie incident light. 

In die atmosphere, aerosols and cloud particles exist as ensembles of particles of different 

sizes - polydispersions. The total number of particles per unit volume of afr in a polydispersion is. 
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N' = jyia)da, (A2.3) 

where die fimction N(a) describes die number disttibution of particles of radius a. For sttidies of die 

microphysical and optical properties of water droplet clouds, the cloud effective droplet radius (a^) 

defined by. 

fa^Nia)da 
''eff=^r- . (A2.4) 

a^Nia)da 
Jo 

is often used ie.g. Hansen and Travis, 1974). The liquid water content (w) is die mass of water per 

unit volume of air. 

w = p\ --m^Nia)da, (A2.5) 
Jo 3 

where p is the density of water, Le. 10^ g m'̂ . The liquid water content (w) integrated from cloud base 

(Zb) to cloud top (zt) is the liquid water path (W, units g m-2). 

W={^'wiz)dz. (A2.6) 

Another quantity sometimes used in cloud studies is the Uquid water colunm, the depth of a 

volume of liquid water that would cover any unit surface area. The liquid water column in units of 

microns is numerically equal to the liquid water path given in units g m"̂ . 

A2.3 Radiative Quantities 

Although there have been many remote sensing studies of the optical properties of the atmosphere, 

inspection of the literature reveals no firm agreement over the symbols used to describe radiative and 

optical quantities, and also, occasionally inconsistencies arise over the meanings and the units of terms 

used to describe quantities of radiation themselves; for example, 'intensity' and 'radiance' are 

sometimes used to describe the same quantity. 
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The names and symbols of the radiative quantities used throughout this thesis adopt some of 

the conventions set out for studies in radiative ttansfer and atmospheric optics ie.g. CRC Handbook of 

Chemistry and Physics, 63rd ed., 1982-1983; Horvatii, 1994). Also, an attempt is made here to sttike 

a balance between the use of the quantities and symbols adopted in the review of lidar by Collis and 

RusseU (1976), and tiiose used in the lidar sttidies by Klett (1981), Femald (1984), Young, (1995), and 

also by the autiiors of tiie LIRAD sttidies of clouds: Piatt (1979) dirough to Piatt et al (1998). A 

summary of all the important quantities and symbols adopted for use in this thesis are presented in 

Appendix Al. 

The primary radiative quantities are defined as foUows: the radiative energy Q of n̂  photons 

of frequency v is, 

Q = nphv, (A2.7) 

where h is Planck's constant. The radiant flux (W) is. 

0) = . ^ . (A2.8) 
dt 

The radiant exitance is the radiant flux emitted by a surface (W m-), 

M = ̂ , (A2.9) 
dA 

/y 

and die irradiance is die radiant flux intercepted by a surface (W m"), 

E = — . (A2.10) 
dA 

Intensity is the radiant flux per unit soUd angle (W sr" ), 

j ^ ^ ^ (A2.U) 
dco' 

and die radiance, witii units W m^ sr', is a measure of tiie intensity of a beam of radiation across a 

unit surface area: 
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- dl COS 6 
i = - ^ ^ . (A2.12) 

where d\s the angle between the surface vector and the direction of the beam. 

The flux emittance (^) is defined by the ratio of the radiant exitance (A/) of a medium at 

temperature T to the radiant exitance emitted by a blackbody at the same temperature. 

M 
£f= . (A2.13) 

^ MB(T) 

Similarly the beam emittance (abbreviated in this work to emittance, e) is defined by the ratio of a 

radiance (L) emitted by a medium at a temperature Tto the radiance that would be emitted in the same 

beam by a blackbody at the temperature T, 

e = . (A2.14) 
LB(T) 

A2.4 Basic Radiative Transfer Theory 

A2.4.1 Extinction 

In the following and du-oughout this tiiesis the ttansfer of radiation in vertical beams only is 

considered. The extinguishing processes of (single) scattering and absorption reduce the optical power 

of a beam of radiation propagating through a medium. The loss in radiant flux d0 of a beam witii 

irradiance E that intercepts a small surface with an extinction cross section dCex is, 

d(^ = -EdC,^. (A2.15) 

Here tiie surface vector of tiie intercepted surface is assumed parallel to die incident beam, and C„ is 

die extinction cross section. The ratio of tiie extinction cross section to die geometiical cross section 

(G) is known as die efficiency factor for extinction (e.g. van de Hulst, 1981), 

n = % . (A2.16) 
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The loss in radiant flux d0 in a vertically directed beam dirough a height dz in a small volume (dV) of 

a material is, 

d^ = -Eiz)G,^iz)dV. (A2.17) 

where (Xcx is die extinction cross section per unit volume and known as die volume extinction 

coefficient, or equivalentiy, the linear extinction coefficient. Equation (A2.17) is sometimes known as 

Bouguer's Law, but only where tiie extinction is assumed to be due to absorption only. Extinction may 

also be described by die extinction of a beam per unit mass of a material, and die quantity used for diis 

purpose is die mass extinction coefficient, x;̂  (m2 g"'). The mass extinction coefficient is related to die 

volume extinction coefficient thus, 

(^exiz) = K^iz)piz), (A2.18) 

where p (g m"̂ ) is the mass density of the medium. 

The total extinction ioj) of a beam of monochromatic radiation may be separated into its 

various components, such as that due to absorption (CTab) and scattering (CTSC), or the extinction by 

different tjrpes of particles {e.g. afr molecules (CTm) and aerosols (CTa)}: for example, 

aT = ai+Gi+^+..., (A2.19) 

where the subscript 'f stands for the ith extinction process or particle type. Assuming the effects of 

multiple scattering to be negligible and proceeding from equation (A2.17), the loss in radiance of an 

incident beam is proportional to the incident radiance, 

dUiz) = -Liz)aTiz)dz, (A2.20) 

and the solution of this equation is, 

Liz) = L„ e x p f - j ' (7Tiz')dz']. (A2.21) 
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The integral term in equation (A2.21) is defined as die optical deptii (or tiiickness) of tiie medium for 

radiation propagating vertically from the boundary (z )̂ to a height z in die medium: 

'^AZo,z)= \ ajiz')dz'. (A2.22) 

Transmittance is defined by, 

TT(Zo,z) = QX^(-TjiZo,z)). (A2.23) 

For monochromatic radiation, the separation of extinction described by equation (A2.19) is easily 

fransferred into fransmittance terms: 

TT iZo, z) = 71 iZo, z)T2 iZo ,z)... (A2.24) 

A2.4.2. Extinction by Scattering 

FoUowing the notation of Chandrasekhar (1960), a beam of radiation incident from a direction defined 

by do) is scattered by an elemental volume into a direction defined by da/, the latter defined by 

do}' = 's.meded(t), (A2.25) 

where 6 is the angle between the directions of the incident and scattered photons, and ^ defines the 

azimuthal scattering dfrection. {Equation (A2.25) integrated over all dfrections delivers a value of 

4JI}. The loss to die radiance of an incident beam (L,) due to scattering at a height z in a single 

dfrection o) and through an elemental volume dAdz is. 

dLict)) = -Liiz)pi(0')^<J,,iz)dz, (A2.26) 
4/r 

where p is the phase function and describes the intensity of the scattered radiation as a function of 

direction. The loss to an incident beam through an elemental volume from scattering in aU dfrections 

is 
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dL = -Liiz)\ piQ)')-^^^iz)dz. (A2.27) 

The term 47i is inttoduced so tiiat the phase function is normalised to unity: ie.g. Chandrasekhar, 1960; 

van de Hulst, 1981), 

LP^^^^r- = ̂ - (A2.28) 
JQ. AK 

The solution to equation (A2.27) is the same as equation (A2.21) and represents tiie loss to an incident 

beam due to scattering in all dfrections. 

A2.4.3 Thermal Emission 

The specfral distribution of the radiation emitted by a blackbody depends only on the temperature of 

the medium, and the radiance (L )̂ emitted by a blackbody at temperature T, is described by the Planck 

function ie.g. Reif, 1965): 

LB(V,T) = ^^^^ -. i — - — . (A2.29) 
c^ exp(/iv(Jtr)"*)-l 

In terms of wavelength the same function is, 

Ihc^ 1 
LB(A,r) = —^ 7 -, . (A2.30) 

* X^ tx^[hciXkT)-']-\ 

A2.4.4 The Equation of Radiative Transfer 

The Radiative Transfer Equation (RTF) is an equation of tiie conservation of radiative energy in a 

scattering and absorbing medium. Three quantities in tiie RTF characterise a problem in radiative 

ttansfer: the extinction coefficient, tiie scattering phase function, and the emission coefficient 

(Chandrasekhar, 1960). 
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The emission coefficient (/) is defined by tiie product of the mass extinction coefficient (x) 

with the radiance emitted into tiie beam ie.g. Chandrasekhar, 1960). The source function (3) is 

defined as. 

3 = — . (A2.31) 

{equation (40) of Chandrasekhar, I960}. The differential form of the RTE can be written as. 

~ = criz)Liz) - tT(z)3(z), (A2.32) 
dz 

{equivalent to equation (47) of Chandrasekhar (I960)}, and this equation is solved by substituting 

dt=aiz)dz (A2.33) 

into equation (A2.32) so that, 

— - H L ( Z ) = 3 ( Z ) . (A2.34) 
dT 

Equation (A2.34) is solved by die use of die integrating factor, 

exp(T), (A2.35) 

so. 

^ i i l ^ ^ ^ = 3exp(T). (A2.36) 
dt 

The integral form of tiie RTE is obtained by integrating equation (A2.36) from Zo to z. 

Liz) = L„ exp(-T(z,,z)) + exp(-r(z„,z))J' 3(z')exp(T(z„,z'))aiz')dz', (A2.37) 

{cf. equation (4.11) of Measures, 1984}. This is equivalent to. 
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Liz) = L„ exp(-T(z„,z)) + j ' 3(z')exp(-T(z', z))(Jiz')dz', (A2.38) 

{cf. equation (50) of Chandrasekhar, I960}. 

A2.4.5 Calculation of Beam Emittance from an Absorption Profile 

The downwelling radiance of a beam of radiation of wavelength A, incident at the top of a slab 

consisting of a purely absorbing medium, L(z,), is diminished as radiation is absorbed by die slab. By 

inspection of tiie RTE tiie downwelling radiance at the base of die slab, Uzo), is related to the height 

profile of absorption by. 

L{z„) = \''LBiz)QxJ^-\' a^iz')dz']a^iz)dz + LizM^v[-f'(^x<^z")dz' . (A2.39) 

From Kfrchoff s Law, the radiative energy of wavelength A that is emitted by the slab is given by, 

f A = 1 - exp(-T;i iz,, z„ )), (A2.40) 

where Ex is the beam (absorption) emittance and equal to the radiative energy absorbed by the slab, 

and Tx is the (absorption) optical depth of the slab determined from the height profile of cxx- Thus, as 

£x is defined here, {as in tiie previous LIRAD sttidies: Piatt (1979) dirough to Piatt et al, 1998}, die 

emittance of the slab can be detennined from the slab temperature and the downward radiance at the 

base of the slab. The influence of scattering on cloud infrared optical properties is discussed in section 

A2.6.7. 

A2.5 Absorption of Electromagnetic Radiation by Air Molecules 

A2.5.1 Introduction 

The absorption of electtomagnetic radiation by afr molecules occurs by die conversion of incident 

radiative energy to intemal energy of the absorbing molecules. The absorption of elecfromagnetic 

radiation by specific atoms and molecules is observed to occur over very narrow regions of die 

specttrum (specttal lines), and die positions of tiiese lines in tfie specttxim can be determined by 
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quantum mechanics ie.g. Herzberg, 1950). In the ulttaviolet, visible and near-infrared regions of die 

specttnm (= 10 nm < A, < 1 pm) die absorption of light is due to fransitions between the electtonic 

levels. Absorption that occurs in tiie infrared region of die specttnm (= 1 pm < X < 100 pm) is due to 

fransitions between die vibrational-rotational modes of molecules. Absorption in tiie far-infrared to 

die microwave region of the specttnm (= 100 pm < X < 1 cm) is due to ttansitions between rotational 

states of molecules (Goody and Yung, 1989). 

The specttal lines of absorption have linewiddis that depend on nattiral broadening, 

coUision broadening and Doppler broadening, and by tteating the collision and Doppler broadening 

independenfly the broadening due to botii these effects is often determined by calculating Voigt line 

profiles ie.g. Goody and Yung, 1989; Vaughan, 1989). 

A2.5.2 Absorption of Visible and Infrared (10 - 12 jum) Radiation by Air 

Molecules 

Ozone (O3) is a significant absorber of visible light in the atmosphere due to the Chappuis absorption 

bands that cause absorption between the wavelengths 450 - 750 nm. However most ozone exists in the 

sfratosphere so the absorption by ozone near sea level is slight. For example, the study by Elterman 

(1964) shows that from sea level to an altitude of 2 km, the absorption coefficient of O3 is 0-7% of the 

Rayleigh scattering extinction coefficient for the wavelength 500 nm, and 2-8% for the wavelength 550 

nm. (Rayleigh scattering is tteated in section A2.6). Thus the absorption by O3 is negligible for 

visible Nd:YAG laser (532 nm) lidar studies of the lower ttoposphere. The absorption of this light by 

water vapour and oxygen also was assumed to be negligible for the work of this thesis. 

Some of the specttal absorption Unes in the near-infrared region of the specttnm are close to 

die fundamental Nd:YAG laser wavelength of 1-064 pm. However in die analysis of die 1-064 pm 

laser measurements for this thesis die molecular absorption properties were not requfred to be known, 

only that the absorption be sUght and any variations random. {Some variations in tiie molecular 

absorption of near-infrared radiation may be expected due to variations in die water vapour colrnnn; 

e.g. see Figure 3.1 of Zuev (1976)}. 

In die infrared (10 - 12 pm) wavelengdi region of die specttnm most of die molecular 

absorption is due to H2O (e.g. Piatt et al, 1984). There is sttong absorption by H2O in a band centted 
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at 6-3 pm, and very sttong absorption near 20 pm and above ie.g. Zuev, 1976). The water vapour 

continuum absorption between 7 - 20 pm is not fiilly understood ie.g. Goody and Yung, 1989). At 

least some of tiiis absorption is due to water vapour dimers (Gebbie et al, 1969). Piatt et al (1998) 

determined die absorption by dimers to constittite 85% of the 10 - 12 pm absorption by water vapour 

in a ttopical atmosphere. 

There is some absorption by CO2 due to die twin vibrational-rotational bands centted at 

about 10-6 pm, as well as some absorption by O3 due to die wing of a sttong band centted near 9-6 pm 

ie.g. Herzberg, 1950; Zuev, 1976). However for infrared (10-12 pm) radiometer measurements die 

emission by diese gases is small, and in diis band measured infrared radiances of cloud-free 

atmospheres are assumed due to water vapour only (Piatt et al, 1984; Piatt et al, 1998). 

A2.6 Rayleigh Scattering by Air Molecules 

A2.6.1 Introduction 

Rayleigh scattering theory is the classical theory of elastic scattering of electtomagnetic radiation by 

small oscillating dipoles, and is used to describe the light scattering by afr molecules ie.g. 

Chandrasekhar, 1960; McCartney, 1976; van de Hulst, 1981). Basic Rayleigh scattering theory is used 

to determine the radiation emitted by a non-ionised, non-polar, isottopic, linear, and lightiy damped 

dipole oscUlator ie.g. McCartney, 1976). For the condition of light damping the incident field should 

penettate the particle quickly, or nu « 1, and also the scattering dipoles are assumed small compared 

to the incident radiation so the following condition should exist: x « 1 (van de Hulst, 1981). That is, 

the whole molecule is assumed to be in a uniform electtomagnetic field. 

A2.6.2 The Rayleigh Scattering Coefficients 

The geometry of scattering is defined here as foUows: the positive x-axis is aligned with die dfrection 

of the incident (polarised) radiation, and the z-axis is aligned with die electric vector of the incident 

radiation. The variation of the intensity of the scattered light with dfrection can be described by die 

angular scattering coefficient. 
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dO) 

where 9 is the angle between the x-axis and die z-component of die scattering direction, and ^ is die 

angle between the x-axis and the y-component of scattering. 

The Rayleigh angular scattering coefficient can be shown to be. 

dCniO) ^ K^in^ -l)^ _ 2 

da ~ N^X 
2,4 c o s ^ ^ , (A2.42) 

ie.g. Measures, 1984), where n is the real part of the complex refractive index of the molecules, Â  is 

the concenfration of the molecules (units m"̂ ), and X is the wavelength of the incident radiation. This 

formulation (A2.42) is an approximation based on the assumption that the refractive index of afr is 

unity ie.g. for standard afr n = 1-000293 for light of wavelength 550 nm; McCartney, 1976). 

The phase function for Rayleigh scattering of polarised light is toroidal with the major axis 

of the toms parallel to the electric polarisation vector of the incident radiation - so the azimuthal 

scattering angle (^) has been dropped from equation (A2.42) as the phase function is independent of ^. 

The volume angular scattering coefficient for polarised light is. 

P,,id) = N^^f^, (A2.43) 

so from equation (A2.42), for Rayleigh scattering by air molecules: 

S r0) = lJlL.-^cos^ a, (A2.44) 

A quantity important for Udar studies is the volume molecular backscattering coefficient iP„) which is 

equivalent to PR(7V) of (A2.44). The volume scattering coefficient is obtained by integrating equation 

(A2.44) over all solid angles from which die Rayleigh scattering extinction coefficient is determined: 
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A2.6.3 Calculation of Attenuated Molecular Backscatter for Lidar Calibration 

The metiiod developed by Young (1995) was used for die lidar calibration of the SOCEXl 

measurements, (see section 4.3.2), and this method required a known height profile of die attenuated 

molecular backscatter coefficient. To calculate this profile aerological data were used to determine the 

molecular concenttation (AO with height from which tiie molecular backscatter ip„) and extinction 

coefficients icr„,) were calculated by the Rayleigh scattering theory. 

An example of these molecular scattering coefficients is computed in the following. 

Employing the equation of state for an ideal gas the number density of molecules at a height z is. 

k Tiz) 

where k is the Boltzmann constant, P is the afr pressure (Pa), and T is the afr temperature (K). At sea 

level (in standard afr). 

1 1-01325x10^ ^ ^^ ,^25 -3 , *^.^^ 
N= — = 2-55x 10^^ m"^. (ex.A246) 

1-380622x10-2^ (273 15-J-15) 

Standard afr has a refractive index of about 1000 277 46 for Ught of die wavelengdi 532 nm, (CRC 

Handbook, 63rd Ed.). Substituting tiiese values of Â  and n into equation (A2.44) gives. 

;r2(1-00027746^-1)2 _ , ,^„ „ ,^.6 _-i^^-i 

2-55 X 10^5 x (532x10-^)^ 
^ ^ ^ TT u • uuwz/ /^o - 1 ; ^ ^ , 1.488 X 10'^ m-^sr"^, (ex.A244) 

and for the molecular extinction coefficient, from equation (A2.45), 

^ ^ 8;r-(l-00027746--l)- ^^.^^^^^Q-5^-t ^,,^245) 

'" 3x2-55xl02^x(532xl0-^r 

Assuming tiiat tiie Rayleigh angular backscattering cross section {see equation (A2.42)} is 

constant witii height over the limited range of heights sttidied for diis tiiesis, (die lowest 3 km of die 

attnosphere), and using equations (A2.44), (A2.45) and (A2.46), a height profile of die attenuated 

molecular backscatter coefficient is calculated for the lidar calibration as follows: 
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- - - 2 
Miz)^Z-'PM)T^iz„z). (A2.47) 

TJ^Zo,z) is tiie molecular ttansmittance between tiie heights z„ and z. Anotiier usefiil quantity for tiie 

analysis of lidar retums is die molecular extinction-to-backscatter ratio (5„), obtained by dividing 

equation (A2.45) by equation (A2.44): 

c <^R 8;r 

A2.7 Optical Properties of Spherical Aerosols and Cloud Droplets 

A2.7.1 Introduction 

Rayleigh tiieory is valid for small scatterers when die whole scatterer can be assumed to be in a 

uniform elecfromagnetic field. In this case the cluster of closely spaced molecules in a small droplet 

of liquid, for example, all vibrate in phase as the incident wave propagates through the droplet. As the 

droplet increases in size, variations in the electtic field across the droplet become important. In tiiis 

case die scattering can be described by the Mie theory - the formal solution of Maxwell's equations 

for the scattering of a planar electtomagnetic wave by homogeneous spheres ie.g. Defrmendjian, 1969; 

Wiscombe, 1980; van de Hulst, 1981). 

It is noted that for the scattering of visible light by afr molecules, the size parameter (x) 

(A2.2) is approximately 0-01 {x« 1, as requfred for the application of the Rayleigh scattering theory 

determined by van de Hulst (1981)}. In this thesis the Mie scattering theory is used to describe the 

scattering of visible light (532 nm) by spherical marine aerosols, ie.g. for a typical aerosol radius of 

0-1 pm and for A, = 532 nm, x = 1-2), and cloud droplets ie.g. for a typical droplet radius of 10 pm and 

for A, = 532 nm, x = 120). Also, the Mie theory is used here to determine the amounts of scattering and 

absorption of terrestrial infrared (10 - 12 pm) radiation by cloud droplets, ie.g. for a typical droplet 

radius of 10 pm and for A, = 10 -12 pm, x = 6-3 - 7-5). 

Deirmendjian (1969) presented the Mie solution in a form readUy fransferrable to a 

computer algorithm, and improvements to the efficiency of computer calculations were made by 

Wiscombe (1980). Computer code based on the work of these authors was used to calculate the in situ 
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optical properties of die sfratocumulus clouds, (section 4.2.1), and to calculate die optical properties of 

the marine aerosols as part of the calibration of the SOCEXl lidar measurements (section 4.3.2). 

An outiine of die Mie scattering dieory is given in section A2.7.2 of this appendix, and 

commonly used optical properties of clouds are given in section A2.7.3. Examples of Mie scattering 

cross sections are given for marine aerosols in section A2.7.4. Some basic microphysical properties of 

clouds are presented in section A2.7.5. A preview of the Mie properties of marine sttatocumulus 

clouds is given in section Al.l.6, and a brief investigation into tiie infrared properties of water droplet 

clouds is given in section A2.7.7. 

A2.7.2 The Mie Theory of Scattering of Electromagnetic Radiation by Spheres 

There are three radiation fields to consider in the Mie solution: the incident planar wave, the radiation 

that penettates the sphere, and the scattered radiation outside the sphere. A perfect boundary is 

assumed between the radiation inside and outside the sphere, and all the waves are expressed in terms 

of spherical co-ordinates with the origin at the centte of the sphere. The Mie solution describes the 

vector amplitude of the resultant field both inside and outside the sphere ie.g. Deirmendjian, 1969). 

The major results of the Mie theory are the Mie coefficients: the Mie coefficients a„ and bn 

are functions of the size parameter and refractive index only, and employ the Ricatti-Bessel functions 

and their derivatives. The angular coefficients 7C„ and Xn are functions of scattering angle only and 

employ the Legendre polynomials and thefr derivatives (Note that the symbol Xn used here should not 

be confused widi the optical depdi). Expressed in terms of the Mie coefficients the cross section for 

the backscatter coefficient is described by, ie.g. Deirmendjian, 1969), 

dCim,x,K) =4^f^_iy (gl±il(a„ -fcj. (A2.49) 
do) x^^, 2 

and the volume scattering coefficient. 

,2 ~ 

C,,(m,x) = ̂ X ( 2 « + l)(Kl' +hf]- (A2.50) 
^ n=l 

The extinction coefficient is described by. 
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iTla 1 °° 
(A2.51) 

A2.7.3 Mie Properties of Polydispersions 

The Mie efficiency factors ( 0 are commonly used for calculations of the optical properties of aerosols 

and cloud particles. The Mie backscatter efficiency iQp) is determined from the angular scattering 

cross section. 

dC^_]_^ (A2.52) 
^ do) m 

and the extinction efficiency (2„) is defined by. 

G e x = % - (^-53) 
Jla 

The scattering efficiency is defined similarly. The absorption efficiency is determined by, 

Qab -Qe.-Qsc- (A2.54) 

The volume scattering and extinction coefficients for polydispersions of spheres are dien computed via 

the Mie efficiencies. The volume backscatter coefficient for a polydispersion of particles is, 

P= r Q^ix,m,n)m^Nia)da, (A2.55) 

where N(a) is die number density of die particles per unit particle radius, and describes die size 

disttibution of die spherical particles of radu a. Similarly the volume extinction coefficient for a 

polydispersion of particles is, 

o-^= r Q^^ix,m)m^l^ia)da. (A2.56) 
Jo 

The volume scattering and absorption coefficients are expressed likewise. 
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Three important parameters often used for studies of die optical properties of clouds ie.g. 

Slingo and Schrecker, 1982), and which may be obtained from die Mie tiieory are: (1) tiie (single 

scattering) extinction optical depdi of the cloud. 

^ex= j'(^ex(z)dz, (A2.57) 

where Zh is die height of cloud base and z, tiie height of cloud top, (2) die single scattering albedo ((B), 

aj=-^ (A2.58) 
a 

and (3) die asymmetty parameter (g), which is calculated from die phase fimction by. 

1 fl p 
^ = — --—(/n,cos^,>i)cos^dcos0, (A2.59) 

2 J-\An 

ie.g. cf. equation (10) of Stephens, 1979). The asynunetty parameter describes die degree of forward 

scattering of a polydispersion of particles: for example, for scattering only in the forward dfrection g = 

1, and for isottopic scattering g = 0. For water droplet clouds, in the visible region of the spectmm g 

lies between about 0-82 - 0-86 (Stephens, 1979). In the infrared (10 -12 pm) region of the specttnm g 

lies between about 0-85 - 0-90 (Stephens, 1979). 

A2.7.4 Mie Properties for Scattering of Visible (532 nm) Light by Stratocumulus 

Cloud Droplets 

The radii of water droplets in marine cumuUform and sfratiform clouds typically range up to 100 pm 

(e.g. Pmppacher and Klett, 1997). The in situ measurements of marine sttatocumulus clouds by Boers 

et al (1996) and Boers et al (1998) showed that the majority of the droplets in these clouds had radU 

ranging from 1-20 pm with a typical mode radius of 10 pm. There were fewer numbers of larger 

droplets (drizzle), and typically their radii were confined to the range 20 - 400 pm. 

For the wavelength of 532 nm, the Mie extinction and backscatter efficiencies for water 

droplets with radii ranging from 1 - 2 0 pm are shown in Figure A2.1. Mie efficiencies for water 

droplets with radu ranging from 1 -100 pm are shown in Figure A2.2. 
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Mie Efficiencies for Water Droplets (532 mn) 

ft 
h V ^ 

[ 
w lAA. \ . / V / N .rv/-v. 

U-—^ 
c 

» , ' 1 

8 10 12 

Radius (microiis) 
14 16 18 20 

Figure A2.1. Mie extinction efficiencies over a range of radu that covers the majority 
of the droplets observed in sfratocumulus clouds, for the Nd:YAG laser wavelength of 
532 nm. The upper curve is the extinction efficiency (j2„), and die lower (and noisy) 
curve is the backscatter efficiency iQp). 

To gain some insight into the optical properties of sttatocumulus clouds, a rectangular 

droplet size distribution was modelled with N''= 40 cm"̂ , (typical of the marine sttatocumulus clouds 

measured during SOCEXl). The droplet radii of the modelled distribution ranged from 8 - 1 2 pm to 

cover the typical mode radius of 10 pm. From the equations (A2.55) and (A2.56) the volume 

backscatter ifi) and extinction iOac) coefficients were calculated via the frapezoidal mie, using the 200 

Q values obtained between the radii of 8 - 12 pm (shown in Figure A2.1). For this simple modelled 

cloud droplet size distribution (Ta = 2-65 x 10-2 ^̂ -i ^^j p = 1.43 x 10"̂  m"' sr"V The values of cr„ and 

P determined for the simple model give an extinction-to-backscatter ratio (S) of 18-5 sr. The larger 

drizzle droplets have only a small effect on the cloud visible optical properties because of their much 

smaller concenttations, so the visible optical properties of drizzle droplets were not investigated here. 

Note that j2« approaches approximately 2 as the radu increase (Figures A2.1 and A2.2): 

using Qa = 2, the visible extinction of the simple modelled droplet disttibution described above is 2-55 

X 10"2 m"', a figure near to that obtained using the exact Q values (see above). The approximation Q^ 

= 2 is the basis of the foUowing parameterisations commonly used in studies of the optical properties 

of clouds: 
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Mie Efficiendes for Water Droplets (532 nm) 
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Figure A2.2. Mie extinction efficiencies over a range of radii that covers cloud and 
die smaller drizzle droplets, for die Nd:YAG laser wavelengdi of 532 nm. The upper 
curve is die extinction efficiency iQex), and the lower (noisy) curve is die backscatter 
efficiency iQp). 

<^ex = 
3w 

2paeff 
(A2.60) 

(e.g. Palttidge and Piatt, 1976), and. 

T = -
3W 

2pa 
(A2.61) 

eff 

ie.g. Slingo, 1990). These parameterisations are obtained by using die equations (A2.56), (A2.4), 

(A2.5) and (A2.6). 

A2.7.5 Infrared (10 -12 jum) Scattering in Water Droplet Clouds and Emittance 

The ground-based infrared radiometers used during SOCEX measured downward radiances from 

Sttatocumulus clouds. The wavelengdi bands of die infrared radiometer measurements of tiie 

Sfratocumulus clouds during SOCEXl and S0CEX2 were 10-84 ± 1 pm and 10-86 ± 0-50 pm 

respectively (see Chapter 3). The measured cloud infrared radiances contained sfrong signals due to 

die sttong tiiermal emission by warm liquid water droplets in die low clouds. Using die Mie dieory 
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and some basic radiative ttansfer, tiie effects of scattering on tiie derived cloud infrared properties is 

discussed in the foUowing. 

The Mie absorption and scattering efficiencies of water droplets in die 10 - 12 pm region of 

die spectinm are of comparable magnitiides {see Figure (A2.3)}, so the probabiUty of die scattering of 

a photon by a droplet is about as equally likely as absorption. {This probability is given by tiie single 

scattering albedo, C7; see (A2.58)}. Values of CTfor a monodispersion (or a single droplet) in the 

infrared region of die spectinm are shown in Figure (A2.4), for the wavelengtiis 10 pm, 10-85 pm, 11 

pm and 12 pm. 

The effects of scattering on the downward measured infrared radiances, and therefore die 

calculated absorption optical depths, however, are small. The reason for diis is that die phase function 

of a cloud droplet (typical radius 10 pm) is sfrongly peaked in die forward direction. This is 

Ulusfrated in Figure A2.5, for Defrmendjian's (1969) modelled CI and C2 water droplet clouds. As 

mentioned previously the forward-peaked phase functions of water droplet clouds result in asymmetry 

parameters of approximately 0-85 (e.g. Stephens, 1979; Stephens, 1984). Because of the high degree 

of forward scattering much of the scattered radiation remains in dfrections close to the original beam. 

The radiation scattered out of the beam is largely balanced by radiation scattered into the beam 

('intemal scattering'), so that it is sometimes assumed to be negligible (e.g. Piatt, 1979). The small 

contribution of the resultant intemal scattering to infrared cloud radiances, combined with the slight 

backscatter by clouds in the infrared (see the plot of 47tQp in Figure A2.3), is the basis of the 

absorption approximation (e.g. Paltridge and Piatt, 1976; Piatt, 1976). However the absorption 

approximation was not used in this thesis nor in previous LIRAD studies {Piatt (1979) through to Piatt 

et al (1998)}. Instead, estimates of the infrared radiances due to scattering are calculated and 

subfracted from the total measured radiances. The remaining radiances are due to absorption ordy, 

from which the infrared absorption optical depths (Xi) are calculated. The infrared absorption 

emittance (eO is then defined by, 

f,- = 1 - exp(-T,-) , {cf. equation (A2.40)} 

Here the subscript 'f stands for infrared. It is noted that as. 
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T — > oo e, - > 1 (A2.62) 

Infrared (10.85 micron) Mie Efficiencies for Water Droplets 
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Figure A2.3. Mie efficiencies at A, = 10-85 pm for water droplets of radius a. The top 
curve is the extinction efficiency (Qex). For a < 1 pm nearly all tiie infrared extinction 
by water droplets is due to absorption, as here Qab = Qex- At a = 2 pm die scattering 
efficiency (Qsc) begins to increase until at a = 10 pm about half of die extinction is due 
to scattering. The lower oscillating curve is 47C (sr) x Qp. 
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Figure A2.4. Single scattering albedos (CT) for monodispersions (or single droplets) of 
radu a. At a = 10 pm, from top to bottom, die 4 curves are for the 4 wavelengths: X, = 
10 pm, 10-85 pm, 11 pm, and 12 pm. 

A-24 



Infrared Scattering by Water Clouds 
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Figure A2.5. Phase functions for the wavelength 10 pm calculated by Deirmendjian 
(1969) for die two modelled water droplet clouds CI and C2. Some of the results for 
scattering angles < 90° (in the backward hemisphere) for cloud C2 have been linearly 
interpolated. 

However the cloud infrared emittance, (symbol e with subscript 'i ' dropped), includes die effects of 

scattering and is defined as. 

e = \ - exp(-T,) - (5 -f r ) , (A2.63) 

where r is the quantity of radiant energy reflected downwards from die cloud, and s is die conttibution 

to die downward beam due to intemal scattering in die cloud. In a very tiiick cloud, where it may be 

expected that 5 = 0, as. 

T, -> ~ , £ -> 1 - r . (A2.64) 

Theoretical sttidies of die infrared radiative fransfer in clouds shows tiiat water clouds are 

only sUghtly reflective in tiie infrared. For example, dieoretical sttidies show die reflectance of tiiick 

water clouds is approximately 5% (e.g. Yamamoto et al, 1970). Thus by die definition (A2.63) die 

maximum emittance tiiat may be expected from tiiick water droplet clouds is approximately 0-95. 
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A2.7.6 Cloud Infrared Optical Properties and Liquid Water Properties 

Cloud liquid water patiis (W), (units g.m"2), can be rettieved by microwave radiometer (e.g., Hogg et 

al, 1983; Boers, 1996a; Boers, 1996b; Boers and O'Brien 1996). This section investigates die 

relationship between cloud infrared (10 -12 pm) optical deptiis (Xi) and cloud liquid water paths (W). 

Combining die expressions for the liquid water content, w, equation (A2.5), die infrared 

mass absorption coefficient (x-), {see equation (A2.18)}, and die infrared absorption coefficient for a 

polydispersion of droplets, {see equation (A2.56)}, KJ (m2g"') for a polydispersion of droplets is, 

3 J a^Qiia)nia)da 
tCi= 2 _ _ (A2.65) 

"^P ra^nia)da 
Jo 

In this equation Qi is the Mie efficiency for infrared absorption by water droplets (e.g., see Figure 

A2.3). The value of Qi increases approximately linearly with radius for droplet radii less than about 

14 pm, so a gradient of oy = 0-105 pm'* was determined by a fit by eye to the curve of Qt vs. droplet 

radius. This value of o; results in an error in Q, (10-84 pm) of less than 25% for droplet radii between 

2-5 pm and 10 pm, and the error is zero for a droplet radius of just over 7 pm. It is evident from 

equation (A2.62) that if the Mie absorption efficiency is approximated in this way, then, for small 

droplets, the following approximations could be used, (e.g. Piatt, 1976): 

Ki=^, (A2.66) 
4/7 

and the infrared absorption coefficient is given by, 

a , = ^ ^ . (A2.67) 
4p 

Note that in (A2.64) Oj is calculated without any information about tiie cloud droplet size disttibution. 

FoUowing from equation (A2.64), the infrared absorption optical depdi (Xi) may be related to Why, 
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3a. W 
4p (A2.68) 

The value of g, is nearly constant for water droplets of radii greater dian approximately 13 

pm (e.g., for radu between 10 - 100 pm, Q,, = 108; see Figure A2.3). H g, is approximated by a 

constant az then from equation (A2.62), (e.g. Chylek and Damiano, 1992), 

thus. 

and finally. 

IC; = • 
3an 

"^P^eff 
(A2.69) 

(A2.70) 
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Figure A2.6. Infrared (10-84 pm) Mie efficiencies for large cloud droplets, for 
absorption (CJi, solid line) and scattering (Qs, dashed line) versus droplet radius (a). 
The Mie efficiencies are nearly constant for a > 13 pm. 
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Appendix A3. Derivations of Solutions to the Lidar Equation 

A3.1. The Lidar Equation and Basic Quantities 

The system-independent and range-corrected lidar equation used tiiroughout tiiis tiiesis is, 

X{z) = Piz)TH0,z), (A3.1) 

where P is tiie volume backscatter coefficient (m"' sr') and f'(O.z) is die two-way fransmittance 

between the lidar and height z. Expanded, f^(0,z) may be written as, 

T^iO,z) = exp{-2TjTiO,z)), (A3.2) 

where x is the optical depth of the atmosphere between the lidar and the height z, and T| is the multiple 

scatter factor. {For this definition of r| see Piatt (1981)}. The optical depth is expanded in terms of 

the volume extinction coefficient (a) thus: 

TiO,z)=\'(Tiz')dz'. (A3.3) 
Jo 

A3.2. Solution for a Homogeneous Atmosphere (The Slope Technique) 

Expanding (A3.1) and assuming a single scattering species, e.g. cloud particles only, a profile of ;jf 

between cloud base Zb and height z is described by. 

Xiz) = Piz)exp(-27]f (7iz')dz']. (A3.4) 

The logarithmic variable is formed. 

az)^Hxiz)), (A3.5) 

so that. 
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Ciz) = \n{Piz)) - 277r (^(z')dz'. (A3.6) 

Differentiating with respect to z and rearranging gives. 

dPiz) «, /dCiz) 
dz 

• + 2TJ(7iz) = 0. (A3.7) 
dz 

In a homogeneous atmosphere where the backscatter coefficient is constant with range. 

a=-f^. <A3.8) 
2TJ dz 

A3.3. Solution for an Inhomogeneous Atmosphere (Logarithmic Variable) 

If a power law relationship is assumed between a and P, 

C7« 
5 = ^ , (A3.9) 

then equation (A3.9) combined with equation (A3.7) gives. 

dz g dz g 

This is a form of the BemouUi equation with the solution. 

daiz) cTiz)daz)^2ri^2^^y ^^3.10) 

. ( , ) . -mz)-us) 
a,-'-^\ ^xv(iaz')-Cn)lg)dz 

(e.g. Klett, 1981). The boundary value a„ is the extinction at a near-point range z„; Le., a„ = a(z„). 

The more stable backward (or inward) solution, often referred to in die literature as the 'Klett 

solution', is formed by reversing the dfrection of integration: 

A-29 



exp((C(z)-^^)/g) 
(7iz) = ^—^ '-^ . (A3.12) 

cyd-'+—\M(C(z')-Cd)/8)dz' 
g Jz 

Here the subscript 'd' refers to a distant calibration range Zd-

A3.4. Solutions for Inhomogeneous Atmospheres (Linear Variable) 

If o is assumed linearly proportional to P, Le., the exponent in equation (A3.9) is assumed equal to 

unity, a different approach can be used to derive expressions for P and a from the lidar equation as 

done by, for example, Femald et al (1972) and Femald (1984). The derivation for the simple case of 

a single scattering species is presented here first, followed by the more complicated derivation for an 

atmosphere with two scattering components. 

The ttansmittance term of the lidar equation (A3.1) is separated into two parts at a near-

point calibration range z„, 

Xiz) = Piz)TH0,z,)THzn,z). (A3.13) 

It is desired to invert the following form of the lidar equation for p: 

Piz) = ̂  ^ . (A3.14) 
TH0,Zn)THz,,z) 

The ffrst fransmittance term in die denominator of (A3.14) is a constant, and die remaining problem is 

the elimination of tiie second fransmittance parameter. Expanded, tiie second ttansmittance term is, 

T\z„,z) = exJ-2Tj\' (Jiz')dz'], (A3.15) 
V •'Zn J 

and the derivative of this is, 

4-{THZn,z)) = -2V(Tiz)THzn,z). (A3.16) 
dz^ ' 

Integrating from the near point (z„) to z. 
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THzn,z)-l = -2rif (Tiz')T^iZn,z')z\ (A3.17) 

and eliminating tiie fransmittance term from die integral using equation (A3.13), 

T\Z,,Z) = 1-2JJ{" aiz')—-^ dz'. (A3.18) 

K Piz')TH0,z,) 

Now, the constant extinction-to-backscatter ratio S is. 

> 9 ' 

so tiiat from (A3.18), 

^2.. _. , 2775 

S = — , (A3.19) 

T^iz„,z) = 1 - J^ f x(z')dz'. (A3.20) 
T\0,z„)K 

An expression for p is obtained by substituting equation (A3.20) into (A3.14): 

P(Z) = ^^^^- . (A3.21) 
r2(0,z„)-2775j xiz')dz' 

The first term in the denominator of (A3.21) is a boundary value of ttansmittance. If it is preferred to 

use a boundary value of backscatter the solution is simply. 

As 5 is a constant the solution for extinction is. 

(Tiz) = —7-^—— . (A3.23) 
^-2v\'Xiz')dz' 
o-(z„) ^^ 
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Note the absence of S in the denominator of (A3.23). Note also tiiat this equation is equivalent to 

equation (A3.11) widi the exponent in die latter equal to unity. The backward solution to die lidar 

equation is obtained by integrating from a distant caUbration height zj down to a height z, 

A d = ̂ 7 r Y - — • (A3.24) 

The backward solution for extinction is. 

(^(ZH) •'Z 

The lidar equation for two classes of scatterers, for example, molecules (subscript 'm') and 

aerosols (subscript 'a') is, 

Xiz) = (P^ iz) + Pa {z))T^^iO, z)Tj-iQ, z). (A3.26) 

It is assumed that the molecular components are known. It is desfred to solve the lidar equation 

(A3.26) for aerosol backscatter, and the ffrst step is to rearrange that equation to give an expression for 

Pa-. 

Xiz) 

Z'(0,z)TjiO,z) 
Pa iz) = ^^X.tlrr.-. -Pmiz). iA3.21) 

A differential equation is required that will eliminate the aerosol ttansmittance term from die right 

hand side of equation (A3.27). The Udar equation (A3.26) is rewritten as, 

Xiz)T^-^ (0, Z) = Pa iz)TaHO, Z) + Pm iz)Tj- (0, z) . (A3.28) 

Leaving out ri for brevity, the aerosol ttansmittance term is expanded and differentiated with respect to 

z to obtain. 

A-32 



— (TaH0,z))=-2(Taiz)TaH0,Z), 
dz 

(A3.29) 

and this combined with equation (A3.28) gives. 

Xiz)T^-H0,z) = ~(-2Sj„iz)TaH0,z) + -^(TaH0,z))]. (A3.30) 
2S„ V dz^ 'J 

The term in brackets on the right-hand side of equation (A3.30) may be obtained from the following 

differential equation: 

^ f r„2(0 ,z )exp -2sSp^iz')dz' 
Jo 

= - 2 5 , / 9 „ ( z ) r / ( 0 , z ) e x p f - 2 5 j > „ ( z ' ) ^ z ' ] + y [ 7 ; 2 ( 0 , z ) ] e x p f - 2 5 j > ^ ( z V z ' 
dz^ 

= exp(^ -25 j>„(z ' )* ' ] [ -25 , ;S„ (z )7 / (0 , z ) -H^[ r ,2 (0 ,z ) ] j . (A3.31) 

Combining equations (A3.30) and (A3.31), 

- 2 , Xiz)T^-'iO,z) 

1 ^ . ^ 2 
2Sa dz^ 

r / (0 , z ) exp -2Sa\lp^iz')dz' l expf -h25 j>^(z ' )^z ' ] - (A3.32) 

Rearranging (A3.32) gives. 

^ l r / ( 0 , z ) e x p -2sSPmiz')dz' 
Jo 
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= -2SaXiz)Tm-H0,z)exp(-2Sajy„iz')dz'], (A3.33) 

which may be solved to give. 

T/(0,z)exp(-25,£y8^(z')^z ' 

= l-2Sallxiz')Tm-H0,z')exp(-2Sa\'^Pmiz'')dz''yz'. (A3.34) 

This equation is equivalent to equation (11) of Femald et al (1972). If the following simplification is 

made. 

r^ -2 (0 ,z )expf -25 j>„(z ' )^z ' 

= cxpl+2Sm\lPmiz')dz'-2Safjmiz')dz' 

= expf-2(5, - S^ ) J > ^ iz')dz'^, (A3.35) 

and letting. 

Afiz)^iSa -Sjjymiz')dz', (A3.36) 

(subscript T for 'forward solution'), then we find. 

7;2 (0,z)exp(^-25„£>,iz')dz'j = 1-25,£xiz')exp(-2Aj.iz')}iz' . (A3.27) 

The solution for Pa is found after substittition of equation (A3.37) back into tiie lidar equation (A3.27); 
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Xiz)Tm-^(0,z)exp -25„ J> , i z ' )dz ' 

Pa iz) = ^ - — ^ ^ - Pm iz) , (A3.38) 

l-25,£;ir(z ')exp(-2A^(z'))iz ' 

which simplifies to. 

2'(z)exp(-2Ar(z)) 
Pa iz) = / ' Pm iz) - (A3.39) 

l -25 ,£ j (z ' )exp( -2A^(z ' )yz ' 

This equation is equivalent to equation (14) of Femald et al (1972) and equation (2) of Femald 

(1984). Femald (1984) presents a summary of results of solutions to the lidar equation for two classes 

of scatterers for the purpose of numerical implementation. A summary of these results is presented in 

the following in mathematical form, but using the symbols chosen for this thesis. The simplification 

(A3.36) is rewritten as, 

A^(z) = (5„ - 5 „ ) f Pmiz')dz', (A3.40) 

where z„ is a near-point calibration range. The forward solution for backscatter is. 

Xiz)cxpl-2Afiz)) 
Paiz) + Pmiz)= ^77^ CZ , — • ^ ^ ' " ' ^ 

^ — - ^ ^ ^ ^ ^ — - - 2 5 J ;^(z')exp-2A^(z')>iz' 
PmiZn) + PaiZn) ^'^ \ ^ ' 

and the forward solution for extinction. 

5 Xiz)^^v[-2Afiz)) 
aaiz)^^a^iz) = -r^ \z \ ^ - ^^'- ' '^ 

^'n ?^^^^ 2] xiz')^y^v[-2Afiz'))dz' 

-^<ymiZn) + (^aiZn) ' " 

For the backward solutions there is the simplification, (Femald, 1984), 

A,iz)^iSa-Sj\'^Pmiz')dz', (A3.43) 
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where die A subscript 'b' stands for 'backward', and zj is a distant calibration range. The backward 

solution for backscatter is, 

Paiz)^PM = Xiz)ox,(.2A,iz)) ^^^^^ 

R X^TRC +25,P;r(z0exp(-h2A,(z-)yz-
PmiZd) + PaiZd) •'2 

and the backward solution for extinction is. 

, ^ Sa , , ;ir(z)exp(-H2Af,(z)) 
(^aiz)+~(T„iz) = -:--.; \ ^ . (A3.45) 

Sm _ X(Zd2 ^ 2 J '';r(z')exp(-h2A,(z'))^z' 
-f-(^miZd) + f^aiZd) 
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Appendix A4. Lidar Data Acquisition Program. 
A Lidar Data Acquisition Program (LDAP) was written by the audior (January 1995) for die lidar used 

during die S0CEX2 experiment ('minilidar', see 3.2.2). The major aspects of die design of diis 

program are described in the foUowing. 

The LDAP can be viewed by the lidar conttoUer as being in either of three states: (1) 

waiting for a command, (2) adjusting lidar conttol parameters, (3) acquiring data. After the LDAP has 

attempted a task in the states (2) or (3) it rettims to state (1). The lidar confroUer can be either a 

human user or a decision-making computer program. 

The primary stmcture of the LDAP is a case statement nested in an intermpt-monitoring 

loop. The program starts by entering the main loop, presenting the lidar confroUer with various 

options. The confroUer chooses to change a lidar setting or begin data acquisition and, upon doing so, 

intermpts the main loop. Depending on the conttoUer's choice, program conttol is diverted down one 

of the sub-programs of the main case statement. When one of these sub-programs is finished conttol 

passes back to the main loop where the program waits for another decision by the conttoUer. The 

pseudocode for the entfre program appears below: 

Pseudocode: 

begin Lidar Data Acquisition Program (LDAP) 
read digitiser configuration file and open a new output file 
if no error 

initialise program variables 
initialise digitiser parameters 
start main loop waiting 

present options to lidar confroUer 
check for intermpt 
case (intermpt) of 

"a" adjust confrol parameter "a" 
"b" etc. 
"x" execute sub-program acquire 

end intermpt cases 
end main loop waiting 

end if no error 
end LDAP 
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The pseudocode for the main sub-program 'acquire' appears below. Note that in each cycle 

of the loop 'acquiring' the digitiser is initialised at the beginning and disabled at the end. In this way, 

acquisition of each shot is started afresh, independentiy of any (electrical) interference with digitiser 

settings from the previous shot. 

Pseudocode: 

start sub-program acquire 
acquiring = tme 
begin nested loop acquiring 

activate digitiser (start digitiser clock) 
enable computer access to digitiser memory 
initialise digitiser conttol settings (e.g. sampling rate, gain etc.) 
disable computer access to digitiser memory 
instmct digitiser to wait for a digger event 
delay for requfred shot period (note: this delay should include a user 
intermpt) 
fire_lidar: Le., 

reset Energy Monitor (EM) and set preamp gain 
analog-to-digital conversion (zero value of EM) 
fire the laser 
analog-to-digital conversion (pulse value of the EM) 
store(EM zero value, EM pulse value) 

get time from computer clock 
increment the shot number 
wait until digitiser ttigger received and digitiser memory is fuU 
read (digitiser status) 
case (digitiser status) of: 

ttigger timeout - produce error message 
memory fiill timeout - produce ertor message 

-etc -
default (assumed successful data acquisition) 

enable computer access to digitiser memeory 
read a block of data from the digitiser memory 
display the shot 
save the data 

end (case statement) 
disable die digitiser 
if intermpt, acquiring = false 

end nested loop acquiring, 
end sub-program acqufre 
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