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Abstract

Over the past few years, there has been a growing need for wireless communications

with higher data rates and ubiquitous coverage, and these must be achieved at

reduced cost and with a lower carbon footprint. This evolution in wireless demand

places a big burden on transmitter architectures. The need for higher efficiency has

stimulated research into the potential replacement of current linear power amplifiers

(PAs) by switch mode power amplifiers (SMPAs) at cellular frequencies. The radio

frequency (RF) PA currently accounts for a significant part of the cost, and most of

the power requirements of a typical wireless base station.

This research is focused on the modulation and up-conversion circuits for gener-

ating the SMPA drive signals. The switched (‘on’/‘off’) nature of the amplifier drive

signal creates an opportunity for an all-digital solution removing traditional analog

components such as the digital to analog converters, reconstruction filters, quadra-

ture modulator and local oscillators. Digital signal processing techniques used for

signal modulation are extended to digital upconversion to generate suitable drive

signals for the SMPA. In this thesis, a sigma-delta (Σ∆) based technique is used

to embed a complex modulation scheme such as OFDM into a single ‘on’-‘off’ bit

stream.
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The first contribution of this thesis is the proposal of an all-digital modulation

and up-conversion architecture that combines polar quantisation with Cartesian

Σ∆ filtering. The drive waveform has a maximum of one pulse per half period

thus limiting the number of switchings and hence increasing efficiency. It is shown

that the proposed architecture provides an adjacent channel power (ACP) of lower

than -50 dB for a bandwidth of over 100 MHz. An oversampling ratio of eight is

required to meet the ACP specifications of wireless local area network (WLAN) and

an oversampling of 32 is required to meet the third generation partnership project

(3GPP) mobile phone standards. The all-digital approach described in this thesis

is currently unfeasible for these frequency bands due to the limitations of today’s

digital circuit technology. However, this approach can be used for lower carrier

frequencies such as those found in the very high frequency (VHF) region.

The non-uniform polar quantiser is mathematically analysed to derive the quan-

tisation noise power generated from a Gaussian symmetric input signal. Simulations

show the performance diverges from that predicted when signal levels are low. Fur-

ther analysis, based on limit cycle operation, confirms the low level behaviour of the

quantiser in a Σ∆ loop. At low powers the signal noise ratio (SNR) increases at a

rate of 0.5dB/dB in the desired signal. This improves to 1dB/dB at medium powers

and drops to 0 dB/dB in the overload region.

Finally, problems associated with converting polar values into pulse widths and

pulse positions are investigated. Spurious tones observed in the spectrum are at-

tributed to the pulse position modulation (PPM) process and their generation is
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explained by the digital nature of the waveforms. A mathematical analysis is pro-

posed to predict the size and position of the unwanted spectral components. Simu-

lations and practical measurements are also carried out using both single-carrier and

multi-carrier signals. It was also shown that a three-level waveform, for push-pull

operation, attenuates and in many cases completely removes the spurs. Even so the

amount of carrier frequency offset adjustment is strictly limited, if WLAN or 3GPP

spectrum mask requirements are to be met.
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NT - Number of pulses after which a large pulse occurs in the quantiser

fssb - Frequency of single side band tone

Tssb - Time period of the single side band tone

Tg - On period of the pulse train

Tc - Time period of carrier

S̃k(f) - Spectrum of oscillator signal

G̃k(f) - Spectrum of gate signal

Ỹk(f) - Convolution of spectrum of oscillator signal and gate signal



Chapter 1

Introduction

The existing third generation network deployed around the world is not sufficient

to meet the needs of new upcoming bandwidth intensive applications. A recent

study estimated that by 2013, 80% of the three billion broadband users will be con-

nected through a wireless device [1]. This has to be achieved within the constraints

of today’s fragmented spectrum, multiple operating standards and the need for a

low carbon footprint. A fourth generation (4G) wireless system will be required to

transmit higher bit rates in a more flexible manner. Fig. 1.1 shows a roadmap of

the evolution of wireless technologies. Both cellular and wireless local area network

(WLAN) technologies are converging towards a single universal standard, 4G. 4G

networks are expected to deliver data rates between 100 Mbps to 1 Gbps. The 4G

standard can therefore be described as mobile, broadband, seamless and ubiqui-

tous [2]-[9].

Consequently, the next generation wireless transmitter architectures need to use

innovative technologies to be bandwidth efficient, power efficient, broadband and

flexible. The radio frequency (RF) power amplifier (PA) is a crucial element of any

1
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Figure 1.1: Evolution of wireless technologies (after [2]).

wireless transmitter architecture. Bandwidth efficient multi-carrier schemes such as

orthogonal frequency division multiplexing (OFDM) are required to cater for the

increasing transmission bandwidths. OFDM signals are best amplified by conven-

tional linear RF power amplifiers; however the efficiency is very poor. Switch mode

power amplifiers (SMPAs), such as class E amplifiers, are known to be highly non-

linear but attain maximum efficiency if driven by a pulse waveform. The challenge

is on the modulation stage to generate the appropriate drive signal which is opti-

mised for efficiency and linearity. Over the years, process technology has improved

and it is now possible to directly generate the RF drive signal from a digital source.

The replacement of the traditional base station architecture by a digital architecture

with the use of SMPAs has many benefits.
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1.1 Towards a ‘Green’ Base Station

At present, the radio interface is the largest power usage component, accounting for

approximately 80% of an operator’s total power consumption [10]. The generation

of large amounts of heat because of high power usage due to inefficient operation

leads to higher costs and an unacceptable environmental impact. High energy con-

suming air conditioning is required to dissipate the heat produced by the linear PAs

in order to maintain an acceptable ambient temperature. The change to SMPAs

with theoretical efficiencies of 100% will significantly reduce the operating carbon

footprint and eventually reduce operational and maintenance expenses.

In many large developing nations, the power supply infrastructure does not cover

the entire country. Mobile operators are forced to use diesel power generators for

their base stations. The need for a back-up generating set and the logistic effort of

supplying diesel to remote places pose a significant economic cost [11]. Furthermore,

the use of diesel as fuel is highly polluting. Lowering the power consumed by base

stations will easily enable the use of renewable energy sources such as wind, solar or

methane. The initial capital expenditure (CAPEX) can be high for ‘green’ energy

solutions, but the operating expenditure (OPEX) is very low as energy is free.

Within a few years of operation, green base stations will become an economically

viable solution for operators. This is a very important development as it has been

predicted that 90% of new subscribers will come from developing or under developed

countries where 50%-80% of the population lives in far rural areas [12]. The monthly

spending of those subscribers will be significantly lower. Green base stations may
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eventually become the service providers’ solution to the emerging low income market.

1.2 Social Advantages of a Connected Lifestyle

The advances in transmitter architecture are also driven by the expectation of users

to have ubiquitous and broadband access to all their information, communication

and entertainment services. It is well documented that access to broadband has pos-

itive social impacts on society [12]. A wide broadband network prevents problems

associated with urbanisation from occurring. It allows people to open new busi-

nesses in rural areas and to have customers from around the world. Broadband also

enables office workers to use remote office access and reduce traffic and congestion.

Broadband provides reliable video conferencing and hence reduces carbon dioxide

emissions by circumventing unnecessary travel. While narrowband access can cater

for many services, broadband provides the reliability and quality that is required for

applications such as telemedicine. It is indisputable that broadband will continue

to improve the quality of life and bridge the socio-economic gap.

1.3 Replacement of Analog Components

The driving force behind the tremendous growth in wireless communications has

been the introduction of digital coding and digital signal processing (DSP) in wireless

architectures [13]. Moore’s law states that the number of transistors on a chip would

double every two years [14]. In line with this trend, Intel announced the launch of

a chip with two billion transistors in early 2010 [15]. Digital clock frequencies are

now in the gigahertz (GHz) region and hence digital processing can now be used to
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implement some microwave functions that were previously performed using analog

components. There are many significant advantages to this major evolution in circuit

design. Some of these are [16]:

1. Digital circuits are not susceptible to changes in temperature and are not

subject to ageing.

2. Digital circuits do not require constant tweaking (or factory calibrations) to

adapt to manufacturing tolerances.

3. The advancements in digital circuits provide the possibility of integrating both

the digital and microwave sections on a single chip.

4. Digital circuits provide reconfigurability enabling the adaptation of architec-

tures to different standards or to changes in system requirements. Conse-

quently, the architectures become more robust, cost-effective and flexible.

5. Digital components are understood to consume less power than analog com-

ponents [16].

6. Testing of digital circuits is an easier task.

1.4 Towards an All-Digital Transmitter

A traditional transmitter architecture is shown by Fig 1.2(top). Modulated I and

Q signals from baseband circuits are modified to minimise the peak power require-

ments of the following analog circuits. The modification often takes the form of
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Figure 1.2: Traditional and potential future wireless base station architecture.

clipping and filtering after which the signal passes through digital to analog con-

verters and lowpass reconstruction filters before entering a quadrature modulator

for up-conversion to RF. An RF filter after the up-conversion reduces out of band

noise from the transmitted signal.

The new architecture (Fig 1.2(bottom)) eliminates many analog components in

the transmitter chain and replaces them with a single digital sigma delta (Σ∆) up-

conversion circuit. The output of which is a digital representation (0, 1) of the

modulated carrier signal. The new circuit trades off the high speed capabilities of

modern digital circuits for the elimination of many analog difficulties. Problems

such as gain-phase imbalance of the IQ modulator, carrier leak, the need for an

analog RF synthesiser and the need for wideband matching of lowpass filters are all

eliminated.

The new architecture is not without its problems. Σ∆ noise shaping must be
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dealt with using a bandpass filter on the output of the amplifier. Noise and distor-

tions in the signal band must be kept below the specified masks. Some degree of

oversampling will be necessary and this can have significant impacts on the max-

imum usable carrier frequency. Also, the noise shaping associated with the Σ∆

filtering will limit the utilizable bandwidth of the system.

1.5 Research Objectives

The aim of the research program is to study the feasibility of an all-digital RF

transmitter architecture with Cartesian inputs and producing a high power RF

output using switch mode techniques. The transmitter must have high efficiency and

exploit the new advancements in power amplifier technology brought about by the

advent of new devices with low parisitic capacitances such as gallium nitride (GaN).

These devices are thus more suitable for switching circuits than the traditional silicon

laterally diffused metal oxide semiconductor (LDMOS) transistors used in today’s

quasi-linear class A/B basestation amplifiers. The work was supported by L.M.

Ericsson (Sweden), who gave the following three point objectives for the switched

transmitter:

1. 100 W output power

2. 100 MHz bandwidth

3. 100% efficiency (as efficient as possible)
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The overall goal of the research program is to provide a complete transmitter

solution that will fulfill the above objectives as closely as possible. The key archi-

tectural blocks include a digital pre-conditioning algorithm (if required), a digital

modulator, a digital upconverter and a SMPA with its associated drive circuit.

The work has been split into three PhD research projects represented by the

first three blocks in Fig 1.2(bottom). The pre-conditioning algorithm modifies the

modulated baseband signal to improve its compatibility with the SMPAs. Typical

examples of pre-conditioning include peak power reduction and the minimisation of

bandwidth expansion caused by non-linear operations in some switch mode architec-

tures. All the SMPAs to be studied in this work are based on Class E designs. The

topologies include envelope elimination and restoration (EER), linear amplification

of non-linear components (LINC) and stand-alone Class E. However, the subject of

this thesis is the digital modulator and upconverter circuits that produce the drive

signals for the SMPAs. The circuit generates pulse-width and pulse-position digital

waveforms at the carrier frequency.

For synchronous operation, the pulse edges are constrained to the timing grid of

the digital clock. In pulse width modulation (PWM) and pulse position modulation

(PPM), the amplitude is represented by the width or marks-space ratio of the pulse

and the phase is represented by the position of the pulse. The amplitude (pulse

width) and phase (pulse position) will be coarsely quantised. This will generate

considerable quantisation error which will need to be shaped. Σ∆ noise shaping is

a technique for pushing quantisation noise away from the band of interest such that
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it can be filtered out at a later stage.

The research objectives of this thesis are:

1. To propose an appropriate Σ∆ architecture for generating pulse width modu-

lated and pulse position modulated signals.

2. To propose a scheme that is compatible with digital up-conversion techniques

and is capable of providing basic tuning across the operating band.

3. To provide a signal with good spectral performance that meets the spectrum

mask requirements of the major standards such as WLAN and third generation

partnership project (3GPP). Both WLAN and long term evolution (LTE) use

channel bandwidths of up to 20 MHz, and any number of channels can be filled

within the 100 MHz band. A total of five channels are possible, and each has

an adjacent channel power (ACP) specification, which should be met. The

ACPs are defined as the noise power in the adjacent channel divided by the

signal power. The first and second ACPs for WLAN are ACP(1)= -28 dB and

ACP(2)= -40 dB and for 3GPP ACP(1)= -40 dB and ACP(2)= -50 dB.

1.6 Contributions to Knowledge

The following novel contributions have been made in this thesis:

1. A novel all-digital RF transmitter architecture is proposed for generating a

digital drive signal for a SMPA. The architecture is referred to as the Cartesian

Σ∆ scheme.



10

2. It is clearly shown that the proposed Cartesian Σ∆ scheme outperforms the

polar Σ∆ scheme of [17] by about 10 dB in terms of adjacent channel power

in the immediate adjacent channels.

3. The theoretical mean square error (MSE) for a non uniform polar quantiser

operating in both stand-alone and feedback modes has been derived.

4. MSE bounds for the Σ∆ modulator with polar quantiser have been derived.

The bounds are valid for the high signal region and the low signal region. The

bounds show that the slope of MSE vs. input signal power is 1.0 dB/dB in

the stand-alone case and 0.5 dB/dB in the feedback mode.

5. The source of unwanted spurs (spectral peaks) in the output spectrum was at-

tributed to the ‘polar to PWM/PPM block’. A mathematical derivation was

used to predict the size and position of these distortion components. The dis-

tortions were shown to increase with offset frequency. A three-level waveform,

for push-pull operation, was shown to attenuate and in some cases eliminate

many of these spurs. Experimental results verified the analysis.

1.7 List of Publications

From the research accomplished in this thesis, a number of peer-reviewed publica-
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1.8 Thesis Outline

This thesis is organised as follows:

• Chapter 1 outlines the motivations behind this research. The research objec-

tives of the thesis are presented. Moreover, a list of publications which have

directly resulted from the work in this thesis is given.

• Chapter 2 provides background information and a summary of relevant exist-

ing literature. The basic concepts of SMPAs are presented in this chapter using

Class D and E as examples. The remaining parts of the chapter are dedicated

to Σ∆ fundamentals. Key Σ∆ architectures are introduced namely the low-

pass Σ∆, bandpass Σ∆ and higher order Σ∆ structures. Existing transmitter

architectures are presented such as EER, LINC and the polar Σ∆ scheme.
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• Chapter 3 introduces the novel all-digital RF Cartesian-based transmitter ar-

chitecture which, in this thesis, is referred to as the Cartesian Σ∆ scheme. The

main components, which are the Σ∆ filters, the non-uniform polar quantisers

and the ‘polar to PWM/PPM’ converters, are explained. A trade-off between

noise performance and efficiency is also discussed. A spectral domain compar-

ison of the polar and the Cartesian architectures shows an improved in-band

noise performance for the Cartesian version. The effect of oversampling ratio

(OSR) on ACP is studied.

• Chapter 4 gives a quantisation noise analysis of the non-uniform polar quan-

tiser. The polar quantiser uses a circular symmetric Gaussian input signal

as input to the system. It is a good approximate of modern communication

signals such as OFDM and code division multiple access (CDMA). A gener-

alised mathematical expression is derived for the MSE of a stand-alone polar

quantiser. Simulation results of the stand-alone quantiser and the quantiser

within the Σ∆ loop are compared. Two major differences between the plots

are attributed to the noise enhancement of the Σ∆ loop and the limit cycle

behaviour of the loop at low signal powers.

• Chapter 5 investigates the occurrence of the distortions (images and harmon-

ics) in the spectrum when the input signal is offset from the nominal centre

frequency. A mathematical analysis shows the distortions are caused by the

harmonic content of the square-shaped pulses of the output signal. Simulations
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using single sideband tone confirm the analysis. Practical measurements using

an OFDM signal and a data timing generator further confirm the analysis.

• Chapter 6 concludes the work and indicates possible future research opportu-

nities. These include a joint amplitude-phase quantisation scheme and the use

of predistortion to cancel unwanted images and harmonics generated by the

PPM process.



Chapter 2

Background Information

2.1 Introduction

In this chapter, some basic SMPA structures (Section 2.2) are explained, since they

are a key component of the next generation green wireless architecture. This is then

followed by a review on Σ∆ modulators (Section 2.3), since they provide a possible

modulation technique that allows modern communication signals to be embedded

into a digital-bit stream. The final section (Section 2.4) reviews recent work in Σ∆

based transmit architectures.

2.2 Switch Mode Power Amplifiers

The development of new power amplifier architectures is essential for the evolution of

the mobile wireless system. Modern modulation systems such as OFDM or CDMA

suffer from PAPR. Non-linear amplifications will lead to problems with spectral

regrowth and inter-tone interference. The non-linearities are generally caused by

amplitude variations in the envelope. RF PAs are generally categorised in classes

15
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Figure 2.1: Current voltage relationship in the transistor.

A-F. All classes will generate some type of distortion. The classes are usually de-

fined by the input bias, mode of operation and power-output capability of the RF

PAs [18]. Current power amplifiers in wireless transmitter architectures are quasi-

linear (Class AB) but they are unfortunately bulky and power hungry [19]. Future

wireless systems require PAs to provide high efficiency, good linearity and be small

in size.

SMPAs have a theoretical efficiency of 100% but are highly non-linear [20].

Higher order modulation schemes such as 64-quadrature amplitude modulation (QAM)

are necessary to provide the increasing data rates of modern wireless systems and

these schemes requires power amplifiers to exhibit linearity. However, a modulated

input signal can be encoded into a pulse train capable of driving the SMPAs at

maximum efficiency and by-passing the linearity issue [21, 22]. Unfortunately, there

are many practical difficulties in doing this.
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2.2.1 Concept of Switch Mode Power Amplifier

As the name indicates, the transistor in a SMPA ideally operates as a switch. The

main idea is to operate the transistor in saturation so that at any time, either

voltage or current flows. When the switch is open, only voltage is present and when

it is closed, current flows through it, as shown by Fig 2.1 [23]. Ideally, current

and voltage never overlap and power is not dissipated, hence the 100% theoretical

efficiency. Two examples of SMPAs are the Class D and Class E PAs.

2.2.2 Class D Amplifier

A simple class D power amplifier is depicted in Fig. 2.2. The topology consists

of two transistors which switch either to supply or to ground creating the pulse

waveform. Harmonic power is wasted if the square waveform is applied directly

to the load, RL. Therefore, a series tank network consisting of an inductor, L0

and a capacitor, C0 is inserted between the output of the transistor and the load,

RL [24]. The network provides filtering and also impedance transformation which

enables the amplifier to deliver sufficient output power at low supply voltages. In

practice, the efficiency of the amplifier is not 100%. One of the sources of power loss

is due to the hard switching property of the transistor; the switch closes while the

voltage is non-zero. Another cause of efficiency degradation relates to the number

of ‘turn-ons’ and ‘turn-offs’ as they require the device parasitic capacitors to charge

and discharge which dissipates energy [25, 26]. In the event both the transistors

conduct simultaneously, a shoot-through current may cause the efficiency to further
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Figure 2.2: Schematic of a Class D PA.

degrade at higher frequencies. However, a class-D amplifier is very robust to changes

in load impedance as the output voltage is bounded to the range between ground

and supply [27].

2.2.3 Class E Amplifier

Class E amplifier has a very simple circuitry as shown by Fig. 2.3. The key feature

of this structure is the addition of inductor, Lx in the output circuit [29]-[32]. The

inductance task is to null the effect of the parasitic capacitance, C1. Therefore

when the switch is closed, the voltage across the transistor has already fallen to zero

and no switching losses occur. This effect is known as the zero voltage switching

(ZVS) or soft switching. The capacitance in the output network helps to improve

the high frequency efficiency of the Class E PA compared to a Class D. However

under mismatched load conditions, the output voltage can be very high and ZVS

ceases to occur.
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2.2.4 A Practical Amplifier

In this section, practical measurements on GaN amplifier operating in a near switch

mode condition (between class C and E) is described. The work in this subsection

was performed by a colleague and presented in a joint publication [33].

A simple way to obtain PWM operation is to use a comparator and a trian-

gular drive signal with the reference input controlled by the envelope modulation

(Fig. 2.4). In this work, the PWM signal is directly generated in the output power

device. The amplifier input is overdriven with sinusoidal carrier signal (Vp), and the

gate bias (Vbias) is controlled by the envelope component of the modulated signal.

Since the device threshold voltage (VT ) is fixed, this has the effect of varying the

on/off duty cycle of the amplifier, as illustrated in Fig. 2.5. The method produces

two side effects, firstly the pulse width is no longer linear with respect to the enve-

lope signal, ∆V = (VT −Vbias), because of the non-triangular drive signal. Secondly,
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Figure 2.5: Operating principle of the power amplifier. The voltage difference ∆V
varies with envelope signal, Vbias. The resultant PWM drain signal is illustrated.
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the PWM like signal at the drain of the device has a reduced slew rate because of

the limited gain of the device. This is particularly so for small conduction angles,

when conduction occurs at the peak of the sine wave. The device is operating more

like a class C amplifier in this region (conduction angles less than 50%). Efficiency

will not be as high as that of (Fig. 2.4).

The full amplifier including matching networks is implemented using surface

mount components on a standard FR4 printed circuit board (PCB), with double

sided copper layers as illustrated in Fig. 2.6. The inductor at the drain of the device

is implemented using a transmission line. The device is a CREE CGH40010 discrete

GaN high electron mobility transistor (HEMT) device suitable for high output power

(10 W). The carrier frequency was 395 MHz and a high-power input signal was used

(23 dBm), since the PA was to operate in switch-mode.
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Figure 2.7: Efficiency against power output. PWM curve is for Vdd= 30 V. Pout is
normalised to peak output power of 39.6 dBm.

In Fig. 2.7, the plot shows the efficiency versus normalised output power for

both architectures. The power is normalised to the amplifiers peak output power;

in this case 39.6 dBm for Vdd = 30 V. The loss of efficiency at low output powers

is consistent with PWM operation, where slew-rate losses are essentially constant

whatever the pulse width (output power).

The peak to average power ratio (PAPR) of modern day modulations (CDMA/

OFDM) is between 6 dB and 8 dB [34] after crest factor reduction. Hence the

efficiency of the practical amplifier is much reduced with these signals. The average

normalised power is 0.25 for a 6 dB PAPR signal, and this gives an efficiency of
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about 35%. This is still a reasonable figure, compared to today’s amplifiers, but

there is still plenty of room for improvement.

The next sub-section will describe two amplifier architectures that remove the

need to modulate the pulse width of the drive signal. The amplifiers can be operated

at their highest efficiency all the time

2.2.5 Envelope Elimination and Restoration

A polar transmitter scheme which has been widely investigated over the years is

the EER which was first introduced by Kahn [35]. EER using switching amplifiers

can achieve high efficiency for complex modulation schemes such as OFDM. A basic

structure of EER is shown by Fig. 2.8. The input Cartesian signals are converted

to polar equivalents. A limiter is used to eliminate the envelope and produce a

constant amplitude phase modulated signal. The RF drive signal of the final output

stage contains that phase information. An envelope detector is used to extract the

amplitude information which is then amplified by a Class S amplifier and fed to the

final stage by means of supply modulation [35]-[37]. A problem associated with the

EER scheme is the delay mismatch between the amplitude and phase components

which can lead to serious spectral expansion at the output [38]. A possible solution to

avoid the time mismatch between the two paths is to delay the phase component [39].

Another major drawback of this scheme is the bandwidth expansion that is

produced when the input signal is converted to polar. The Class S amplifiers have

difficulties in tracking quickly changing voltages and are normally required to have

a switching frequency ten times higher than the modulation bandwidth [40]. Larger
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bandwidths put immense strain on the supply modulators.

Hole punching has been proposed as a possible solution to the polar bandwidth

expansion problem. The idea behind the approach is to prevent the zero cross-

ings of the Cartesian components by establishing a boundary [41]. Thus the phase

components do not experience any rapid transition which normally requires a wide

bandwidth to capture resulting in bandwidth expansion [27]. The hole punching

technique leads to the generation of minimal adjacent channel power. However,

substantial in-band distortion is produced leading to degradation in error vector

magnitude (EVM). We quantify the trade-off between EVM and bandwidth expan-

sion in [42].

At this stage, EER scheme is appropriate for input signals with limited envelope

dynamic range and lesser bandwidth expansion such as π
4
shift quadrature phase-

shift keying (QPSK) or Gaussian minimum shift keying (GMSK) [40]. However,

these narrowband modulation schemes are not appropriate for upcoming wireless

systems.
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Figure 2.9: A LINC transmitter architecture.

2.2.6 LINC Transmitter Architecture

The amplification of amplitude-varying signals by non-linear SMPAs normally give

rise to distortions. The distortions are generally intermodulation components of the

signal and the intermodulation products are present both in-band and out-of-band.

Linear amplification of non linear components (LINC) is a method used to am-

plify signals with varying amplitudes using non-linear amplifiers without degradation

by non-linear SMPAs [43]- [49].

Fig. 2.9 shows the operation of the LINC system. The signal component sep-

arator decomposes the original signal into two constant amplitude phase varying

signals. The two signals are then amplified by highly efficient but non-linear am-

plifiers such as Class D or E. The last stage is the combining stage where the two

signals constructively or destructively interfere to produce an amplified version of

the input signal.

In [50], we characterise the LINC performance of a Class E amplifier. Traditional

LINC analysis does not apply for a Class E amplifier since Class E is neither an ideal

voltage nor current source. We propose a load-pull analysis to obtain its transfer

characteristics and its efficiency performance. This load-pull analysis can be used
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to characterise any amplifier class in a LINC scheme. Simulations using advanced

design system (ADS) showed an efficiency of 81% was achievable when the Class E

amplifier was operated in the LINC scheme. It was also found that switching losses

account for more that 60% of the total losses.

Moreover, the practical implementation of LINC is not an easy task. The system

is very susceptible to disparity in phase, delay and amplitude. It is therefore nearly

impossible to achieve a perfect constructive or destructive recombination.

The goal of the thesis is to come up with an all digital drive circuit for SMPAs

such as those discussed in this section (Section 2.2). As previously indicated in Sec-

tion 1.5 synchronous digital circuits will produce quantisation noise. Σ∆ techniques

can control the noise spectrum and will be discussed in the next section.

2.3 Sigma Delta Modulators

The Σ∆ technique has been in existence for many years but recent technological

advances have made it more widespread. Σ∆ modulators use noise shaping and

oversampling techniques to limit quantisation noise in the band of interest. The

oversampling ratio of the Σ∆ modulator (OSRΣ∆) needs to be much greater than

one. The oversampling technique allows an input signal to be sampled in such a

way that two adjacent samples are very similar. The error generated by the coarse

quantiser will thus have a high degree of correlation. Hence the quantisation error

can be predicted and subtracted from the data through a feedback loop. This process

results in the noise shaping characteristics of the Σ∆ modulator [51]-[55]. Fig. 2.10
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shows the reduction in quantisation noise when using a Σ∆ converter compared

to a conventional converter. The concept of Σ∆ modulation has contributed to

the improvement of many components (such as high performance analog to digital

converters (ADCs) and digital to analog converters (DACs)) leading to a higher

degree of integration enjoyed by current wireless transceivers.

2.3.1 Linear Σ∆ Model

A basic lowpass Σ∆ model can consist of a subtraction node, a discrete-time integra-

tor and a quantiser as shown in Fig. 2.11. An integrator is used in this architecture

as it possesses the appropriate transfer function needed to suppress the quantisation
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Figure 2.11: A non-linear Σ∆ modulator.
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Figure 2.12: A linear z-domain model of a Σ∆ modulator.

noise at baseband. The integrator provides an infinite gain at DC. A Σ∆ modu-

lator is considered to be both non-linear and dynamic because of the presence of

the quantiser and the integrator respectively. The Σ∆ modulator is normally lin-

earised to ease the mathematical analysis. The quantiser can be approximated to a

white additive noise source, E(z), provided it satisfies a few criteria [54]. One of the

most significant criteria is that the input signal needs to be sufficiently small and

thus never overloads. A linear z-domain model of the a lowpass Σ∆ is depicted in

Fig. 2.12. The linear z-domain model can be further simplified as shown in Fig. 2.13.

The integrator which has a transfer function of 1
z−1

is replaced by a two loop feed-

back system with simple delays. Equations for the system can be easily derived by
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Figure 2.13: A linear z-domain model of a MOD1 [51] Σ∆ modulator.

analysing Fig. 2.13.

Y (z) = z−1Y (z) + U(z)− z−1V (z). (2.1)

V (z) = Y (z) + E(z),

= z−1Y (z) + U(z)− z−1V (z) + E(z),

= U(z) + (1− z−1)E(z). (2.2)

V (z) = STF (z)U(z) +NTF (z)E(z). (2.3)

For further simplification, the terms signal transfer function (STF) and noise transfer

function (NTF) are introduced. The STF is unity and therefore no filtering occurs.

The NTF is 1−z−1 and the noise is high pass filtered. The characteristic of the NTF

can be further illustrated by the use of a pole-zero diagram. The zeros of the NTF

are located on the unit circle at DC as shown in Fig. 2.14 causing the quantisation

noise to be attenuated around that region.
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Figure 2.14: Pole/zero diagram of a lowpass Σ∆ modulator.

The square of the magnitude of the NTF in the frequency domain is calculated

in order to estimate the in-band power of the quantisation noise as shown below.

NTF (ejω) = (1− e−jω)2,

= (1− cosω − jsinω)2,

= 2− 2cos(ω),

= 4sin2(πf). (2.4)

NTF = (2sin2(πf))2. (2.5)

When f = 0, the NTF given by (2.5) is also zero. The NTF grows as frequency

increases. This causes the noise to increase and is a potential source of interference

to adjacent channels. It is quite clear from (2.5) that the quantisation noise is filtered

away from DC. This is a highly desirable feature as in a lowpass Σ∆ configuration,

the signal is present in the low frequency regions.
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Figure 2.15: A plot showing the SQNR with varying signal power (urms=1) for
MOD-1 Σ∆ with output levels +1,-1. The input signal is a sine wave.

2.3.2 Derivation of Signal to Quantisation Noise Ratio for
MOD1 Σ∆

As mentioned earlier in this chapter, the quantisation error is treated as a white

additive noise. The noise power, σ2
e , is given by ∆2

12
where ∆ is the step size of the

linear quantiser [51]. The one-sided power spectral density, Se(f), is given by 2σ2
e

(where the sample rate has been normalised to unity). The in-band noise power,

σ2
q , in the output is given by integrating the product of Se(f) and the NTF given

by (2.5). The integration is performed from DC to half the normalised bandwidth



32

which is given by 1
2(OSRΣ∆)

.

σ2
q =

1

2(OSRΣ∆)∫
0

(NTF )2Se(f)df,

=
4(π)22∆2

12

1

2(OSRΣ∆)∫
0

f 2df,

=
π2∆2

36(OSRΣ∆)3
. (2.6)

In this derivation, the step-size, ∆, of a 1-bit quantiser is assumed to be 2 [51].

σ2
q =

π2

9(OSRΣ∆)3
. (2.7)

The peak amplitude of a sine wave is denoted by Am. Since the STF is unity, the

output signal power is given by

σ2
u =

(Am)
2

2
. (2.8)

The signal to quantisation noise ratio (SQNR) is the relationship between the signal

and the quantisation noise. The SQNR for a MOD-1 lowpass Σ∆ is given by

SQNR =
σ2
u

σ2
q

=
9(Am)

2(OSRΣ∆)
3

2π2
. (2.9)

Fig. 2.15 shows plots of input power against SQNR. The figure contains a theoretical

plot obtained from (2.9) and a simulated plot. The simulated curve follows the theo-

retical curve except for large values of input power. When the input power lies near

the quantiser range boundary or is excessively high, the quantiser overloads. This

results in the generation of spurious tones and a degradation in the SQNR [54]. An
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Figure 2.16: Quantiser input and output of a 4-bit uniform quantiser (thin lines)
and a 3-bit non-uniform quantiser (thick lines).

increase in the difference between the theoretical and simulated SQNR is expected.

2.3.3 Non-Uniform Quantisation

A uniform quantiser is appropriate for signals with uniform distribution. However,

signals with non-uniform probability density function (PDFs) require non-uniform

quantisers for optimum quantisation. The input range is divided in unequal inter-

vals. Depending on the PDF of the input signal, the threshold levels of the quantiser

can be more densely located for some values of the input signals and more coarsely

for others.



34

+ + + + Q

Z
-1

Z
-1

Z
-1

_
_

U VY

 

Figure 2.17: A linear z-domain model of a MOD-2 Σ∆ modulator.

In [56]-[58], non-uniform quantisers are used for input signals which can be ap-

proximated to Gaussian signals. Since such a signal is more likely to have small

amplitudes, the quantiser is designed to have smaller quantisation steps around

that region. For uncommon larger input values, the quantisation steps are larger.

Fig 2.16 shows a non-uniform quantiser (3-bit) superimposed on a uniform one (4-

bit). SQNR results in [56] show that the 3-bit non-uniform quantiser outperforms

the 3-bit uniform quantiser. It is also shown that the 3-bit non-uniform quantiser

and a 4-bit uniform quantiser produce similar SQNR results.

2.3.4 Higher Order Σ∆ Converters

Higher order converters can be used to obtain a better noise shaping effect. They

are designed by cascading the MOD-1 architectures discussed in earlier paragraphs.

Fig. 2.17 shows a second order Σ∆ modulator(MOD-2 [51]) which is essentially a

MOD-1 Σ∆ with an additional integrator and another feedback path.

The SQNR is improved by the new NTF. However, the improved noise shaping

characteristics of the higher order Σ∆ are achieved at the expense of increased

complexity, instability and a steeper increase in the noise spectrum which puts
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Figure 2.19: A linear z-domain model of a bandpass Σ∆ modulator.
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Figure 2.20: Pole/zero diagram of the NTF of (a) first-order lowpass and (b) second-
order bandpass Σ∆ modulator.

additional pressure on the output bandpass filters.

The SQNR can also be further increased by increasing OSRΣ∆. Fig. 2.18 shows

the improvement in SQNR as OSRΣ∆ increases for MOD-1 and a MOD-2 archi-

tectures. It can be observed that a higher OSRΣ∆ is needed to achieve the same

SQNR in MOD-1 compared to MOD-2, making MOD-2 a more practical choice as

the sampling frequency is lower.
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2.3.5 Bandpass Σ∆ Modulators

Analysing lowpass Σ∆ is essential to understand the concept of Σ∆. However,

lowpass Σ∆ applies to signals at DC. Signals at radio frequencies are needed for most

communication systems. For a bandpass modulator, the highpass characteristic

of the NTF has to be replaced by the bandstop transfer function [59]-[61]. The

most common method to design a bandpass Σ∆ modulator is to perform a simple

mathematical transformation on a suitable lowpass Σ∆. It is called a DC to fsbp/4

transformation and it requires the z−1 in the transfer function to be replaced by

−z−2 [51]. fsbp is the sampling rate of the bandpass Σ∆. Fig. 2.19 shows the linear

z-model of a MOD-2 bandpass Σ∆.

The number of zeros in the NTF of the lowpass Σ∆ is doubled and the zeros

are rotated in the z-plane from z = 1 to z = j as illustrated by Fig. 2.20. In

the frequency domain, the noise suppression region shifts from DC to fsbp/4. The

system block diagram of a bandpass Σ∆ is shown in Fig. 2.21.

Fig. 2.22 shows the spectrum plot of a 20 MHz OFDM signal after it has been

modulated by a fourth-order bandpass Σ∆ converter. The null is no longer at DC, it

is now situated at fsbp/4. A blow-up of the same spectrum is shown in Fig. 2.23. The
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Figure 2.22: Spectrum of the output of a bandpass Σ∆. fsbp=4 GHz, fc= 1.024
GHz, OFDM input signal level= -12 dB (urms=1).

noise in the two immediate adjacent channels are calculated and given by ACP(1)

which is -23.7 dB and ACP(2) which is -30.4 dB. The ACPs are defined as the noise

power in the adjacent channel divided by the signal power. This bandpass Σ∆ is a

few dB short of the WLAN specification.

The next section will show how Σ∆ can be used in upconverter circuits for

SMPAs.

2.4 Sigma Delta-Based Transmitter Architectures

Σ∆ waveforms are generally of the ‘on’/‘off’ type. Such signals can be used to

control the amplifier operation. There are two major approaches, burst mode and
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Figure 2.23: Zoom-in view of spectrum ((urms=1)) (Fig. 2.22) of the output of a
bandpass Σ∆. ACP(1) and ACP(2) are shown.

cycle mode.

2.4.1 Burst Mode Operation

Burst mode was first used in the early 1970s in a ultra high frequency (UHF) rescue

radio. This mode produces a series of ‘on’ and ‘off’ bursts as shown by Fig 2.24.

The amplitude of the signal is determined by the burst width. The bursts need to

be an integer number of carrier cycles. The smallest burst size is 1 period (or 1/fc

seconds, equal to 1 ns at 1 GHz carrier frequency). To achieve an amplitude control

range (CR) of 40 dB, the number of blank cycles, BL, between each burst would
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Figure 2.24: Diagram showing burst mode operation.

need to be

BL = 10
CR
20 − 1, here (=99). (2.10)

Hence causing the minimum burst rate, Burstmin of

Burstmin =
fc

(BL + 1)
, here (=10 Mbursts/s), (2.11)

that would limit the modulation bandwidth << 10 MHz. The scheme is therefore

unlikely to meet the whole of band requirements of 100 MHz, but could meet the 20

MHz channel bandwidth particularly for the higher frequency cellular bands. The

advantage of the scheme is that the Σ∆ clock frequency is at or below the carrier

frequency.

An example of burst mode operation is given in [70]. After the Σ∆ filtering

process, the outputs are discretised and converted to polar. The outputs are a

one-bit amplitude signal and two modulated phase signal as shown in Fig 2.25(a).

The one-bit amplitude signal is used to turn the switching power amplifier ‘on’ or

‘off’ through drain supply or gate control. The modulated phase signals control

the phase modulator to perform constant envelope phase modulations as shown in

Fig 2.25(b). An RF carrier input is still required and therefore the scheme does not

fully eliminate the need for analog components such as the IQ modulator and the

RF local oscillator.
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2.4.2 Cycle Mode Operation

Cycle mode architectures control each individual cycle of the RF signal. If an all-

digital transmitter is to be developed, the clock frequency must be higher than the

carrier frequency to enable different pulse widths.

In the late 90s, bandpass Σ∆ modulators were proposed as a possible solution to

enable the use of SMPAs [62]-[65]. As seen from the block diagram in Fig. 2.21, an

RF signal is converted to a digital pulse train by the bandpass Σ∆ modulator. The

binary signal is then fed to the non-linear but efficient Class-S PA. The bandpass

Σ∆ modulators also shape the quantisation noise and hence ease the requirements

of the bandpass filter at the output of the Class-S amplifier. This system was a

good solution as it provided high efficiency and high linearity with minimum analog
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Figure 2.26: The bandpass Σ∆ proposed in [66].

components. In [66], a digital method to generate the RF signals is proposed as

shown in Fig. 2.26. The baseband frequency used is a sub-multiple of the sampling

frequency. If the sampling frequency is four times the carrier frequency, the up-

conversion operation is performed by multiplying the baseband I and Q signals by

the pulse sequences 1, 1,−1,−1 . . . and by −1, 1, 1,−1 . . . respectively.1 The two

resulting signals are summed. The net effect is the DSP equivalent of a quadrature

modulator. The output of which can be fed directly into bandpass Σ∆ filters. This

is an all-digital process.

However, the up-conversion and bandpass Σ∆ modulators are operating at a

very high sampling frequency (typically four times the RF carrier frequency). At

present, DSP circuits operating at such high clock rate require substantial power

consumption leading to a degradation in efficiency [67].

In an attempt to lower the clock frequencies, researchers in [68, 69], moved

the up-conversion to after the Σ∆ modulation, effectively replacing the bandpass

Σ∆ with two lowpass Σ∆s. The sample rate reduction in [69] was more aggressive

1These sequences represent sampled versions of cos(2π fc
4fs

n) and sin(2π fc
4fs

n) respectively where

n is the sample number.
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leading to a continuous burst mode operation and the DSP load was further reduced

(Fig. 2.27). The quantised output from the lowpass Σ∆s is effectively multiplied by

a square-wave in the first set of multiplexers. The final multiplexer interleaves the

two waveforms.2 Only the multiplexers are operating at high sample rates while the

Σ∆ operating frequency has been reduced by a factor 2Nm (Fig. 2.27).

However, lowering the sample rate also reduces the signal bandwidth by the

same ratio. The bandwidth reduction was partially compensated for by increasing

the effective order of the Σ∆ filters to produce multiple nulls in the band of interest.

In the methods described in [68, 69], switching activity occurs at least once per RF

period, even if the input signal is small or absent leading to an increase in SMPA

switching activity.

Keyser et al. proposed a technique which reduces switching activity [17]. The

technique is referred to as the polar Σ∆ throughout this thesis. The polar Σ∆

2This is an alternative method to [69] for getting the cosine and sine functions by using the
sequence 0,1,0,-1... and 1,0,-1,0... respectively.



44

 ! Modulator  ! Modulator

Pulse 

Gen.
Digital pulse delay 

modulator

Digital pulse width 

modulator

3 bits 3 levels

Phase Amplitude

Output

cf1 cf1 cf1

cf cf

cf8
Polar to 

PWM/PPM 

block

Figure 2.28: The polar Σ∆ transmitter architecture [17] showing the pulse train,
pulse train with phase and pulse train with phase and amplitude.

consists of two lowpass Σ∆s operating on polar representations of the baseband

signal, followed by an up-conversion block which performs polar to PWM and PPM

operation. As shown in Fig 2.28, the phase is quantised into eight levels and the

amplitude is quantised into three levels. The digital pulse delay modulator outputs a

periodic pulse train positioned at one of the eight possible values. It is then fed to a

digital pulsewidth modulator which selects a pulsewidth of 1
8fc

, 3
8fc

or zero depending

on the amplitude output of the Σ∆. Moreover, this scheme limits the number of

pulses to a maximum of one pulse per period of the RF carrier. Often there are no

switching pulses when the input signal is small, thus limiting the power loss in the

amplifier. Since this technique is an all-digital one, it opens the possibility for the

direct generation of RF signals using a DSP-based structure and the integration of

the entire architecture onto a single chip. Unfortunately, the input signal needs to be

polar which is a bandwidth expanded signal because of the non-linear Cartesian to
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polar transform, R =
√
I2 +Q2 and θ = tan−1(Q

I
). The non-linear process causes

some of the quantisation noise to fold back into the band of interest and hence

cannot be filtered out. Moreover, since the Σ∆ filtering is performed on bandwidth

expanded signals, the effective oversampling rate is reduced. Degradation of the

signal to noise ratio (SNR) is observed leading to a limitation in the possible range

of applications for this technique. This is one of the problems that will be addressed

in the following chapters.

2.5 Summary

In this chapter, introductory material is proposed on SMPAs namely on Class D

and on Class E PAs and measurement results are given for a GaN amplifier operat-

ing in an overdriven (switch-mode) state. The operation of switching amplifiers in

LINC and EER is briefly discussed. EER has problems in meeting the bandwidth

requirement on the envelope signal and LINC has many implementation problems

in balancing the two branches as well as combining the two outputs. Next, the

concept of Σ∆ modulators is explained and the equations for the STF and NTF

are derived. The derivation of SQNR for a MOD-1 Σ∆ is also given. Higher or-

der converters and bandpass Σ∆ converters are explained. Finally bandpass, polar

and Cartesian Σ∆-based transmitter architectures from the literature are evaluated.

The advantages and disadvantages of the different schemes are discussed. Bandpass

Σ∆-based architectures are always switching, even when the signal is not present.
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They generally require a clock frequency four times the carrier frequency. Polar ar-

chitectures suffer from bandwidth expansion issues. Cartesian-based schemes, either

have high switching activity, low bandwidth or need analog components to give a

phase modulated RF carrier.

In the next chapter, a novel Cartesian Σ∆ scheme is presented. The aim of

the proposed architecture is to provide a fully digital solution, ease the bandwidth

expansion problems and reduce switching activity.



Chapter 3

Cartesian Sigma Delta
Architecture

3.1 Introduction

After analysing different existing transmitter structures, the novel Cartesian Σ∆ ar-

chitecture is proposed as a potential candidate for future wireless base stations [72].

It provides a power efficient all-digital solution and tackles the bandwidth expansion

problem. It also converts multi-carrier input signals into RF pulse train waveforms

which can drive SMPAs at maximum efficiency. The phase and amplitude informa-

tion of the signal is embedded in the edges of the pulse train as shown by Fig 3.1.

The output of the architecture produces a three-level waveform (1, 0, -1) with low

 

Figure 3.1: Three-level waveform with phase and amplitude information embedded
in the edges of the pulse train.

47
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switching activity thus reducing the power loss in SMPAs. The Cartesian Σ∆ ar-

chitecture is introduced in IET Electronics Letters titled ‘Sigma-Delta Digital Drive

Signals for Switch Mode Power Amplifiers’ [72]. Additional work presented in this

chapter has been published in the EURASIP Journal on Wireless Communication

and Networking titled ‘A Potential Transmitter Architecture for Future Generation

Green Wireless Base Station’ [33]. In this chapter, Section 3.2 describes the pro-

posed architecture and the sub-blocks are examined thoroughly. The effect of a

gain term on efficiency and noise performance of the Cartesian Σ∆ is investigated

in Section 3.3. A comparison of the spectrum and the effect of oversampling factor

on the Cartesian and polar Σ∆ is presented in Section 3.4.

3.2 The Cartesian Sigma-Delta Architecture

The Cartesian Σ∆ architecture shown by Fig. 3.2 is an improvement over the polar

Σ∆ modulator of [17] which was discussed in Section 2.4. The main objective is to
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eliminate the bandwidth expanded signals from the Σ∆ process. This is achieved

by moving the non-linear Cartesian to polar conversion of [17] to the output of the

Σ∆ filters. This Cartesian structure performs Σ∆ filtering on individual uI and uQ

Cartesian signals. After Σ∆ filtering, the ũI and ũQ signals are then converted to

polar coordinates [R, θ] and separately quantised in blocks QR and Qθ. The output

of the quantisers [R̂, θ̂] are converted to pulse widths and pulse positions in the ‘polar

to PWM/PPM’ block. Moreover, the output of the quantisers [R̂, θ̂] is converted

back to Cartesian coordinates [Î , Q̂](removing bandwidth expansion) [28] and fed

as feedback to the Σ∆ filters. The output of the ‘polar to PWM/PPM’ block is

a pulse train to be fed directly to the SMPA and band-pass filtered to remove the

quantisation and out-of-band distortion products. The three main blocks in the

Cartesian Σ∆ design are discussed in detail below, starting from the output.

3.2.1 Polar to PWM/PPM Converters

The ‘polar to PWM/PPM’ block is responsible for upconverting the output of the

quantisers to RF. Fig. 3.3 demonstrates the principle of pulse width and pulse posi-

tion modulation. The quantised phase, θ̂, determines the pulse position. A change

in phase is represented by a change in position and the pulse edges must occur

on the digital timing grid. This method helps to maintain the synchronous nature

of this all-digital architecture. The quantised amplitude, R̂, determines the pulse

duration [17].

Fig. 3.4 explains the process employed in this work to convert R̂ to pulsewidth.
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Two examples are shown: quantised amplitude R̂1 and R̂2. The quantised ampli-

tudes are compared to an inverted stepped triangular wave. The output pulsewidths,

PW1 and PW2, are of the same width as that of the stepped triangular wave cor-

responding to comparator inputs of R̂1 and R̂2 respectively. The pulsewidths have

two sample increments in order to decouple the amplitude response from the phase

response, avoiding an amplitude modulation (AM) to phase modulation (PM) con-

version, and so simplifying the quantisation process.

3.2.2 Non-uniform Polar Quantisers

As mentioned before, the filtered uI and uQ signals are converted to polar and

quantised in block QR and Qθ. The polar amplitude levels corresponding to the
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permitted pulse widths are not linearly spaced. They need to be computed. In [73]

the nth harmonic amplitude of a two-level (1,0) repeating pulse waveform is given

by

A twolevel(n) =
4

nπ
sin(ndrπ). (3.1)

where dr refers to the duty ratio of the pulse. However, in this work, a three-level

waveform (Fig. 3.6) is used as it has many advantages and these will be discussed

in Section 3.3. The method for calculating the amplitude of the first harmonic is

explained in the next sub-section.

The quantiser of the proposed Cartesian Σ∆ architecture is shown by Fig. 3.5.

The quantisation points are represented by the red dots. The dashed lines and circles

represent the threshold levels of the quantisation points. The phase is uniformly

quantised into NP phase increments from zero to 2π. The quantised phase,

θ̂ = np
2π

Np

(rad) (3.2)

where np = 0 . . . Np − 1 and represents the PPM delay in clock periods. This quan-

tisation process requires the system digital clock (fclock) to oversample the nominal

carrier frequency (fc) by a factor of OSR (There are OSR clock periods in one cycle

of fc and OSR is equal to Np.).

fclock = OSR× fc. (3.3)

OSR = NP . (3.4)

The amplitude, R, is quantised into NA levels,

NA =

(
OSR

4
+ 1

)
, (3.5)
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corresponding to pulsewidths having an even number of clock periods,(
0,

2

OSR
,

4

OSR
,

6

OSR
. . .

OSR/2

2

)
1

fc
.

3.2.2.1 Calculation of Threshold Levels and Quantisation Levels of the
Amplitude Component

The amplitude and threshold levels are calculated by evaluating the fundamen-

tal spectral component of the repeating three-level waveform, y(v, np) as shown in

Fig 3.6. v is the pulsewidth in number of clock cycles and np is the pulse position

(3.3). The pulse width is varied (by changing the pulsewidth in increment of two

clock periods) to calculate the different RF envelope values, R̂. The three-level pulse

wave can be mathematically represented by

yn(v, np) =
∞∑

α=−∞

rect

(
(np + αNp)Tclk

vTclk

)
− rect

(
(np + αNp − Np

2
)Tclk

vTclk

)
(3.6)
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where

rect

(
tr
τ

)
= u

(
tr +

τ

2

)
− u

(
tr −

τ

2

)
(3.7)

and where u(...) is a step function of amplitude 1.

Since y(v, np) is a repeating waveform, the amplitude of the fundamental can be

calculated from one period only using the discrete fourier transform (DFT).

Yk(v, np) =
1

Np

DFT(yn(v, np)). (3.8)

The amplitude of the fundamental of the pulse wave is given by

R̂
(v
2

)
= 2[|Yk(v, np)|], (3.9)

when k = 1. (v
2
) is the index for the different pulse widths.

The decision threshold levels for the quantiser are given by the midpoint of two

quantised levels,

LR

(v
2
,
v

2
+ 1
)
=

R(v
2
) +R(v

2
+ 1)

2
. (3.10)

3.2.2.2 Calculation of Threshold Levels for the Phase Component

The phase is uniformly quantised into OSR phase increments. The threshold level

is midway between these increments. The threshold for the quantised phase is given

by

Lθ(np, np + 1) = (np + 0.5)
2π

OSR
. (3.11)

3.2.3 Sigma Delta Filters

In this work, the Σ∆ filters used are second order lowpass Σ∆ filters (Fig. 3.7). This

type of filter is generally referred to as MOD-2 [51] filters and they are simple to
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Figure 3.7: Second order lowpass Σ∆ modulator.

implement. In the Cartesian Σ∆ architecture, uI and uQ signals are each filtered by

a MOD-2 filter. The feedback to the MOD-2 filters are obtained from the output of

the polar quantisers after they are converted to Cartesian as shown by Fig. 3.2.

The Σ∆ filters operate at a sample rate, fs, and it is common to define the Σ∆

oversampling rate, OSRΣ∆ as

OSRΣ∆ =
fs

BW
(3.12)

where BW is the modulation bandwidth of the signal.

3.3 Output of the System

The output of the ‘polar to PWM/PPM’ block is a pulse train to be fed to the SMPA

and band-pass filtered to eliminate quantisation noise and out-of-band distortion

products. A second pulse train delayed by π (or OSR/2 clock cycles) on the first

pulse train can be used for push/pull or bridge SMPA structures (Fig. 3.8). This

gives an effective three-level waveform (1, 0, -1) at the amplifier output (Fig. 3.9).

The pulse position and pulse width can therefore be updated for each half cycle of



56

LoadPush Pull

Vdd Vdd

Figure 3.8: A push-pull amplifier structure.

the RF carrier, which sets the sampling rate of the Σ∆ circuits (fs) at

fs = 2
fc

H
, (3.13)

where H is the number of half periods between each update of the Σ∆ circuits. The

maximum sample rate occurs when H=1. Substituting (3.13) in (3.12),

OSRΣ∆ =
2fc

BW ×H
. (3.14)

Substituting (3.3) in (3.14),

OSRΣ∆ =
2fclock

BW ×H ×OSR
. (3.15)
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Figure 3.9: Output of system: PWM/PPM output of the SMPA is filtered to select
the first harmonic (fundamental) at fc.

3.3.1 Effect of Gain and Amplitude on Waveform and SMPA
Efficiency

The ‘polar to PWM/PPM’ block is also responsible for producing an output drive

signal with at most one pulse per half cycle. This highly desirable feature of the drive

signal reduces the number of switchings in the SMPA compared to the bandpass Σ∆

structure. The transistor in a SMPA operates as a switch. When the switch is closed,

current flows through the transistor and when the switch is open, voltage is present.

In ideal conditions, the current and voltage never overlap in time. This assumption

leads to a theoretical efficiency of a 100% [24]. However, in reality transistors cannot

be modelled as ideal switches. Each switching of the transistor results in losses, and

the ‘on’ state normally involves a finite resistance Rds(on). Therefore, the number

of switchings in the drive signal for the SMPA needs to be minimised.

In this section, the activity of the amplifier is measured by using the utility

factor. The utility factor is defined as the average number of samples per half
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Figure 3.12: Time snapshots of the normalised PWM RF output,y. 1 is the high
logic level of the particular technology. Amplitude=0.01, Gain=1, Utility=5.2744
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logic level of the particular technology. Amplitude=0.01, Gain=0.1, Utility=0.4453
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period that the amplifier is in the ‘on’ state. It is a rough measure that determines

the efficiency of the amplifier since the ‘on’ periods represent energy loss conditions

through conducting losses. The maximum value of the utility factor is therefore

OSR
2

, which also corresponds to the worse value. A gain term, GT , was introduced

to the Cartesian Σ∆ architecture to attempt to reduce the activity (Fig. 3.10). A

single side band (SSB) tone was used to test the architecture in Matlab R⃝.

Fig. 3.11 shows the spectrum of the transmit signal of 0.01 V situated at 16

MHz from the carrier. It was found that varying GT traded off the utility factor

(efficiency) with noise performance. The different time waveforms and utility values

are shown in Fig. 3.12 and Fig. 3.13. The utility factor of the amplifier drops by an

order of magnitude by reducing GT from 1 to 0.1, indicating higher efficiency. The

cost is an inward movement of the quantisation noise (red trace of Fig. 3.11) thus

reducing the bandwidth. It can be noted that the blue trace of Fig. 3.11 (GT=1) has

a much greater bandwidth for the same noise build-up. The power spectral denisty

(PSD) of noise increases as you move away from the centre frequency. GT should

therefore be kept as small as possible while still meeting any out-of-band spectrum

mask requirements.

3.4 Analysis of Polar Σ∆ and Cartesian Σ∆

3.4.1 Test Signal Characteristics

The polar Σ∆ [17] (Fig. 2.28) which was discussed in Section 2.4 was simulated

for comparison with our proposed structure. A QPSK-modulated OFDM input



61

900 950 1000 1050 1100 1150 1200
−60

−50

−40

−30

−20

−10

0

Frequency (MHz)

S
pe

ct
ru

m
 (

dB
)

A
C
P
1

A
C
P
2

Polar Σ∆

Cartesian Σ∆

Figure 3.14: Normalised spectrum of OFDM signal with fc=1024 MHz and Bofdm =
fc
64

at input signal level of -12 dB (urms = 1 at 0 dB), OSR=32, GT=1, OSRΣ∆ = 128,
MOD-2 Σ∆ architecture.

signal with a worst case peak to average power level of 12 dB was used to test

both blocks. The OFDM bandwidth (Bofdm) was set at
fc
64

(an OSRΣ∆ of 128 with

H=1). The number of subcarriers in the OFDM system is 16. All simulations

were performed in Matlab R⃝; the sub-blocks for each structure were identical for a

meaningful comparison.

3.4.2 Spectrum Analysis of Cartesian and Polar Sigma Delta

In the spectral domain, the noise in the adjacent channels needs to be below an

acceptable level. ACP(1) indicates the first adjacent channel and ACP(2) indicates

the second adjacent channel. Fig. 3.14 shows spectrum plots for Cartesian Σ∆ and
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polar Σ∆ at an input signal level of -12 dB (which is about a 5 dB back-off from the

optimum dynamic range input level of -7 dB occurring at the base of the distortion

wall which corresponds to saturation, see Fig. 3.15). The root mean square (RMS)

of the input signal, urms, is equal to one at 0 dB. There is a guard band between

adjacent channels of 0.25Bofdm. It can be easily observed from Fig. 3.14 that there

is more noise in the polar Σ∆ architecture. This phenomenon occurs because the

bandwidth expanded polar signals pick up more quantisation noise which is not

removed when the signal is later reconstructed. The noise fills up the null around

the signal band. Fig. 3.14 also shows that the noise shaping is more prominent in

the Cartesian Σ∆ scheme as a better null is observed around the signal band. Both

noise curves eventually merge and follow the expected Σ∆ noise shaping when the

frequency axis of Fig. 3.14 is extended. The scheme can maintain a noise floor of

better than -50 dB with respect to signal power over a bandwidth of fc = ±0.15fc
2

beyond which the output band-pass filter must take over responsibility for spectrum

control.

3.4.3 Adjacent Channel Power Analysis of Cartesian and
Polar Sigma Delta

The out-of-band distortions for both schemes are compared by calculating their

ACPs. Fig. 3.15 shows that Cartesian Σ∆ has at least 10 dB less ACP than the

polar Σ∆. The improvement holds over a wide dynamic range of input signal levels.

The polar Σ∆ scheme washes out the noise shaping for signal levels greater than

-25 dB as indicated by the small differences between ACP(1) and ACP(2). The
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improved noise shaping of the Cartesian Σ∆ architecture can be observed by the

clear separation between ACP(1) and ACP(2). Clipping of the OFDM signal shows

up in the proposed scheme as a skirt around the signal spectrum of the Cartesian

Σ∆ plot of Fig. 3.14. The onset of this effect is evident in Fig. 3.14 and dominates

the Cartesian Σ∆ performance for average input signal levels greater than -12 dB

as shown by Fig. 3.15.
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3.4.4 Effect of Oversampling Factor on Adjacent Channel
Power in Polar and Cartesian Sigma Delta

The OSR has a direct impact on fclock as shown by equation (3.3). Since the max-

imum value of fclock is restricted by today’s digital technology, it can be deduced

from equation (3.3) that higher OSR limits the maximum value of fc. It is there-

fore crucial to keep the OSR as low as possible. Fig. 3.16 shows a plot of ACP vs

OSR. The Cartesian Σ∆ clearly outperforms the polar Σ∆, leading to a lower OSR

requirement for the same ACP. Even the traditional bandpass Σ∆ with an OSR=4

outperforms the polar Σ∆ with OSR=8.

The results shown here for the Cartesian architecture with an OSR of 8 are

reasonable for the WLAN standard (ACP<-40 dB). However, a higher oversampling

rate of OSR=20 is required to meet the tougher -50 dB 3GPP spectrum mask,

limiting carrier frequencies, fc, to about 200 MHz (very high frequency (VHF) band)

using current digital technology (fclock=4 GHz). Clock rates must further improve

before carrier frequencies in the cellphone bands can be handled.

3.5 Summary

In this chapter, a novel all-digital drive for SMPAs in wireless transmitter architec-

ture is proposed. It outputs two 1-bit drive signal for SMPAs operating in push-pull

giving an effective three-level waveform. It shows a better adjacent channel noise

performance compared to a polar Σ∆ architecture based on the structure of [17].

This is achieved by swapping the order of the Cartesian to polar conversion and the
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Σ∆ filtering. The Σ∆s can then act on non-bandwidth expanded signals. The de-

veloped scheme gives an improvement of at least 10 dB in signal to adjacent channel

noise over the previous scheme. In addition:

1. Equations are developed showing the basic relationship between the system

digital clock, fclock, the carrier frequency, fc, the Σ∆ sampling frequency, fs,

and the modulation bandwidth of the signal, BW.

2. A trade-off between the gain factor, GT , the utility and the quantisation noise
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is presented. A gain of 1 provides a greater bandwidth but gives a utility

of 5.274. A gain of 0.1 reduces utility by a factor of ten but also reduces the

bandwidth. GT should only be reduced from unity if the spectrum requirement

allows it; which is not the case in the wireless applications discussed here.

3. It is shown that for two adjacent channels an OSR of eight is required to

meet ACP requirements of -40 dB (WLAN specifications) and an OSR of 20

is needed to meet the ACP of -50 dB (3GPP specifications).

4. It is shown that a Cartesian Σ∆ with MOD-2 filters operating at 2fc enables an

operating bandwidth of 0.15fc. The implied 150 MHz bandwidth at fc=1.024

GHz would exceed the project goal (Section 1.5) if an OSR value of 20 could

be accommodated (fc = 20 GHz!).

5. It is shown that carrier frequencies in the high frequency (HF)(3-30 MHz)

and VHF range (30-300 MHz) can be easily accommodated with achievable

sample rates (4 GHz). Current digital technology still needs to advance if

the requirements of the cellular bands are to be met. Note that the maximum

sampling rate of the Σ∆ is 2fc (two updates per period), and so the only section

that needs to be operating at a higher speed is the ‘polar to PWM/PPM’

circuit block and it is the oversampling requirements on this block that limits

the maximum fc.

In the next chapter, the MSE performance of the system will be discussed taking

into account the non-linearity of the quantiser.



Chapter 4

Polar quantisation plane

4.1 Introduction

There have been many papers describing the quantisation noise associated with Σ∆

modulators. The main performance of the Σ∆ ADCs and DACs is well understood

and the traditional analysis models the quantisation noise as a white error process

which is fed into the Σ∆ loop. The quantisers are generally linear and the noise

power is given by ∆2

12
where ∆ represents the step-size as described in Section 2.3

[51]. However, there has been no analysis of a non-uniform polar quantiser with an

input circular symmetric Gaussian signal having Rayleigh envelope. The latter is

a good approximation for many signal modulation formats such as such as OFDM

and CDMA [74]. In this chapter, the MSE of the non-uniform polar quantiser with

such a signal is derived in sub-section 4.3. Section 4.4 compares the theoretical

and simulated MSE results for a stand-alone quantiser. In Section 4.5, the polar

quantiser is embedded in the Σ∆ modulator. The MSE curves are analysed and

compared to the ones produced by the stand-alone quantiser. The differences are

investigated and mathematical derivations are provided to explain and substantiate

67
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Figure 4.1: Cartesian Σ∆ modulator (polar quantiser blocks are highlighted).

the findings.

4.2 Polar Quantisation Plane

The ‘polar to PWM/PPM’ block has been previously discussed in Section 3.2.1. The

quantised phase is used to determine the pulse position and the quantised amplitude

is used to determine the pulsewidth.

The quantisation phase plane of Fig. 3.5 illustrates the functions carried out by

blocks QR and Qθ. It shows a series of concentric circles sliced at equal angles.

The circles represent the quantised amplitude and the slices represent the quantised

phases. The dots at the intersection of the circles and the slices represent the quan-

tisation points. The dotted circles and dotted lines represent the threshold levels

used in the quantiser. The number of quantised steps (NA, NP ) can be increased or

decreased depending on the accuracy requirement. However, it must also be noted
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Table 4.1: R̂ values for OSR = 4, 8, 16 and 32.

OSR 4 8 16 32

R̂0 0 0 0 0

R̂1 1.4142 0.9238 0.4904 0.2488

R̂2 - 1.3066 0.9062 0.4880

R̂3 - - 1.1840 0.7086

R̂4 - - 1.2814 0.9018

R̂5 - - - 1.0604

R̂6 - - - 1.1782

R̂7 - - - 1.2508

R̂8 - - - 1.2752

that increasing the number of levels implies a higher OSR which eventually con-

strains the maximum fc, because of technology limitation on the maximum fclock

(3.3).

4.2.1 Non-Linear Amplitude Quantisation Levels

R̂ v
2
is the RF carrier amplitude for a repeating binary pulse sequence with pulsewidths

of v clock cycles as per Fig. 3.6. Table 4.1 lists the amplitude quantisation levels,

R̂, for a quantiser with OSR of 4, 8 (Fig. 3.5), 16 and 32. The uneven separation

between the quantised levels indicates that increasing the pulsewidth has less effect

on the RF carrier magnitude when the pulsewidths are already large. The pulse

extremities contribute less to the signal amplitude compared to the pulse central

sections.

Rayleigh distributed signals have amplitude probability density functions (PDFs)

that are concentrated around the lower signal levels. It can be noted from Table 4.1

that the low amplitude levels are coarsely quantised and higher amplitudes are
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Figure 4.2: An expanded view of a slice of the polar quantisation plane. OSR=8.

more finely quantised. Therefore, the quantisation noise is larger for such signals

than would be normally expected using a linear quantiser. Signals whose PDFs are

concentrated at medium to high amplitude levels (such as π
4
QPSK and enhanced

data rates for GSM evolution (EDGE) modulation) are more suited to this type of

non-linear quantiser.

However the phase error behaves in an opposite way; increasing the amplitude

produces a bigger MSE for the same phase error. To some extent, this neutralises the

non-linear quantisation of the magnitude error. These effects will now be quantified

in the next sections.

4.3 Derivation of Polar Quantiser MSE

In this section, an expression is derived for the MSE for the non-linear polar quan-

tiser with a circular symmetric Gaussian input signal of arbitrary power. The MSE
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contribution for each of the amplitude quantisation levels has to be calculated sep-

arately as the area associated with each quantisation level is not uniform. However,

the MSE contribution of only one slice (one phase quantisation level) needs to be

calculated due to the phase symmetry. This procedure helps to minimise mathe-

matical complexity. The MSEs contributions obtained for each of the amplitude

quantisation levels are summed. The resulting value represents the MSE for one

angular slice and must be multiplied by the number of slices, Np.

Point P is represented by the polar coordinates Rp and θp in Fig. 4.2. There are

three MSE calculation zones corresponding to the quantisation point Q0, Q1 and Q2.

Q0 is selected when P lies between the amplitude limits 0 and LR(0, 1) and phase

limits Lθ(−1, 1) and Lθ(1, 2). Q1 is selected when P lies between the amplitude

limits of LR(0, 1) and LR(1, 2) and the phase limits of Lθ(−1, 1) and Lθ(1, 2). Q2

is selected when P lies between the amplitude limits of LR(1, 2) and infinity and

the phase limits of Lθ(−1, 1) and Lθ(1, 2). The MSE contributions are summed and

multiplied by Np which corresponds to eight in the example of Fig. 3.5.

Assuming the input signal has a Rayleigh envelope, the MSE of the non-uniform

polar quantiser is derived. The derivation process starts by finding the probability

of occurence in a small area about point P, between amplitude Rp and Rp+δRp and

between phase θp and θp + δθp.

Assuming the signal is Rayleigh, the PDF of the envelope is given by

P (Rp) =
Rp

σ2
e

−R2
p

2σ2 , (4.1)

where 2σ2 is the average power of the input signal.
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The PDF of θp is given by

P (θp) =
1

2π
. (4.2)

Therefore, the MSE contribution from the zone containing point P with polar

coordinates (Rp, θp) with respect to the nearest quantisation pointQ v
2
with Cartesian

coordinates (X v
2
= R̂ v

2
cosθ̂1, Y v

2
= R̂ v

2
sinθ̂1) is given by

MSE
(
Q v

2

)
=

1

2π

∫ Lθ(1,2)

Lθ(−1,1)

∫ LR( v
2
, v
2
+1)

LR( v
2
−1, v

2)
[(Xq −Rpcosθp)

2 + (Yq −Rpsinθp)
2] (4.3)

× Rp

σ2
e

−R2
p

2σ2 dRpdθp.

Solving and simplifying the integral gives the MSE for a given amplitude quanti-

sation region (with boundaries LR(
v
2
−1, v

2
) and LR(

v
2
, v
2
+1)) and a phase quantisa-

tion region (with boundaries by Lθ(−1, 1) and Lθ(1, 2)). The boundary limits have

previously been defined by the threshold equations (3.10) and (3.11) and they are

midway between the quantisation points. The MSE of different quantisation regions

can be calculated by altering the limits of equation (4.3).

MSE
(
Q v

2

)
=

1

2πσ2

[
−σ2e

−R2
p

2σ2 (X2
q + Y 2

q )− σ2(2σ2 +R2
p)e

−R2
p

2σ2

]LR( v
2
, v
2
+1)

LR( v
2
−1, v

2
)

(4.4)

×
[
θp

]Lθ(1,2)

Lθ(−1,1)
+

1

2πσ2

[
−X2

q sinθp + Y 2
q cosθp

]Lθ(1,2)

Lθ(−1,1)

×

[
−Rpσ

2e
−R2

p

2σ2 +
1

2
σ3
√
π
√
2erf

√
2Rp

2σ

]LR( v
2
, v
2
+1)

LR( v
2
−1, v

2
)

The final MSE of the quantised signal covering the whole phase plane is given

by

MSEfinal = Np

NA∑
v
2
=0

MSE
(
Q v

2

)
, (4.5)
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Figure 4.3: Theoretical and simulated results of MSE for a stand-alone polar quan-

tiser with three OSR levels (|ũ|2 =1 at 0 dB).

where NP and NA are the number of amplitude and phase levels which are related

to OSR through equations (3.5) and (3.4). Equation (4.5) gives the total MSE as a

function of the average input power (2σ2) and the OSR.

4.4 Theoretical and Simulated Results of Stand-

Alone Polar Quantiser

The non-uniform polar quantiser is simulated to verify the validity of the derived

MSE equation. A QPSK-modulated OFDM signal was chosen as input to the sim-

ulated quantiser as it approximates a Rayleigh envelope and hence satisfies the

assumption made during the derivation of the MSE equation.

Fig. 4.3 shows plots of MSE against input signal level for the theoretical and
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simulated quantisers with three different OSR values. It can be observed that the

simulated MSE and the theoretical MSE curves are almost indistinguishable.

The MSE is exactly equal to the signal power at low signal levels for all three

plots. When the input signal is increased and crosses the first threshold level

(LR(0,1)), the MSE plateaus. The plot with the highest OSR (32 levels) plateaus

sooner as its first threshold level is closest to zero. The average MSE is also less

for this plot as it has more quantisation levels (NA and NP ). For the two higher

OSR curves (16 and 32), the plateaus have a slightly reducing MSE with increasing

signal power: caused by the clustering of the amplitude quantisation levels at larger

magnitudes (see Table 4.1). The plateau section of the plot is referred to as the

optimum region.

As the signal power is increased beyond the largest quantisation level, the MSE

errors again increase. This region is known as the overload. The final quantisation

level represents the maximum pulsewidth corresponding to a square wave and is

therefore the same for all OSR values. At very high signal levels, the MSE will

eventually equal the signal power again as shown by the asymptotic curve shape

(top right of Fig. 4.3).

4.5 Analysis of Polar Quantiser with and without

Σ∆ Modulators

In this section, the MSE of the combined Σ∆ and the polar quantiser is studied. The

simulations are carried out on both the polar Σ∆ architecture (Section 2.4) and the

Cartesian Σ∆ architecture (Section 3.2). The MSE is measured between the input
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Figure 4.4: Block diagrams showing the MSE calculation steps for the Cartesian
Σ∆ architecture (a) and the polar one (b).
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76

−40 −35 −30 −25 −20 −15 −10 −5 0 5 10
−40

−30

−20

−10

0

10

20

Input Signal Level (dB)

M
S

E
 (

dB
)

 

 

Overload regionOptimum regionLow level region

Σ∆ + Quantiser

 8 levels

 16 levels

 32 levels

 Quantiser
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signal and the quantised output signal as shown in Fig. 4.4. The simulations are

performed for three different OSR levels (8, 16 and 32) and the results obtained

from the polar and Cartesian Σ∆ architectures are shown in Fig. 4.5 and Fig. 4.6

respectively. The Σ∆ filters used in both architectures are first order (MOD-1 [51]).

The optimum SQNR is obtained at the end of the plateau region (just before the

overload region) where the MSE steeply ramps up.

The MSE plots also plateau but at a level 3 dB higher than stand-alone quantiser.

This trend can be observed for all the three OSR levels but is more evident for the

plot with an OSR of 32 as the plateau covers a wider range of signal power. Plots
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with higher OSR cover a wider range of signal power at a lower MSE. Additionally,

the performance at low signal levels is significantly different. The MSE drops at a

lower rate as the signal power is reduced. The result is a significant increase in MSE

at very low signal levels compared to the stand-alone quantiser. The phenomena

are analysed in the following subsections.

4.5.1 Mathematical Derivation of Noise Associated with Σ∆
Modulator

The 3 dB noise increase over the plateau region can be explained from the NTF of

the Σ∆ modulator. The NTF of a first order lowpass Σ∆ modulator is given by

(1− z−1) (Section 2.3.1) and its power gain is:

|NTF |2 =
(
1− ej2π

f
fs

)(
1− e−j2π f

fs

)
, (4.6)

=2

(
1− cos

(
2π

f

fs

))
.

Following the traditional analysis for Σ∆ ADCs, we make the assumption that

the quantisation noise is spectrally white. The MSE can then be calculated by

integrating the |NTF |2 over the range of −fs
2

to fs
2
. The noise due to the Σ∆

modulators is given by

MSEΣ∆ = 2

∫ fs
2

0

No(f)× 2

(
1− cos

(
2π

f

fs

))
df, (4.7)

where No(f) is the quantisation noise power spectral density introduced by the

quantiser (4.5)

No(f) =
MSEfinal

fs
. (4.8)



78

0 20 40 60 80 100 120
−70

−60

−50

−40

−30

−20

−10

0

Frequency  (MHz)

S
pe

ct
ru

m
 (

dB
)

 

 

Simulation of baseband spectrum (Output of quantiser) 
Theoretical NTF

Figure 4.7: Simulated output spectrum of the Cartesian Σ∆ modulators superim-

posed on a theoretical NTF plot of a first order Σ∆ modulator. (|u|2 =1 at 0 dB)

Substituting (4.8) in (4.7) and evaluating the integral gives

MSEΣ∆ =
MSEfinal

fs
× 4×

[
f − fs

2π
sin(2π

f

fs
)

]0.5fs
0

, (4.9)

=MSEfinal × 2.

The spectrum output of the quantiser is plotted at an input signal level of -10 dB

(|u|2 =1 at 0 dB) for the Cartesian Σ∆ architecture. The first order lowpass Σ∆ NTF

is superimposed on the simulation plot and agreement between the theoretical and

simulation plots is observed as shown in Fig. 4.7. The analysis clearly predicts the

correct performance of the Σ∆ modulator when the signal power is in the plateau

region. However, the 3 dB MSE increase derived in (4.9) does not forecast the
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operation of the Σ∆ in the low signal region as shown in Fig. 4.5 and Fig. 4.6. A

different analysis is required for that section of the graph and is given in the next

subsection.

4.5.2 Low Signal Behaviour of Σ∆ Modulators

At low signal levels, the output of the Σ∆ modulator is characterised by a string of

zero valued samples, R̂0, followed by an occasional jump to R̂1. It is the jump to

R̂1 that causes the higher than expected MSE. This jump can be attributed to the

integrator loop inside the Σ∆ modulator. This phenomenon is known as the limit

cycle behaviour. The operation can be explained by just considering the magnitude

component of the polar Σ∆ (Fig. 2.28). Consider a first order Σ∆ with a constant

input signal, u = δ; δ ≪ LR(0, 1) as shown in Fig. 4.8. The error across the quantiser
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(R− R̂) is fed back in to the Σ∆ causing the quantiser input signal, R, to ramp up

in steps of δ. When the first threshold is reached, the output changes from R̂0(= 0)

to R̂1 causing a large pulse in the quantiser output, resetting R to a value close to

R̂1

2
. The system works like a relaxation oscillator. The output pulse occurs every

NT = R̂1

δ
samples. The error between the analog input and the quantised output

(u− R̂) is also shown in the Fig. 4.8. The MSE is therefore given by:

MSE(δ) =
NT δ

2 + (R̂1 − δ)

NT + 1
. (4.10)

When the input signal is replaced by a Rayleigh distributed envelope signal, the

amplitude, δ, can be replaced by the mean signal level, σ
√

π
2
, and the power of the

signal, δ2, is replaced by 2σ2. This gives:

NT =
R̂1

σ
√

π
2

, (4.11)

MSE(σ) =
NT (2× σ2) + (R̂1 − σ

√
π
2
)2

NT + 1
. (4.12)

The plots obtained from theoretical equation (4.12) are superimposed over the

simulated plots of MSE of the polar Σ∆ modulator as shown in Fig. 4.9. The signal

power axis of the simulated values is extended to -60 dB to observe the low signal

behaviour of the Σ∆ modulators. The plots show that the derived equation is in

accordance with the simulation results for low signal level range and the value of

the gradient of the plots is 0.5. The simulation results start to deviate from the

theoretical analysis when the first threshold level is reached and in Fig. 4.9 this

phenomenon is more evident with an OSR of 32 as the threshold level is attained at

a lower signal power.



81

It should be noted that phase quantisation effects have almost no contribution

to the MSE at low signal levels. This is because the dominant contribution to MSE

is the (R̂1 − δ)2 term. If the phase of R̂1 changes the resultant power variation is

small since δ is very small.

Equation (4.12) can be simplified when σ is much less than R̂1. The numer-

ator can be approximated with R̂1
2
and the unity term can be neglected in the

denominator giving

MSE =
R̂1

2

R̂1

σ
√

π
2

,

= R̂1σ

√
π

2
, (4.13)

10 log(MSE) = 10 log(σ) + 10 log

(
R̂1

√
π

2

)
,

= 5 log(2σ2) + 5 log(0.5) + 10 log

(
R̂1

√
π

2

)
,

= 0.5(10 log(2σ2)) + 5 log(0.5) + 10 log

(
R̂1

√
π

2

)
, (4.14)

MSE(dB) = 0.5× SignalPower(dB) + C. (4.15)

Equation (4.15) indicates a straight line with gradient of 0.5 as shown in Fig. 4.9.

This gradient is less than the stand-alone quantiser and indicates that the Σ∆

process boosts noise beyond that predicted by traditional Σ∆ analysis. The boosted

noise will lead to degrading SNR values at very low signal power and could have

implications on transmitters with a wide power control range, such as those found

on W-CDMA handsets.
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ulators on MSE (|u|2 =1 at 0 dB).

4.6 Summary

In this chapter, the polar quantisation blocks of the transmitter architecture is

explained. A general expression for the MSE is derived for a circular symmetric

Gaussian input signal with Rayleigh envelope. The expression is validated by sim-

ulation results of a stand-alone quantiser. The results are further substantiated by

plotting MSE curves for different OSR values (note that the OSR determines the

number of quantisation levels). Near perfect agreement between the simulated and

theoretical curves is observed.

The MSE of the Σ∆ with the polar quantiser is also simulated for both the polar
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and Cartesian Σ∆ scheme. Over the plateau (quantisation range), it was found

that the Σ∆ introduces an additional 3 dB of noise. A mathematical derivation

is performed to confirm that the noise introduced by the first order lowpass Σ∆

modulators is indeed 3 dB. At low signal level range, it was found that the MSE

plots of the Σ∆ with the polar quantiser have a gradient of 0.5 whereas the MSE

plots of the stand-alone quantiser have a gradient of one. This divergence was

investigated and attributed to limit cycle behaviour, leading to the derivation of

a theoretical expression which approximates the MSE for low signal levels in the

presence of Σ∆ modulators.

The next chapter considers the operation of the PWM/PPM block that converts

the polar outputs into a pulse sequence suitable for driving SMPAs. It is shown that

the PPM operation produces some in-band distortions which explain the low-level

skirts on the main signal in Fig. 3.14.



Chapter 5

Analysis of Distortion in Pulse
Modulation Converters

5.1 Introduction

The generation of pulse width modulated signals and pulse position modulated sig-

nals by the ‘polar to PWM/PPM’ converter proposed in Chapter 3 can introduce

unwanted spectral components. Spurious tones are observed when PWM/PPM is

used to upconvert polar signals to RF. This phenomenon was first observed in [17].

In this chapter, it is shown that the presence of the spurious tones is due to the PPM

process. Third order and image components are the dominant distortions generated

in the pulse position modulation circuit and they fold in from other harmonic zones.

Fig. 5.1 shows the output spectrum of a PWM/PPM signal that consists of a SSB

tone offset from the nominal carrier frequency by 40 MHz, the image and third order

distortion products are clearly visible.

Part of the work in this chapter has been presented as a conference paper titled

‘Distortion Arising from Polar to PWM/PPM Conversion in an All Digital Up-

converter for Switching RF Power Amplifier’ at the IEEE International Microwave

84
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Figure 5.1: Upper SSB output spectrum from a Cartesian Σ∆. The distortions are
from the PWM/PPM image and third harmonic.(fc=1024 MHz and fssb= 32 MHz)

Symposium 2009 [75]. The rest of the work has been accepted for publication by

the IET journal on Microwave, Antennas and Propagation [76].

Section 5.2 explains the process leading to the formation of the distortions. A

mathematical analysis to quantify the distortion is presented in Section 5.3. Simula-

tions and measurements results obtained in a single-carrier environment are shown

in Section 5.4. Furthermore, the effect of the distortion on multi-carrier signals is

presented through simulations and measurements results in Section 5.5.
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5.2 Phase Modulation to Amplitude Modulation

Distortion

The phase modulation operates by swallowing or stuffing a pulse whenever θ̂ moves

from one phase quantisation level to another. The loss or gain of a pulse affects

the mark-space ratio which represents the amplitude of the signal. It can thus be

deduced that PM leads to AM distortion. The distortion is more significant when

a ‘high’ pulse (logic ‘1’) is affected. The phase advance causes the high pulse at

the end of the carrier period to wrap around to the beginning in the next period.

The result is a doubling in the pulse width v = 2 whenever this occurs (5.2(i)).

The phenomenon manifests itself in the spectral domain as images and harmonic

components when the baseband input signal is a phase ramp or SSB tone in the RF

domain.

Fig. 5.2 shows the pulse extension effect. For illustrative purposes, the repeating

pulse train is divided into sections of two periods. Waveform (a) shows the original

reference waveform at fc. At the (n+1) period of waveform (b), there is a change in

phase compared to the nth period. The change in phase is represented by a change

in position. In the remaining waveforms, the phase is incremented at every second

period to produce a SSB signal at fc+fssb. A change in phase causes a change in the

mark-space ratio between two consecutive pulses. At some stage, the high pulses

will join to form a wider high pulse (v = 2 for waveform(i)). Hence, the signal is no

longer one pulsewidth wide.

Since the ‘polar to PWM/PPM’ block is located outside the Σ∆ loop, the error
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Figure 5.2: Illustrating the pulse stuffing effect required to cause a change in phase
of the RF signal. (a) carrier reference signal, (b) to (i) signal with phase advanced
transient. Here the phase is quantised into 8 increments.
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cannot be corrected by the feedback mechanism. The situation is undesirable since

the harmonics produced are often in-band and cannot be filtered out.

5.3 Mathematical Analysis of Harmonic Distor-

tion

In this section, expressions are derived for the distortion caused in the ‘polar to

PWM/PPM block’. In particular, the previous section shows PM to AM distortion

is attributed to changes between different phase quantisation levels. Therefore, we

analyse the distortions produced by an input single sideband tone. This signal has

constant amplitude and a phase that linearly increases (or decreases) with time to

produce an upper (or lower) sideband signal with carrier frequency, (fc + fssb) or

(fc − fssb) Hz respectively. The phase slope dθ
dt

determines the side band frequency,

fssb =
1

2π

dθ

dt
. (5.1)

After quantisation, the linear phase ramp turns into a staircase signal with OSR

steps in 2π radians. Therefore, the step size is,

∆θ =
2π

OSR
. (5.2)

In the digital domain, the PWM operation holds the pulse width constant while the

PPM operation slowly increments (or decrements) the pulse position by one clock

period, Tclk, as each quantised phase level is passed. There are OSR clock periods in

each carrier signal period (Tc = TclkOSR). It is the action of switching between two

quantised phases that causes the period of the waveform to be extended or shortened
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Figure 5.3: SSB generation from a bank of phase shifted oscillators.

by a clock cycle, introducing unwanted amplitude modulation as already illustrated

in Fig.5.2.

Mathematically, the output y(t) coming from a switch that selects one oscillator

from a bank of OSR oscillators is considered. The kth oscillator has an output signal

sk(t) with quantised phase shift of k∆θ (k = 0, . . . , OSR − 1), caused by a pulse

delay of kTclk seconds as shown in Fig. 5.3,

sk(t) = s(t+ kTclk). (5.3)

All oscillators have the same pulse width, vTclk, and frequency, fc. Each anti-

clockwise rotation of the switch will delay the signal by 2π radians, or reduce the

number of transmitted periods by one. Therefore, the direction and rotational speed

(revolutions per second) of the switch equates to the offset frequency, fssb. Hence

the time for a complete switch revolution is

Tssb =
1

fssb
, (5.4)
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and therefore the duration period that each of the OSR oscillators is connected (or

gated) to the output is

Tg =
Tssb

OSR
. (5.5)

Based on the above discussion, the circuit can be further refined to that of Fig. 5.4.

A tapped delay line generates all OSR phases from a single reference oscillator,

s0(t). Each tap has a delay of Tclk seconds. Each oscillator signal is then gated to

the output using a multiplier and gating waveform, gk(t), which has a period of Tssb,

an ‘on time’ of Tg, and a delay of kTg. The output from the kth gate is given by

yk(t) = sk(t)gk(t), (5.6)
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and the total output is given by

y(t) =
OSR−1∑
k=0

yk(t). (5.7)

It is now possible to calculate the spectrum of the final output signal. First the

spectra of the oscillator signal S̃k(f) = F {sk(t)} and the gate signal G̃k(f) =

F {gk(t)} are calculated. The operator F is the Fourier transform. Next, the fact

that multiplication in the time domain is equivalent to convolution in the frequency

domain is used to get the output spectrum, Ỹk(f). For simplicity, the derivation has

been broken down into three distinct sections which are the derivations of S̃k(f),

the derivation of G̃k(f) and the convolution of S̃k(f) with G̃k(f) to obtain a general

expression for the output spectral components.

The oscillator signal, s0(t), is a repeating pulse signal and therefore Fourier

Series is used to calculate its spectrum. Its pulse width is given by, vTclk, its pulse

amplitude is A, its period is Tc and its spectrum is well known [77].

S̃0(f) =
∞∑

n=−∞

S0(n)δ(f − nfc), (5.8)

where

S0(n) =
AvTclk

Tc

Sinc

(
nvTclk

Tc

)
. (5.9)

Since (Tc = TclkOSR), S0(n) can be re-written as

S0(n) =
Av

OSR
Sinc

( nv

OSR

)
. (5.10)

This is a series of delta functions at the harmonics of fc and with amplitude

controlled by the Sinc function which gradually decays in an oscillatory fashion as
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|n| increases. In the model a change in phase is represented by a change (delay or

advance) in pulse position, so the time shifting property of the Fourier Transform

is invoked. Hence,

S̃k(f) =
∞∑

n=−∞

Sk(n)δ(f − nfc), (5.11)

Sk(n) =
AvTclk

Tc

Sinc

(
nvTclk

Tc

)
e

j2πnk
OSR , (5.12)

and k = 0, 1, . . . , (OSR− 1),

Sk(n) = S0(n)e
j2πnk
OSR . (5.13)

The gate signal, gk(t) is a repetitive pulse train which has a period of Tssb. The ‘on

period’ of this pulse train is given by Tssb

OSR
.

G̃0(f) =
∞∑

m=−∞

G0(m)δ(f −mfssb), (5.14)

where

G0(m) =
1

OSR
Sinc

( m

OSR

)
. (5.15)

The delayed version G̃k(f) by kTclk is given by

G̃k(f) =
∞∑

m=−∞

Gk(m)δ(f −mfssb), (5.16)

Gk(m) = G0(m)e±
j2πmk
OSR . (5.17)

The convolution of S̃k(f) and G̃k(f) gives Ỹk(f),

Ỹk(f) =
∞∑

n=−∞

Sk(n)δ(f − nfc)⊗
∞∑

m=−∞

Gk(m)δ(f −mfssb). (5.18)
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Convolution of delta functions effectively imprints the G spectrum on each harmonic

of fc. After substituting for Sk(n) (5.13) and Gk(m) (5.17),

Ỹk(f) =
∞∑

n=−∞

∞∑
m=−∞

S0(n)G0(m)e
j2π(m+n)k

OSR × δ(f − nfc −mfssb). (5.19)

The total Ỹ (f) spectrum is the sum of each gated phase spectrum, Ỹk(f),

Ỹ (f) =
OSR−1∑
K=0

Ỹk(f), (5.20)

=
OSR−1∑
K=0

∞∑
n=−∞

∞∑
m=−∞

S0(n)G0(m)e
j2π(m+n)k

OSR × δ(f − nfc −mfssb). (5.21)

The above equation can be simplified if the summation of k is implemented first.

It can be seen that a harmonic is produced only when m + n = integer × (OSR).

The exponential term sums to zero for all other combinations of m and n, when

m = i(OSR)− n and i is any integer, the output becomes

Ỹ (f) = OSR
∞∑

n=−∞

∞∑
m=−∞

S0(n)G0(m)δ(f − nfc −mfssb). (5.22)

The amplitude of the harmonic is given by S0(n)G0(m)OSR and the delta function

gives its position in the spectrum. Any increase in OSR reduces the amplitude by

similar amount since both S0(n) and G0(n) are proportional to 1
OSR

. Sometimes

many harmonics have the same frequency and their contributions must be summed.

However those with large m values will have small amplitudes because of the decay

of the Sinc function. For this reason, spectra from the closest carrier frequency

harmonics (small n) need only be considered. As an example, we set OSR=16 and

v = 2 and fssb = fc
16
. The spectrum consists of a spur at DC (m = 0, n = 0) of

amplitude AvTclk

Tc
= 2

OSR
. The desired SSB signal occurs about the first harmonic
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Figure 5.5: Upper SSB output spectrum from a Polar Σ∆. The distortions are from
the PWM/PPM image and third harmonic. (fc=1024 MHz and fssb= 32 MHz)

zone(fc) with n = 1, i = 0 and m = −1 giving the lower side band at f = fc − fssb.

The undesired second harmonic (of fssb) occurring at f = fc − 2fssb folds back

from the second harmonic zone at 2fc (n = 2, i = −1 and m = −16 − 2). The

third harmonic at f = fc − 3fssb folds back from the third harmonic zone at 3fc

(n = 3, i = −2 and m = −32 − 3 and the signal image at fc + fssb comes from the

negative harmonic zone at −fc(n = −1, i = 2,m = 32 + 1). The upper side band

signal can be obtained by changing the sign of the exponent of 5.17 which then

reverses the sign of m in all the subsequent equations.

The current formulation is for a single ended (two state, 0 and A) signal only.
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The above analysis can be extended to include the tri-state signal of Fig. 3.9 by

modifying the expression for sk(t) in (5.3) to

sk(t) = s(t+ kTclk)− s

(
t+ kTclk −

Tc

2

)
. (5.23)

The spectrum of this signal can be obtained by the normal time shifting property.

The result of adding this term is to double the signal level for all odd harmonics

of fc and to zero all even harmonics of fc. This effectively eliminates the folded

spectrum from the even harmonic zones (n, even) which include the DC term and

the even harmonics of fssb as shown in Fig. 5.1.

5.4 Distortion Analysis in a Single Carrier Envi-

ronment

In this section, the phenomenon is simulated and measured in a single carrier envi-

ronment. All simulations were performed in Matlab R⃝. This section also presents a

plot showing calculated, simulated and measured results in agreement.

5.4.1 Simulation Results

Here, the test signal is a SSB tone, offset by 32 MHz from fc which is 1024 MHz.

The OSRΣ∆ is 128. Fig. 5.1 shows the spectrum plot of the SSB signal obtained

at the output of the ‘polar to PWM/PPM’ block for the Cartesian Σ∆ structure.

The position of the reference carrier is drawn for illustrative purposes. The signal

can be observed (32 MHz offset from fc). The image (-32 MHz from fc) and the

third harmonic (96 MHz from fc) can be seen rising far above the noise floor. It

can also be noted that the average noise floor is much lower compared to the similar
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Figure 5.6: Experimental setup for measurement of a two-level waveform.

spectrum plot in Fig. 5.5 where the Σ∆ filtering was performed on polar signals [75].

The noise shaping in Fig. 5.5 is also less evident compared to Fig. 5.1.

5.4.2 Experimental Setup And Measurements

The Tektronix R⃝ data timing generator can output an arbitrary sequence of pulses

and can be used with a spectrum analyser for the practical measurement of a 2-

level waveform (Fig. 5.6). A SSB tone is simulated in Matlab R⃝ and the output

PWM/PPM data are stored to a file. The data are programmed in the data timing

generator and a suitable fclock (less than 2.4 GHz in this case) is chosen. (Note:

All frequencies are scaled to fclock and therefore reducing fclock will reduce both

fc and the signal bandwidth by the same fraction.) The data timing generator is

then connected to a spectrum analyser to obtain the spectrum. A SSB signal is

simulated in such a way that it exactly repeats after a fixed number of clock periods

(equal to the size of the data file). The Tektronix R⃝ data timing generator can then

loop through the memory without causing signal discontinuity. Fig. 5.7 shows a plot

of simulated, calculated and measured values of the image, the second harmonic and

the third harmonic against varying offset frequency, fssb. The OSR is kept to 32
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Figure 5.7: SSB harmonics and image. Amplitude (relative to desired signals) vs.
fssb. (OSR=32, fc=1024 MHz)

and fssb varied up to fc
16
. The higher the value of fssb, the larger the distortion,

because the switching transients occur more often. A doubling of fssb increases

the distortion products by approximately 6 dB. The size of the second harmonic

oscillates between a lower and an upper limit depending on the ratio of fc and

fssb. An even ratio produces the upper limit while an odd ratio produces the lower

boundary (Fig. 5.7). The second harmonic curve does not exist for the three-state

signal (Fig. 3.9), but does if only a two-state signal is used. The close proximity to

the desired signal and the dominant nature of the second order distortion justifies

the additional expense associated with the implementation of a bridge amplifier
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Figure 5.8: Measurement spectrum of lower SSB tone. (fclk= 1024 MHz, fc= 32
MHz, fssb=1 MHz ( fc

32
), OSR=32)

structure to make the three-state signal. The dotted lines on Fig. 5.7 show the

evaluated results from equation (5.22). The markers on Fig. 5.7 show the measured

results. Close agreement between the simulated, calculated and measured values is

observed. A spectrum plot showing the second harmonic, third harmonic and image

is shown in Fig. 5.8.
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Figure 5.9: Spectrum plot of Cartesian Σ∆ scheme with offset OFDM signal.
(OSR=64, fc=1024 MHz and Offset= 20 MHz (1 channel))

5.5 Distortion Analysis in a Multi-Carrier Envi-

ronment

5.5.1 Simulation Results

A QPSK-modulated OFDM input signal with a worst case peak to average power

level of 8 dB was used to test the architecture. The OSRΣ∆ is 128 and defines

the sampling frequency of the Σ∆. The OFDM bandwidth (Bofdm) was set at fc
64

equivalent to a Bofdm of 16 MHz (similar bandwidth to 802.11g, LTE and WIMAX)

with fc=1024 MHz. The OFDM signal has 16 subcarriers. There is a guard band

between adjacent channels of 0.25Bofdm. The signal was shifted one channel to the
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right to examine the resultant spectral images. The ACPs which are defined as the

noise power in the adjacent channel divided by the signal power, were calculated.

The noise power includes quantisation noise as well as distortions arising from PPM.

The simulations were performed on both polar and Cartesian Σ∆ architectures.

A spectrum plot of a pulse waveform with an RF carrier OSR of 64 and an

input signal level, u=-7 dB (with respect to urms = 1) obtained at the output of the

Cartesian Σ∆ architecture is shown in Fig. 5.9. The six adjacent channels and the

position of the carrier are drawn on the figure to facilitate the understanding of the

plot. The signal is present in channel 1. The image is present in channel -1 and the

third harmonic is situated in channel 3 with the highest noise. The noise is lowest

in channel 0 as the NTF of the Σ∆ operates from fc and maximum attenuation of

quantisation noise occurs around that region. This figure will be more elaborately

discussed in Section 5.5.2.

Fig. 5.10 shows a plot of input level (dB) against ACP (dB) for the six adjacent

channels obtained after simulating the Cartesian Σ∆ scheme. Again, it can be

observed that channel 3 which represents the third harmonic has the highest noise.

Channel -1 representing the image has the second highest noise. Channel 0 has lower

noise than channel 2 as channel 0 is centered at fc. This plot further validates the

conclusions drawn from Fig. 5.9.

Fig. 5.11 shows a plot similar to that of Fig. 5.10 but for a polar Σ∆ architecture.

The characteristics of the input test signals and the OSR for both architectures are

kept the same. The overall performance of the polar Σ∆ is worse than the Cartesian
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Figure 5.10: Cartesian Σ∆ scheme - ACP in adjacent channels vs. input level. The
signal is in channel 1 (OSR=64).

structure as the polar one has an inherently higher noise floor. Once more, it can

be observed that the third harmonic is the biggest noise contributor followed by the

image.

Table 5.1 helps to further illustrate the effect of offset on ACP. It gives a compar-

ison of ACP values for both polar and Cartesian Σ∆ with offset and without offset.

The values were obtained at an input level of -7 dB (urms = 1). Shifting the signal

to channel 1 increases the noise in all channels. Those channels containing the odd

harmonics are particularly affected with noise. Increases of 20 dB (channel 3), 15

dB (channel -1) and 13 dB (channel -3) are observed for the Cartesian Σ∆ scheme.
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In the polar Σ∆, increases of 7 dB (channel 3) and 6 dB (channel -1) of noise are

observed. A reduction in the noise can be seen in the channel 0 as the NTF of the

Σ∆ operates from fc.

Even though the noise increase in the channels of the polar Σ∆ due to the offset

is lower than the Cartesian scheme, the overall ACP performance is significantly

worse.

However, even the Cartesian scheme will require a higher oversampling rate to

meet the WLAN standard (ACP <-40 dB) or fc can be increased to reduce the

relative offset frequency. Increasing fc by 2.5 will reduce the main interference
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Table 5.1: ACP for Cartesian and polar Σ∆ with offset and without offset.

Channels -3 -2 -1 0 1 2 3
Cart Σ∆ ACP no
offset (dB)

-57 -59 -54 Data -55 -59 -57

Cart Σ∆ ACP 1
channel offset (dB)

-44 -50 -39 -69 Data -47 -37

Polar Σ∆ ACP no
offset (dB)

-45 -45 -45 Data -45 -45 -45

Polar Σ∆ ACP 1
channel offset (dB)

-44 -42 -39 -46 Data -44 -38

channels by 8 dB which should then meet the WLAN specification (Equation 5.22).

Alternatively, the WLAN standard is easily met if the signal is not shifted to the

adjacent channels. In fact, in this case the OSR can even be reduced from 64 to a

value as low as eight [33].

5.5.2 Experimental Setup and Measurements.

In this thesis, a three-step waveform is used for the multi-carrier measurements.

Since the data timing generator can only produce two-level waveforms, a combiner

circuit is needed. The two channels of the data timing generator are set to output two

streams of data simultaneously. The data of one of the channels is inverted and is out

of phase by π radians. The combiner circuit uses the two streams of data to produce a

three-level waveform. The combiner circuit is then connected to a spectrum analyser

as shown by Fig. 5.12. Spectrum measurement was performed using multi-carrier

signals to further substantiate our findings. The Cartesian architecture was used as

it has a lower noise floor making the harmonics and images more visible. An OFDM

signal with an input level of -7 dB (urms = 1) was programmed into the data timing
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Figure 5.12: Experimental setup for measurement of a three-level waveform.

generator. A three-level waveform (Fig. 3.9) was used as it suppresses the even

harmonics. Fig. 5.13 shows the spectrum analyser display for a pulse waveform with

an OSR of 64. The images and harmonics which arise as a result of the offset are

clearly visible. The measured result agrees with simulations (Fig. 5.9), except for

some small artifacts in channel 0 of the measured signal. The discrepancies can be

attributed to the limitation in the slew rate capability of the experimental setup

and the mismatches in the positive and negative going waveforms. The negative

slope of the signal image in channel -1 can be explained by the fact that OFDM is

made up of many individual tones. As the offset between the tones and fc increases,

the size of the distortions of each tone image increases as shown by Fig. 5.7. The

third harmonic and the image of the third harmonic are smeared over a number of

channels, but most of the energy is concentrated within channel 3 and -3 respectively.
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Figure 5.13: Spectrum measurements. fc=32 MHz and an OSR=64. The channels
are shown. The insert displays a wider spectrum view of the same signal.

It is quite evident that the inband noise is dominated by the distortions as a result

of the ‘polar to PWM/PPM’ conversion whereas the out-of-band noise is dictated

by the noise shaping effect of the Σ∆. This is illustrated by the gradual rise in

the noise level at the extremities of the spectrum as shown by the wide span view

(Fig. 5.13).
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5.6 Summary

This section has identified a problem occurring when quantised phase shifts are con-

verted to pulse positions in a digital ‘polar to PWM/PPM’ block. The quantisation

in phase causes significant distortion. This chapter proposes a mathematical ex-

pression (Equation 5.22) to predict the amplitude and frequency of the distortion

products generated from an SSB input signal. It also demonstrates that the dis-

tortion increases with increasing offset frequency by almost 6 dB/octave. In this

senario, the offset frequency must be less than 0.6 % of fc to keep distortions less

than -40 dB for narrowband signals (Fig. 5.7). Increasing the OSR helps to alleviate

the problem (-6 dB/octave), but it also reduces the maximum carrier frequency. The

use of higher order Σ∆ structures will not be effective either, since the PPM distor-

tion dominates the in-band spectrum. (Note: The ‘polar to PWM/PPM’ block is

not enclosed in the Σ∆ feedback loop.) A potential solution is to avoid quantising

the phase by using analog techniques [70] but this removes many of the advantages

of this all-digital structure.

In a multi-carrier environment, measurements and simulations show that it is

best to avoid changing channels by offsetting the carrier frequency because of in-

creasing adjacent channel interference in odd harmonics channels. Some of the dis-

tortions can be cancelled by using a bridge amplifier structure to give a three-level

signal. In order to meet the WLAN standard, it is preferable to accommodate any

channel change by altering the system clock frequency, fclock, in which case WLAN

specifications can be met with a much reduced OSR.



Chapter 6

Conclusion and Further Research

This work forms part of a concept design of a new ‘green’ digital base station trans-

mitter utilising efficient SMPAs. The program goal was to see how close a switching

architecture could get to a bandwidth of 100 MHz, a maximum power of 100 W and

100% efficiency while meeting spectrum requirements of popular standards such

as WLAN and 3GPP. The work in this thesis concentrates on the up-conversion

structure, where the challenge was to obtain the bandwidth requirement using an

all-digital architecture. A 100 MHz bandwidth could be reached with a clock fre-

quency of 32 GHz. This is well beyond current technology at high power levels.

In the literature review, the SMPAs are studied first as they are the main com-

ponent of the new architecture. The concept of Σ∆ modulators is explained. A list

of the known transmitter architectures are also evaluated.

A new Σ∆-based transmitter architecture is proposed in Chapter 3. The output

is a pulse train with a maximum of one pulse per half period, thus limiting the

number of switching cycle to boost efficiency. It is shown that the new Cartesian

Σ∆ scheme outperforms its polar counterpart giving an additional 10 dB reduction

107
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in ACP(1). In order to meet the original bandwidth requirement of 100 MHz, at least

the first and second adjacent channels should be below the specified transmission

mask (assuming 20 MHz channel). An OSR of eight is sufficient to meet the WLAN

specifications and an OSR of 20 is needed for the more stringent 3GPP specifications.

These figures imply clock frequencies of 8 and 20 GHz respectively. These values

are not possible using today’s technology particularly at high power.

Next, the MSE of the non-uniform polar quantisers is analysed. A closed-form

equation is derived for the MSE for a circular symmetric Gaussian input signal.

Simulation results of the MSE with different OSR values corroborate the theoret-

ical analysis. Simulations are also performed for the non-uniform polar quantiser

embedded in the Σ∆ modulator. The presence of Σ∆ modulators boosts the over-

all quantisation noise, while minimising it in the band of interest. Mathematical

derivations were used to analyse this phenomenon at both low signal levels and high

signal levels. The low signal range is particularly interesting, since the slope of the

MSE vs. input level drops from 1 dB/dB for the raw quantisation to 0.5 dB/dB

when the quantiser is combined in a Σ∆ loop.

In chapter 5, the spurious tones present in the output spectrum of the ‘polar to

PWM/PPM’ block are attributed to the PPM process. The adoption of a three-level

waveform (push-pull amplifier architecture) can reduce or even eliminate many of

the distortions. The chapter presents a mathematical analysis of the distortions pre-

dicting the size and position of the unwanted spurs. Simulation and measurement

results support the findings. It was observed that the size of the distortions grows
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by 6dB/octave with increasing offset frequency and so the latter must be less than

0.6% of fc to guarantee distortions under -40 dB transmission mask of the WLAN

standard. This eliminates the possibility of offset carrier operation from the same

nominal carrier frequency. Simulations and measurements were also conducted us-

ing an input multi-carrier signal (OFDM). It was found that offsetting the carrier

frequency increases adjacent channel interference in odd channels. If the OFDM

signal is centered about the nominal carrier frequency, then the distortions show

up as intermodulation skirts on the OFDM spectrum (Fig.3.14). Sometimes, this

makes ACP(1) slightly larger than ACP(2), however the skirts are still well below

the 3GPP specifications.

6.1 Further Research

6.1.1 Improving Amplitude Quantisation for Low Signal Lev-
els

The quantised amplitude levels, R̂ and the threshold levels are calculated by evaluat-

ing the fundamental spectral component of the repeating three-level waveform. The

different values of R̂ are calculated by changing the pulsewidth in increments of two

clock periods. This leads to coarse quantisation at low signal levels. Since Rayleigh

distributed signals have PDFs in the low signal levels, MSE values would improve if

the quantisation levels are lower. Therefore in future work, it is possible to reduce

the pulsewidths by one cycle while still having a constant phase reference ((1, 3,

5,. . . ) instead of (2,4,6,. . . )) as marked by crosses on Fig 6.1. This new scheme

will target the lower signal levels. Further, we can extend this to include both even
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Figure 6.1: Quantisation plane showing joint quantisation. Circle - even pulsewidths
and crosses - odd pulsewidths.

and odd quantisation as shown in Fig 6.1. This will however increase quantiser

complexity since the phase reference changes for even and odd pulsewidths.

6.1.2 Pre-distortion

In Chapter 5, simulation and measurement results show the in-band noise is dom-

inated by the distortions as a result of the ‘polar to PWM/PPM’ conversion. The

distortions are mainly images and harmonics. In a multi-carrier environment, the

shape of the distortions are distinct (particularly the image components) and their

positions are known as shown in Fig 5.13. Since the distortions are in-band, they

cannot be filtered out. Digital pre-distortion of the input multi-carrier signal can

help to cancel most of the spurious tones since the mechanism by which they are
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generated is known. The spectrum will improve leading to a better ACP which will

help to eventually meet the WLAN standard with offset carrier.

6.1.3 Addressing High Clock Frequencies

The research shows that to obtain acceptable performance in WLAN and cellular

bands, the fclock must be 8 or 20 times fc. Currently fc is 2 GHz for cellular bands

and 5 GHz for WLAN, therefore fclock needs to be at least 40 GHz. Such clock

frequencies are not possible using today’s technology. The sampling frequency would

have to be increased by a factor of ten if operation at cellular frequencies is to be

achieved. Today’s digital transistors have an Ft (cut-off frequency) beyond 218 GHz

(Intel 32-nm process [78]). Therefore, there is a potential to use controlled digital

delay lines and phase locked loop techniques to generate oversampled clocking edges

typically between 1/8 or 1/16 of the sampling period. This can be done on-chip.

Future research would investigate the matching requirements of the delay elements

given typical process variations to see if the required timing accuracy can be met.
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