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THREE POINT QUADRATURE RULES INVOLVING, AT MOST,
A FIRST DERIVATIVE

P. CERONE AND S. S. DRAGOMIR

ABSTRACT. A unified treatment of three point quadrature rules is presented
in which the classical rules of mid-point, trapezoidal and Simpson type are
recaptured as particular cases. Riemann integrals are approximated for the
derivative of the integrand belonging to a variety of norms. The Griiss in-
equality and a number of variants are also presented which provide a variety of
inequalities that are suitatable for numerical implementation. Mappings that
are of bounded total variation, Lipschitzian and monotonic are also investi-
gated with relation to Riemann-Stieltjes integrals. Explicit a priort bounds
are provided allowing the determination of the partition required to achieve a
prescribed error tolerance.

It is demonstrated that with the above classes of functions, the average of
a mid-point and trapezoidal type rule produces the best bounds.

1. INTRODUCTION

Three point quadrature rules of Newton-Cotes type have been examined exten-
sively in the literature. In particular, the mid- point, trapezoidal and Simpson rules
have been investigated more recently [1]-[13] with the view of obtaining bounds on
the quadrature rule in terms of a variety of norms involving, at most, the first
derivative. The bounds that have been obtained more recently also depend on the
Peano kernel used in obtaining the quadrature rule. The general approach used in
the past involves the assumption of bounded derivatives of degree higher than one.
The partitioning is halved until the desired accuracy is obtained (see for example
Atkinson [14]). The work in papers [1]-[13] aims at obtaining a priori estimates of
the partition required in order to attain a particular bound on the error.

The current work employs the modern theory of inequalities to obtain bounds for
three-point quadrature rules consisting of an interior point and boundary points.
The mid-point, trapezoidal and Simpson rules are recaptured as particular instances
of the current development. Riemann integrals are approximated for the derivative
of the integrand belonging to a variety of norms. An inequality due to Griiss
together with a number of extensions and variants is used to obtain perturbed
three-point rules which produce tight bounds suitable for numerical quadrature.
The approximation of Riemann-Stieltjes integrals is also investigated for which
the mappings belong to a variety of classes including: total bounded variation,
Lipschitzian and monotonic.

The paper is arranged in the following manner.
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2 P. CERONE AND S. S. DRAGOMIR

In Section2, an identity is derived that involves a three-point rule whose bound
may be obtained in terms of the first derivative, f’ € Lo [a,b]. Application of
the results in numerical integration are presented in Section 3. An Ostrowski-
Griiss inequality is developed in Section 4, as is a premature Griiss which produces
perturbed three-point rules. A further Ostrowski- Griiss inequality is developed in
Section 5 which produces bounds that are even sharper than those obtained from
the premature Griiss results.

Results and numerical implementation of inequalities in which the first derivative
f' € Lia,b] are developed in Section 6, while perturbed three-point rules are
obtained in Section 7 through the analysis of some new Griiss-type results.

Three-point Lobatto rules are obtained in Section 8 when f’ € Ly, [a,b], while
perturbed rules through the development of Griiss-type rules are investigated in
Section 9.

Section 10 is reserved for functions that are not necessarily differentiable and
so inequalities involving Riemann-Stieltjes integrals that are suitable for numerical
implementation are investigated in which the functions are assumed to be either of
total bounded variation, Lipschitzian or monotonic.

The work repeatedly demonstrates that a Newton-Cotes rule that is equivalent
to the average of a mid-point and trapezoidal rule consistently gives tighter bounds
than a Simpson-type rule.

Some concluding remarks and discussion are given in Section 11.

2. INEQUALITIES INVOLVING THE FIRST DERIVATIVE

Theorem 1. Let f : [a,b] — R be a differentiable mapping on (a,b) whose deriv-
ative is bounded on (a,b) and denote || f'|| ., = supie(ap) [f' (t)] < co. Further, let
a:fa,z] = R and B : (x,b] — R. Then, for all x € [a,b] we have the inequality

[ 0@ (06 - a@) 1@+ 6-5E) 10+ @@ - S @
< f'||m{§[(b;a)2+($‘a;b>2
(o222 (222

Proof. Let

(2.1)

(2.2)
and consider
b
/ K (2,0) ' (1) dt.

Now, from (2.2),

b x b
/K<:c,t>f'<t>dt:/ (t*a(x))f’(t)dH/ (t— () £ (t)dt,
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and integrating by parts produces the identity

(2.3) bK (x,t) f'(t)dt
b
= (B(x) —a@) f(@)+0-F())f )+ (a(x)—a)fla)— [ f(t)dt.
Thus,
b
(2.4) / f@)dt=[(B(x) —a(x)) f(z) + (b= 5 () f () + (a(z) —a) f(a)]

b
< I / K (2.0)]dt.

Let Q (x) = fab |K (x,t)| dt and so

a(z) x
Q(x) = —/ (t—a(x))dt—i—/()(t—a(m))dt
b

B(z)
[ - syds [ ¢-s@)a

B(x)
N a@) + - a@) + @B+ 6507,
If we use the identity
X2+Y2 X+Y 2 X_YV 2
(2.5) 5 :(2>+<2>

we may write @ (x) as

o (52 o255+ () -5

The reutilizing of identity (2.5) on 3 [(:L‘ —a)’ + (b— x)z] in (2.6) and substitution
into (2.4) will produce the result (2.1) and thus the theorem is proved. I

Corollary 1. Let f satisfy the conditions of Theorem 1. Then a(x) = “'2"'” and
B (z) = Y= give the best bound for any x € [a,b] and so

[Frn=252 e (=) o= (=3 0]
< 1 KbQQ>2+ (z “;1’)2

Proof. The proof is trivial since (2.1) is a sum of squares and the minimum occurs
when each of the terms are zero. i

(2.7)

Remark 1. Result (2.7) is similar to that obtained by Milanovié and Pecarié [14,
p. 470], although their bound relies on the second derivative being bounded. This
is not always possible so that the weaker assumption of the first derivative being
bounded as in (2.4) may prove to be useful.
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Remark 2. An even more accurate quadrature formula is obtained when x = C‘T'H’

giving from (2.7) :
/abf(t)dt— b;a [f(a;rb) + f(a);rf@H

< s (b—a)?
- 2 2

This is equivalent to approximating an integral as the average of a mid-point and
trapezoidal rule. The bound in (2.7) however, only requires the first derivative of
the function f to be bounded.

)

(2.8)

Motivated by the results of Theorem 1 and Corollary 1, we consider a kernel of
the form (2.2) where a (z) and [ (z) are convex combinations of the end points.

Theorem 2. Let f satisfy the conditions as stated in Theorem 1. Then the fol-
lowing inequality holds for any v € [0,1] and x € [a, ] :

b
/f(t)dt—(b—a){(l—v)f(:v)

oo G=2) o (=2) s

ST T
e1) < Ly

Proof. Let

(2.11) a(@)=yr+ (1 —7)aand B(z) =vz + (1 —7)b.

Thus, from Theorem 1 and its proof utilizing (2.3) where

b
(2.12) Q@)= [ 1K (@0

we have from (2.5), on substituting for « () and £ (x) from (2.11), that

Q) = (fﬂ;a)2+ (- 3) (x—a)r—s—(b;w)z—k (o-3) “-@]2'

i+ (v— ;)2] [(x—a)2 + (b—x)z]

)| CoR )

upon using the identity (2.5). Now, utilizing (2.12) and (2.13) in (2.4) will give the
first part of the theorem, namely, equation (2.8). Inequality (2.10) can easily be
ascertained since (2.9) attains its maximum at y =0 or 1, and at © = a or b. I

—~
o
—_
w

~

O

—
5

~

Il

= 2

)
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Remark 3. Corollary 1 may be recovered of v is set at its optimal value Of% m
Theorem 2.

Remark 4. v = 0 in (2.9) reproduces Ostrowski’s inequality [14, p. 468] whose
bound is sharpest when x = “+b, giving the midpoint rule.

Remark 5. v = 1 produces the generalized trapezoidal rule for which again the
best bound occurs when x = “+b giving the standard trapezoidal type rule.

Corollary 2. Let the conditions on f be as in Theorem 1. Then, the following
inequality holds

[ff@dv—w—a>ﬁ1—wf(“§b)+v[f@ﬁ;”“]H
1 1?2
4+<'y—2> ]

2+b in (2.8) produces the result (2.14). i

(2.14)

1o 2
< T (b—a)

Proof. Placing the optimal value of z =

Remark 6. Result (2.14) gives a linear combination between a mid-point and a
trapezoidal rule. The optimal result is obtained by taking v = % in (2.14), giving
the optimal bound when only the assumption of a bounded first derivative is used.
This gives the result from (2.14)

/abf(t)dt—b;a [f<a42—b) +f(a)—;f(wH

b—a)’
< L=y,
Which is equivalent to (2.8) .
It should be noted that taking v = % in (2.14) gives a Simpson-type rule that is worse
than (2.15) , remembering that here we are only using the assumption of a bounded
first derivative rather than the more restrictive (though more accurate) result of a
bounded fourth derivative.

(2.15)

3. APPLICATION IN NUMERICAL INTEGRATION

Theorem 3. Let f : [a,b] — R be a differentiable mapping on (a,b) with || f'|| =
SUPye(ap) |f' (B)| < co. Then for any partition I, : a = xg < 11 < ... < Tp_1 <
n = b of [a,b] and any intermediate point vector & = (50,517 ...7§n71) such that
& € @i, xip] fori=0,1,...,n — 1, we have:

b
(3.1) /me=&mu@+mma@,
where
AC (f? Ina 5)
= -JNEIMf@)+v Do) fe)+ Y (@i — snwwﬂﬂ
3 1=0 1=0

}jhf )+




6 P. CERONE AND S. S. DRAGOMIR

1 1 2] n—1 hz 2 $i+$i+1 2

*(”‘2)]2[(2) *(5‘" 2 )
||f'||oo”z*1 [

< Tizohsz’W?(h)’

where v (h) = max;—g

and the remainder

[Re (f: 1n, )1 < 2[1fll

.....

Proof. Applying inequality (2.8) on the interval [x;, z;41] for i =0,1,2,...,n—1 we

have
Tit1
/ f(z)dz

i

A=) F ) hi + 7§ = @) [ (@0) + (@2 — &) [ (wig2)]}]

2 h; 2 2+ z; 2
< 20f )l 1+(7—;) ] K?) +<§i—+2“>]
£l o
< S

since the coarsest bound is obtained at v =0 or 1 and &; € [x};, Zi41] -
Summing over i for i = 0 to n — 1 we may deduce (3.1) and its subsequent elucida-
tion. i

Corollary 3. Let the assumptions of Theorem 3 hold. Then we have

b
/ fx)de = A.(f, 1)+ R.(f, I,)

where

A ) = (1— th(“xl“) gi F )+ f (i),

which is a linear combination of the mid-point and trapezoidal rules and the re-

mainder R (f,I,) satisfies the relation
1 2] n—1
2
(-3 B

Il oo
1 1\?
1+ <’Y—2> ]mﬂ(h%

2
Proof. Similar to Theorem 3 with &; = % ]

R (f, In)] <

1Moo
2

where v (h) = max;—g

4. A GENERALIZED OSTROWSKI-GRUSS INEQUALITY USING
CAUCHY-SCHWARTZ

The following result is known as the Griiss inequality which was proved by Griiss
in 1935 (see for example [15, p. 296]).
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Theorem 4. Let f,g be two integrable functions defined on [a,b], satisfying the
conditions

c<f(t)<Candd<g(t)<D
for allt € [a,b]. Then

(4.1) IT(f,9)] <

where

b b b
42 o) =5 [ F0ewa- = [ foa = [gwa,

(C=c)(D—-d),

=

and the constant % 1s the best possible.

The proof of this theorem is an extension of that for Theorem 9 and discussion
will be delayed until then. See also Remark 14.

Theorem 5. Let f : I C R — R be a differentiable mapping in I and let a,b el
with a < b. Further, let f' € Ly [a,b] and d < f'(z) < D, Vx € [a,b]. We have,
then, the following inequality

/abf(t)dt—(b—a){(1—v)f(x)+v[(z:;l>f(a)

+ (Z_Df(b)HJr(b—a)(l—m) <x—a;—b)5’
43) < (D_d)(b—a){b_a+1[’x—m—k(v—;)(b—a)

4 2 2 2
et (mg) emal]}
where § = {8=1 anq ~ € [0,1].
Proof. From the identity (2.3) with a (z) and 8 (2) as defined in (2.11) we have
an [ rwa-o-afo-nr@e () s+ () o))
_ _/:K(x,t)f’(t)dt

where

[ t—[lr+(1—-7)a],t€ a,7]
(4.5) K(fﬂ»t){ t_[1x+(1_3)b],te(x,b]

Now it is clear that for all = € [a,b] and ¢ € [a, b] we have that
¢ (x) < K (z,1) < ® ()
where
¢ (x) = —max{y(z —a),(1—7)(b—x)}

and

@ () = max {(1 —7) (z —a),7 (b - 2)}.
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Using the result that max {X,Y} = 22X + 1|V — X| we have that

@ ()= 5 b~ (1=)a+ (1 ~2)a]+ 5 b+ (1 -7)a—aql
and

~6(2) = 5 [(2y~ D+ (1 =1)b=1a] + 5 ha+ (1 -7)b—a].
Thus
4o v@-o@ = Fhag{l- e (v-5)0-a

-3t (v-3) 0-a

b

[ xe
- / [t— [z +(1—7) ]]dt+/ [t —[yz+ (1 —v)0]]dt
/
1
2
(b—

x

(1-7)(z—a) v (b—=)
udu+/ vdv
—(1—v)(b—=)

(=7 =2 [@=a)® = (b= 2)’]
A (1-2) (- 52).

Applying Theorem 4 of Griiss to the mappings K (z,-) and f’(t), and using S =
f [’ (t) dt, we obtain from (4.6) and (4.7),

i /Ka;t dt(12’y)< a;b)S
SR S e S IR

+ ‘xa;rZ)(v;) (ba)”~

Then, using the identity (4.4) we obtain the result (4.3) as stated in the theorem.
Hence, the theorem is completely proved. i

(z—a)

Remark 7. It should be noted that the shifted quadrature rule that is obtained
through the Griss inequality still involves function evaluations at the end points
and an interior point x. Thus, a simple grouping of terms would produce the left
hand side of (4.3) in an alternate form

[roa-{a-ne-wsw+fo-n+ (-5 1@

- (a5 1o}
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Therefore, it is argued, the above quadrature Tule is no more difficult to implement
than the rule as given in Theorem 2 for example.

Corollary 4. Let the conditions be as in Theorem 5. Then the following inequality
holds for any x € [a,b],

(4.8) dt— 5 (b—a)f(z)+(z—a)f(a)+(b-2)f ()]
(D - d)(b—a) b—a a+b
= [2 Al

Proof. Setting v = % in (4.3) readily produces the result (4.8). 1

Corollary 5. Let the conditions be as in Theorem 5. Then the following inequality
holds for any v € [0,1],

t)dt—(b—a){(l—v)f<a+b>+;[f(a)+f(b)]}|

a 2
< woapearfi ()

Proof. Choosing x to be at the mid-point of [a,b] in (4.3) gives the result (4.9). I

(4.9)

Remark 8. Placing v = 0 in (4.3) produces an adjusted Ostrowski type rule,

namely:
[roa-Tre- (o) SH

(D~ d)
8

<

c(b—a)+ [z =0+ |z —al.

This bound is sharpest at x = ‘ITH’, thus producing the mid-point type rule

Bt ( ba)f<a+b)| . (Dd)4(ba)2.

Remark 9. Placing v = 1 in (4.3) gives an adjusted generalized trapezoidal rule,

namely:
it [ (525) o (522) 0] (-25) 8

(D—d)
< T[b—a+[|x—b|+|x—a|ﬂ

This bound is sharpest at x = “TH’ giwing the trapezoidal type rule

(D-d)(b—a)

b—a
e — " [f (@) + £ (0) ;

<
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Remark 10. The sharpest bound on (4.8) and (4.9) are at = = “F and v =
respectively. The same result can be obtained directly from (4.3), gwmg as the best
quadrature Tule of this type

/f bt — a)[f(a;b)+f(a);rf(b)”

< (- )
8
which is an averaged mid-point and trapezoidal rule.

1
2
st

(4.10)

(D —d)

Again, as noted in Section 2 when it was assumed that f' € L (a,b), v = %

(in (4.9)) produces a Simpson type rule which is worse than the optimal rule given
by (4.10). Here, we are only assuming that d < f’(x) < D rather than the more
restrictive, though more accurate, assumptions in the development of a traditional
Simpson’s rule of a bounded fourth derivative.

The following two results by Ostrowski (1970) will be needed for the proof of the
theorem that follows. An improvement by Lupas (1973) is also presented. These
will be presented as theorems which are generalizations of the Griiss inequality.
The notation of Pecarié¢, Proschan and Tong [16] will be used.

Theorem 6. Let [ be a bounded measurable function on I = (a,b) such that ¢; <
f(t) <cqg fort el and assume g’ (t) exists and is bounded on I. Then,

Tl < 2% (e — ) supld ()]

tel

and é is the best constant possible.

Theorem 7. Let g be locally absolutely continuous on I with ¢' € Lo (I), and let
f be bounded and measurable on I = (a,b) such that ¢c; < f(t) < ¢y fort € I. Then

(Ostrowski, (1970)) T(f,9)| < ( —c)lg'llz
and, the improved result,

b—a
(Lupas, (1973)) T 9)l < 5= (2 =) llg'llz
where

|g'||2—< /| |dt>

Theorem 8. Let f : I C R — R be a differentiable mapping on I and let a,b el
with a < b. Further, let f' € Li[a,b] and d < f'(z) < D, Vx € [a,b]. Then, the
following inequality holds.

am | [ roa-o-ola-vsw e () 1w+ (1) ro)}
+(b—a)(1-2y) <x“;b> s‘
< M(bfa)

8
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where S = W and vy € [0,1].

a

Proof. Let K (x,t) be as given by (4.5) and counsider the interval [a,z]. Let di <
f'(t) < D; for t € [a,z]. Then, from Theorem 4,

|Tho) (£, K)| < =2

(Dl - dl) )
since

sup |K'(z,t)] =1, as K' = 1.
t€la,r]

Let do < f'(t) < Ds for t € (x,b]. Then, in a similar fashion
b—x
"I(I,b] (f/7K)‘ < T (DQ — dg) .

Now, using the triangle inequality readily produces

T (FLE)] < (x;a) (D1 —di) + (b;x) (D2 — da)
< tepy).
Thus, from (4.7) and (4.5),
|Tia) (fs K)
b
- bia/aK(:C,t)f/(t)dtﬂQ’y)(xa;_b>s|
< b;a(D—d).

Using identity (4.4) readily produces (4.11), and the theorem is proved. I

Remark 11. On each of the intervals [a,x] and (x,b]
sup [k (8)] = 1= K],
tel

where k (t) = K (x,t). Thus, using Theorem 6 is superior to using either of the two
results of Theorem 7.

Remark 12. The bound obtained by (4.11) is uniform. The bound given by (4.3)

, D—d 2
CLTH’ and v = %7 producing D—d) (b—a)”.

attains its sharpest bound when x = 3

Thus, the current bound is better for b—a > 1 and for all x.
Remark 13. If Theorem 6 is used and T (K, f') is considered, then a result similar

to (4.3) would be obtained with 272 being replaced by %. This will not be
investigated further since the second derivative is involved, thus placing it outside
the scope of the present paper.

The following result shall be termed as a premature Griss inequality in that
the proof of the Griiss inequality is not taken to its final conclusion but is stopped
prematurely.

Theorem 9. Let f, g be integrable functions defined on [a,b], and letd < g (t) < D.
Then

(4.12) T (f, ) < 24

2

N|=

[Z(,0)2,
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where
(4.13) T(f, f) =M [f2] - [ ()
with
b
(4.14) m(f)= ;o [ Fd

and % is the best possible constant.
Proof. The proof follows that of the Griiss inequality as given in [16, p. 296]. The
identity

b b
(4.15) s<f,g>=2(bia)2 / / (F (1) = £ () (g (£) — g (r)) dtdr

may easily be shown to be valid.
Now, applying the Cauchy-Schwartz-Buniakowsky integral inequality for double
integrals, we have, on denoting the right hand side of (4.15) by %5 (f,9),

Therefore, from (4.15)
(4.16) T (f9) <T(1) T(g.9)-
Now,
(4.17) T(9,9)
1 b
— (D= D) D) - [ (D9 ®) ) - D
< (D-M(g)) M(g) —d)

since d < g (t) < D.
In addition, using the elementary inequality for any real numbers p and g,

2
pP+yq
< (£ 4
pg = ( 5 ) )
we have, from (4.17),

(4.18) T(9,9) < (DQ_d>2-

Combining (4.18) and (4.16), the results (4.12 — 4.14) are obtained and the the-
orem is proved. To prove the sharpness of (4.12) simply take f(t) = g(¢t) =

sgn(t—%rb). [ |

Remark 14. To prove (4.1), the bound (C;C)z for T(f, f) would be obtained in
a similar fashion to that of ¥ (g,g), and hence the term premature.
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Theorem 10. Let the conditions be as in Theorem 5. The following sharper in-
equality holds:

(4.19)

Crwa-o-ofa-nre e (L) 1@
4 (lb’:Df(b)H—(b—a)u—m) @-“3”)5‘
< (DQ\/gd)(ba){<b2a)2 i+3(7;)2

(- i)

where S = W, the secant slope.

Proof. The proof of the current theorem follows along similar lines to that of The-
orem 5 with the exception that a premature Griiss theorem (Theorem 6) is used.
From the identity (4.4) the function K (x,t) is known and it is as given by (4.5).
Thus, applying the premature Griiss theorem (Theorem 6) to the mappings K (x, )
and f’ () we obtain

1 b 1 b 1 b
[ I —_— — - — /
w/a K (a,0) f (8) dt bia/a K (2,1) dt bia/a £ (1) dt
< b-d. /Kthdt ( /thdt)
2 b—a

Now, from (4.5),

bia/ng(wyt)dt
¥ b
- bia{/ [t‘(”“(l—’y)a)]zdw/[t—(vx+(1—v)b)}2dt}

1 (I=7)(z—a) v(b—x)
= / uzdu+/ v2dv
b—a | Joy@-a) —(1—7)(b=2)

- s [P e s

The well-known identity
X+Y\? (XY 2
2 2

(4.20)

(4.21) X34 Y3=(X+Y)

may be utilized to give

7a/ K2 (z,t)dt 2 2
SICICORNEES

(4.22)

b
1
3
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Thus, using the fact that

b — a

the secant slope together with (4.7) and (4.22) gives, from (4.20) :
1

b_a/abm%t)f’(t)dt—<1—2v>(x_“;b)s’

BRI COICo R Ce
(-5

_ (l;\;gd){(b;af jx”@‘éﬂ
(-5 - (-0

The term in the braces is, of course, positive since b > a,~y € [0,1],z € [a,b] and

i, <v;>2’y(lv)-

Utilizing the identity (4.4) in (4.23) produces the result (4.19). Thus, the theorem
is proved. 1

(4.23)

IN

y

Corollary 6. Let the conditions be as in Theorem 5. Then the following inequality
holds for all x € [a,b],

b 1
(4.24) / F)dt =S [(b—a) f(z)+(x—a)f(a)+(b—2z)f )

SRS (S

Proof. The result (4.24) is readily obtained from (4.19) by substituting v = 1.

1
2

Corollary 7. Let the conditions be as in Theorem 5. Then the following inequality
holds for all vy € [0, 1]

/abfu)dt—(b—a){(l—”)f(a;b> +2[f(a)+f(b)]}|
= 43

1 1 2132

LY v

i (7 2>]
a+b

Proof. Taking = %32 in (4.19) together with a minor rearrangement gives (4.25) . I

=2

(4.25)

(D=d) )y

Remark 15. Result (4.19) is sharper than result (4.3) since the premature Griiss
theorem is sharper than the Griiss theorem utilized to obtain (4.3).
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Remark 16. Substituting v = 0 into (4.19) gives an adjusted Ostrowski type rule,

namely
[f(t)dt—(b—a) [fm—(x—“‘;b)sHs B 0-,

This is a uniform bound which does not depend on the value of x. Thus, a mid-
point rule would have the same bound as evaluating the function at any x € [a,b]
together with an adjustment factor. Evaluation of the above result at x = a orx = b
produces the standard trapezoidal rule.

Remark 17. Taking v =1 in (4.19) gives
/abf(t)dt—(b—a) Kﬁ:Z)f(a” (Z:z)f(bwr (x— a;b> S}
_ (-4

S 4B

(b—a)®.

That is, using the fact that S = W, the trapezoidal rule,
b
b—a (D — d) 2
_ < _
[ roa-"F @ e < S o0,

is recovered.

Remark 18. The sharpest bounds for (4.24) and (4.25) are at x = 2£2 and v = %
respectively. This result can be obtained directly from (4.19) by taking x and v at
the mid-point, giving the best quadrature rule of this type as

a2 () 2520)

(D —d)
<7

Ifv= % is taken in (4.25), then a Simpson type rule is obtained, giving

(4.26) (b—a)®.

<

fron-t5ef(s32) - £220)

This bound is worse than the optimal rule (4.26) by a relative amount of (% — 1)

which is approzimately 15.5%. Computationally, the quadrature rule (4.26) is just
as easy to apply as Simpson’s rule since the only difference is the weights.

Remark 19. The bound in (4.26) is % times better than that in (4.10). That is,

the bound in (4.10) is worse than that in (4.26) by a relative amount of (1 - %) .

The optimal quadrature rule of this section will now be applied from (4.26) and
it will be denoted by A,.

Theorem 11. Let f: I CR — R be a differentiable mapping in I (the interior of
I) and let a,b €I with b > a. Let f' € Ly[a,b] and d < f'(z) < D,Vz € [a,b].
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Further, let I, be any partition of [a,b] such that I, : a =z < 1 < ... < Tp—1 <
T, = b. Then we have

b
/f@Mw=%Uﬂm+Rﬂﬁh)

where
1 s €Z; €Zr; 1 -
Ao (fiIn) = 5 D> Iuf <+2“) 1 Z (2:2) + f (wi1)],
i=0 i=0
and
(D—d)
IR (f, In)| < h;
8\/§ =0
(D—d) 4
< 873 nv* (h)

with v (h) = max;—o,._ n—1 M.

Proof. Applying inequality (4.26) on the interval [x;, ;1] for i =0,1,...,n — 1 we

have
Tit1 h; Ti+ Tit1 (D N d)

where h; = ;401 —
Summing over ¢ for i =0 to n — 1 gives A, (f,I,) and |R, (f, I,)|- 1

Corollary 8. Let the conditions of Theorem 11 hold. In addition, let I, be the
equidistant partition of [a,b], I, : ©; = a + ( ) 1,1 =20,1,...,n then

(D —d) (b—a)’
A, (f, 1) < w —.

Proof. From Theorem 11 with h; = b*T“ for all ¢ such that

(b;a)z _ (1;\;;) (b —na)2

(D —d)
8\/§ =0

and hence the result is proved. i

\ghs

|Ro (f, In)| <

Remark 20. If we wish to gpproximate the integral f: f (z) dz using the quadrature
rule A, (f, I) of Corollary 8 with an accuracy of € > 0, then we need ne € N points
for the equispaced partition I, where

(D —d)(b—a)’
ne = [m

where [x] denotes the integer part of x.

+1

It should further be noted that the application of Corollary 8, in practice, is costly
as it stands. The following corollary is more appropriate as it is more efficient.
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Corollary 9. Let the conditions of Theorem 11 hold and let Izm be the equidistant
partition of [a,b], Iy : ; = a+ih, i =0,1,...,2m with h = 2— Then
2m 1

_D-d( 2
/f do = 1 (20) + ] (w2m)] - Zf <D-db-g)

Proof. From Theorem 11

m— m—1
Ao (f, Iom) = g ;0 (z2i41) + % ; (z2:) + [ (22341) ]
since
(’“; I (204 1) = maies.
Now,
m—1 m—2

m—1
Z (z21) + f (T241))] = f(20) + f (z2m) + Zf (z2:) Zf(xZ(i—H))
1=0 i=1

= f(x0)+f me Z 3721 .

Thus
h h 2m—1
Ao (fTam) = 7 [f (o) + f (@am)] + 5 D (i),
i=1
where h = Tn?
Further, from Theorem 11 with h; = b_—a fori=0,1,....,2m — 1,
X b-a D—d(b—a)’
R, (f, Iam)| < = - )
1By (£ Ta)] < 2 Z( ) =Dgbs

=0
The corollary is thus proved. i

5. A GENERALIZED OSTROWSKI-GRUSS INEQUALITY VIA A NEW IDENTITY

Traditionally, the Griiss inequality was effectively obtained by seeking a bound
on T2 (f,g) via a double integral identity and the Cauchy-Schwartz-Buniakowsky
integral inequality to reduce the problem down to obtaining bounds for ¥ (f, f).

Recently, Dragomir and McAndrew [11] have obtained bounds on ¥ (f,g) as
defined in (4.2), where f and g are integrable, by using the identity

b

6.) T = [ 10— Mg () - M) .
Hence
52 < [0 - M) 60 - M)

In particular, they apply the inequality when one of the functions is known and so
effectively (although not explicitly stated) use

(53)  |T(fa)l < swp lg(t)— / (&) — ()] dt,

t€la,b]



18 P. CERONE AND S. S. DRAGOMIR

where f is known.

Theorem 12. Let f : I C R — R be a differentiable mapping in I and let a,b el
with a < b. Furthermore, let f" € Ly [a,b] and d < f'(z) < D, Vz € [a,b]. Then
the following inequality holds:

[roa-o-ala-vsw (=) i@+ (1=2) ro)}
+(b—a)(1—2) (x—a;—b> S‘

< {D_d ’S_CH'QD}](%I)

(5.4)

2
S (D_d)‘[(’%x)a
where
b
(5.5) I(v,x):/ K (2.1) — (1—29) (z—“;l’)‘dt,
Jt=(yzx+(1-7)a),t<z
(5.6) KW”{ ot (L-m)b). t> 0
76[071],
and
~f(b) = f(a)
5= 1011,

Proof. Applying (5.3) on the mappings K (z,-) and f’(-) gives
(5.7)

(b—a)|T(K, f)| < sup 1 (t dt.

t€la,b]

K (z,t) —/Kxu)du

Now,

D D
max {D — 8,5 — d}—2d+‘5—d+

2
and, from (4.7),

I b
b_a/a K(x,u)du(l?y)(:ca;r >

and so

/ab K (2,1) - () du| dt = T (v, ).
Hence,
(5.8) T (Kf)|<[DQd+‘Sd+2D}I(’y,x).

Furthermore, using identity (4.4), (5.8) and the fact that S = 72— f: 1 (t)dt, (5.4)
results and the first part of the theorem is proved. Taking S = d or D provides the
upper bound given by the second inequality. I
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We now wish to determine a closed form expression for I (y,x) as given by (5.5)
where K (z,t) is from (5.6).
Now, I (,z) may be written as

x b
(5.9) o) = [ f-o@ldt+ [ - v@ld
where
(610) 6@ =(1-r+p- Tl v =1 trat ol

In (5.9),1let (b—a)u=t—¢(z) and (b—a)v =t — ¢ (), such that

G1) 1) =b-a) /1b¢21)| a +/bbw?)| a
. v, x) = a e u| du e v|dvp.

To simplify the problem it is worthwhile to parameterize the partitioning of the
interval [a, b]. To that end let

z=06b+(1—0)a, 6 €[0,1]

so that
(5.12) (5:2:__2,1—622:zandm—a2+b:(b_a)<5_;>.
Now, from (5.10)
ow 552 = (557) ()
= %—5—7(1—5)
= (1-9) [1—2(117)—5}7
o0 e (i),
= 3-(-d)y
(3]
(5.15) %ﬂ)ém) _ 7<2:Z>;
- 75_%

I
2
| —|
(%
|
Do
4‘”
_ 1
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and
b— ¢ (2) (43* =) z—a
.1 p—
(5.16) b—a b—a 7 b—a
1

1
= (1- — =9 .
4= [2(1 =) }
Thus, (5.11) becomes, for z = éb+ (1 — J) a, on using (5.13) — (5.16),

(5.17) I(v,2) = J (7,8) = (b= a)* [J1 (,6) + J2 (7,0)],
where

ofo-(1-2)]
(5.18) J1(,96) = |u| du

17 /(1—7)[1—M—5]

and

(=[5t -]
(5.19) Ja (7,6) [v| dv.

! /w[a—m

It should be noted that
']2(7’6) = Jl (I_Vvl_é)
and

(5.20) Ji(7,0) = J2 (1 —7,1-9),

so that only one of (5.18) or (5.19) need be evaluated explicitly and the other may

be obtained in terms of it.

We shall consider Js (7, d) in some detail. There are three possibilities to con-
sider. The limits in (5.19) are either both negative, one negative and one positive,
or are both positive. We note that the top limit is always greater than the bottom

since 3 — (1 —7)8 >0 — 3.
Thus, over the three different regions we have:

(1= |55 -9 1 1
Ls-2] —udv, ) <0< %
S —
Ja(v,6) = ff[é ]—vdv+f0 ke ]vdv, < 55, 6 < 5=y
(1_7)[2(177) 5]
f,y 5,L] Ud’U, < 0 < 57—
2y

2 2
%w—a—e—www},mW<a«f

|
= -G -0-m8)7], i<k b< i
|

2 2
3|(z-1-79) —(75—%)}7 37 <9 < ar-
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Now, using the result ngw =2 (X —Y) (X +Y)and (2.5), the above expressions
may be simplified to give

_(1_5)(7_%)5> 2(1 7) <5<*
a2 2

(5.21) Jr(,6) =< (52)" +(v—1) 5%, 6 < 277 6 < 2(1 )
(1-6)(v—13)9, 37 <0< 5p

Further, using (5.20), an expression for .J; (7,6) may be readily obtained from
(5.21) to give

—0(3=7)(1-9), L= gy <0<1-g5
(5.22) L) =4 8 +(E-1)"1-07 §>1-4 6>1- 57
§(3—-v)1-9), 15 <0<1— g

For an explicit evaluation of I (y,x), (5.17) needs to be determined. This involves
the addition of Ji (v,6) and Js (v, 9) . This may best be accomplished by reference
to a diagram Figure 5.1 shows five regions on the yd—plane defined by the curves

5:2(17 0=5-,0=1~- 27,6:172(1 7),where*ny vy=1,0=0,0=1
define the out51de boundary The regions are defined as follows
. 1 1 1
A: §>m, 6<5, 5>1_ﬁ’ 0>1-— (17)
. 1 1 1.
B 6>ﬂ, 5<m, 6>175, 6>17m,
(5.23) C: §<z7ts, 0<o §<1—+ §>1— L~
: 2(1—7)° 27’ 27’ 2(1—7)”
. 1 1 1
D. 6<ﬂ’ 6<m7 6<17m7 6>175’
and
) 1 1 1 1
E: (5<m, 5<Z, (5<1—ﬂ7 (5>1—m.

It is important to note that the first two inequalities in each of the regions define
the contributions from Js (7,d) and the second two, that of J; (v,d). Thus using
(5.21) — (5.23), (5.17) is given by

(=5 =0 [(r=5) (1-5) -] +

(V== [(r-3A=8++(2)°* on B

)2 on A

N

(=Pelr-Ho-1-0]+ (159" o D

[+ 0~ on
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FiGure 5.1. Diagram showing regions of validity for (‘2(_7(;;)2 as
given by (5.23) and (5.24), as well as its contours.

Remark 21. We may now proceed in one of two ways. One approach is to trans-
form to an expression involving x, thus giving I (y,z), and so (5.4) may be used.
The second approach is to work in terms of § so that Theorem 12 would be converted
to an expression involving §. We will take a modification of the first approach. Once
a particular value «y is determined which dictates the type of rule § is transformed
in terms of x using the relation J (,0) = I (v,x), where § = {==.

Remark 22. Tuaking different values of v will produce bounds for various inequal-
1ties.

For v =0, then from Figure 5.1 it may be seen that we are on the left boundary of
region A and D and obtain, from (5.24) , a uniform bound independent of 4,

_(b-a)’
J(0,0) = 1
Thus, from (5.4) , a perturbed Ostrowski inequality is obtained on noting from (5.17)
that I (v, x) = J (v,90),
b a+b
(5.25) / Ft)dt—(b—a) {f(@-(:c— : )s}
(b—a) [D—d d+D
< -7 |22 i
< 1 5 +|9 5

For v =1, it may be noticed from Figure 5.1 that we are now on the right boundary
of B and D so that from (5.24), a uniform bound independent of & is obtained viz.,

(b-a)*

J(1,8) = 2
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Thus, from (5.4), a perturbed generalized trapezoidal inequality is obtained, namely

| ool (2) - (-5

(b—a)? {D—d ‘ d+D}

= 4 2 5_2

(5.26)

Taking x = C‘T*'b reproduces the result of Dragomir and McAndrew [11]. Again, it
may be noticed that the above result is a uniform bound for any x € [a,b] .

Corollary 10. Let the conditions of f be as in Theorem12. Then the following
inequality holds for any x € [a,b] :

(5.27) [ r0a-3o-0s@ @0 @ o270l
I [y
where § = 10=1@)

—a
Proof. Letting v =

noting that [ (i,x)
+b
0.2 . I

in (5.4) readily produces the result (5.27) from (5.24),
J(3,6) =t [%Jr((sf%)ﬂ where (b—a) (6 — 1) =2 —

1
2

Corollary 11. Let the conditions of f be as in Theorem 12. Then the following
inequality holds for any v € [0,1] :

/abf(wdt—(b—a){(l—”)f(a;b> +g[f(a)+f(b)]}|

(b—a)® |1 1\?| [D-d d+D
< z R T I e e |
= 1 17072 2 2
Proof. Letting x = “£% in (5.4) produces the result (5.28) from (5.24) on noting
I(v, ) =J (v, %) = (b-a)® 4a) [i + (v- %)2} in region E. I

(5.28)

Remark 23. Taking x = “£2 in (5.27) or v = % in (5.28) is equivalent to taking

both these values in (5.4) . Thzs produces the sharpest bound in this class, giving

a+b 1
(5.20) /f el ( >+2[f(a)+f(b)]}
(b—a)’> [D—d +ls d+D
- 16 2 2
For the bound, it is equivalent to takmg the point (2, é) in region E from (5.24)
and Figure 5.1, thus giving J (2, 2) = ==. For a Simpson type rule, taking the point
(37 %) in region E from (5.24), and Fzgure 5.1 gives J (37 2) = Tlﬁ + ﬁ which is

a coarser bound than J (2, %) at which the minimum occurs (the centre point in
Figure 5.1).
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Remark 24. It should be noted that the best bound possible with the premature
Griiss is given by (4.26). This may be compared with the current bound (5.29) . Now,

(5.29) is computationally more expensive, but even the worst bound,

in (5.29) is better than that of (4.26) .

(= (p _ q)

16

Remark 25. A generalized Simpson type rule may be obtained by taking v = % for

unprescribed x. Thus, from (5.24),

1-8§ 1456 5\2 3
TR (3) f<a<t

) 5 2
(5.30) U= SR8 t<o<d,

— _s5\2
562804 (158)” g<o<t

and so from (5.4) :

san | [ rwa- 50 e (0 s+ (522) 10)
+b;a<x—“;b)5
BTN )
where
1(;z>_4bafj<éj>
with
b=

That s, from (5.30),

b—z) [(b—a)+5(x—a —_a\2 _
(6)[( )6( )]_i_(%)’ %<alr):a

A
8
d

[(552)" + (o= =57

r—a —a)—o(xr—a —T 2 r—a
"LT'G(Z) )65( )+(bT) , 0< b—a

=

~
N
W
8
~~_
I
&l

N
NI

1
<1

Remark 26. It may have been noticed from Figure 5.1 or, for that matter, directly
from (5.24). Replacing 1 — 6 by § in A and B would give the regions D and C
respectively. Also, replacing 1 —~ by v in B and C would give the regions A and D
respectively. Thus, it would have been possible to investigate the region % <~v<1
and % < § <1 since we may readily transform any point (7’,5') in the yé—plane
to one in this region. Thus, only the regions B and E* would need to be analyzed

where for % <7,6 <1,

1
B:6>—,
2y
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and
1
E*:0 < —.
2y
This approach was not followed since we were more interested in evaluation along
lines perpendicular to the azes.

Remark 27. For practical implementation of the above in numerical integration
it would be expensive to calculate the bounds as given. However, instead of % +
’S — #| being used, the coarser bound of D — d may be more suitable.

The optimal quadrature rule of this section will now be applied from (5.29) and
it will be denoted by Aj.

Theorem 13. Let f: I C R — R be a differentiable mapping on I (the interior of
I) and let a,b €l with b > a. Let f' € Ly [a,b] and d < f'(z) < D, Vz € [a,b]. In
addition, let I, be a partition of [a,b] such that I, : a = ¢ < 1 < ... < Tp—1 <
T, = b. Then we have

b
/ J(@)de = Ao (f, 1) + Ro (/. 1),

where
1 T+ 1
I cp [ 2T il - , ) ,
Ao (f 1n) = 5 ;hzf( 5 ) +7 ;h [f () + f (@ig1)]
and
D _dn—l 1 n—1
[Ro (f, In)] < 3722}%24—1762}”%
i=0 i=0
D—d& D-d
< == R i 2
= T & s ( 16 > v (h),
1=0
where
oi = |f (vig1) — f (@) — hi (d+ D)|
and

v(h)= max h;.

i=0,...,n—1

Proof. Applying inequality (5.29) on the interval [z;,x;11] for i = 0,....,n — 1 we

have
Tit1 hz T+ x;
/ f(t)dt - T {Qf <2+1> + f (i) + f(%‘ﬂ)}‘
hi [D—d s - d+ D
= 16 2 3 2 k)
where
S; = f@i) = ] (1:1;), hi =it — ;.
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Summing over i for i = 0,1,....,n — 1 gives Ao (f,I,) and the first bound for

Now, consider the right hand side of the inequality above. Then

h2 [D—d d+ D[] _ h2
16[ SR R H_IG(D 9
since
d+D|_D-d
S —— < 2=
2 |- 2

Summing over i produces the last two upper bounds for the error. |

Corollary 12. Let the conditions of Theorem 13 hold. Also, let Igm be the equidis-

tant partition of [a,b], Iom : ; = a+th, i =0,1,...,2m with h = . Then
p, 2l 2
h d (b—a)
d - m - 2 S
x [f (zo0) + f (22 E f () -

Proof. From Theorem 13 with h; = 3% for all ¢ and using the expression for
Ao (f, I,,) as given in Corollary 9 produces the desired result. i

Remark 28. If we wish to approximate the integral f:f(t) dt using the above
quadrature rule in Corollary 12, with an accuracy of € > 0, then we need 2m, € N
points for the equispaced partition I,

me Z lM(ba)2‘| +17

32 €

where [z] denotes the integer part of x € R.

6. INEQUALITIES FOR WHICH THE FIRST DERIVATIVE BELONGS TO L [a, b]

In this section we discuss the situation in which f’ € L [a, b] which is a linear
space of all absolutely integrable functions on [a, b] . We use the usual norm notation

|-l where, we recall, ||g||, := f lg (s)|ds, g € L1 ]a,b].

Theorem 14. Let f: I C R — R be a differentiable mapping on I (the interior of
I) and a,b €I are such that b > a. If f' € Ly [a,b], then the following inequality
holds for all x € [a,b], a(x) € [a,z] and (B (x) € [z,b],

t)dt = (6 (z) — a(z)) f () + (a(x) —a) f(a) + (b= (x)) f (V)]

I, [b—a a+x z+0b
< 21{2 +‘a(a:)— 5 +‘6(x)— 5 ‘
b b
+‘x—“; +’a()—“;x —’ﬁ(:@— = }
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Proof. Let K (z,t) be as defined in (2.2). An integration by parts produces the
identity as given by (2.3). Thus, from (2.3),

b
(6.2) / f@)di —[(B(x) —a(x)) f(z) + (a(x) —a) f(a) + (b= B (x)) f (b))

/bK(x,t)f’(t)dt.

Now, using (2.2),

b
(6.3) /K(az,t)f’(t)dt
T b
< /|t—a<x>||f’<t>|dt+/ [t — 6 (@) |f (1)) dt
a(z) T
:/ (a(ar)—t)lf’(t)ldt+/ (t—a (@) |f (1)) dt
a a(z)
B(x) b
x)—t)|f ()| dt t— Gz " ()| dt
+/I (B(x) - 1) |/ (1) */@( B(@)|f (1)
a(zx) T
< (a(x)—a "Oldt + (x — a(z "(t)| dt
< (o) >/a (@) dt + ( <>>/m)|f<>|
B(x) b
z)—zx ")) dt+ (b— B (x ") dt
(B () >/m (0] dt+ ﬁ())/ﬂ(z)If()l
< M@
where
M (z) = max {M; (z), Ms (z)}
with
M (z) = max{a(z) —a,xz — a(x)}
and

M; (x) = max {3 (z) —z,b— ()} .
The well-known identity

X+Y |X-Y
X, Y} =
max {X,Y} 5 ‘ 5
may be used to give
r—a a+x
M) = 50 ) -
and
b—z x+b
Ma(a) = 55 4o o) - T3
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Thus, using the identity again gives
M M. M — M.
M(z) = 1 () + 2(I)+’ 1 (z) — M; ()

(6.4) . 5

1(b—a a+x
- 2{ 2 +%“@_ 2
_a+b

+’ﬁ(m)—x+b‘

2
at) - 5~ [s - 12|}

On substituting (6.4) into (6.3) and using (6.2), result (6.1) is produced and thus
the theorem is proved. §

+

+‘m

Corollary 13. Let f satisfy the conditions of Theorem 14. Then « (x) = a+7“" and

B (z) = Y= give the best bound for any x € [a,b] and so
b b— — b—
[ rwa- ;ﬂﬂm+(fj)ﬂw+(bj)ﬂﬂ’
'l [b—a a+b
521[2+P‘ 2‘]

Proof. From (6.1) the minimal value each of the moduli can take is zero. Hence
the result. |

(6.5)

Remark 29. An even tighter bound may be obtained from (8.5) if x is taken to be
at the mid-point giving

/abf(t)dt—b;a {f (a—;—b)_ﬁ_f(a)—;—f(b)}

This result corresponds to the average of a mid-point and trapezoidal quadrature
rule for which f’' € Ly [a,b].

Theorem 15. Let f satisfy the conditions as stated in Theorem 18. Then the
following inequality holds for any v € [0,1] and z € [a,b] :

b— /
(6.6) < 4GWHy

b
(6.7) L/f@ﬁ%—w—w{ﬂ—wf@)

+ 7 [(i:j)ﬂa)* (23)“[’)”‘
< W[5+ p-gl] 50 -5

Proof. Let a(x) and () be as in (2.11) . Then,
flr) —a(@)=01-7)(0b-a),

a(r)—a=y(r—a)),

b—p(z)=~(b-2),
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and
z+0b 1
8- "5 == (1-3) b-a).
Now,
b—a a+x x+0b
R IR
1 1
= 0= |3+
and
a+b a-+zx r+b
@ - - - 25
a+b 1 1
= o=t h-gle-a-|-3l0-2
a+b 1 a+b
A T
_ _a+b _1+ 1
I R PR L

Substitution of the above results into (6.1) gives (6.7), thus proving the theorem.

Remark 30. If v = 1 in (6.7) then a(z) = “E% and B(z) = 22 and so result
(6.5) is rightly recovered. The best quadrature rule of this type is given by (6.6) which
is obtained by taking the optimal v and x values at their respective mid-points of%

and “£b in (6.7).

Remark 31. Taking v = 0 in (6.7) gives Ostrowski’s inequality for ' € Ly [a,b]
as obtained by Dragomir and Wang [1]. If v = 1 in (6.7), then a generalized
trapezoidal rule is obtained for which the best bound occurs when x = “T'H’ giving
the classical trapezoidal type rule for functions f’' € Ly [a,b].

Corollary 14. Let f satisfy the conditions as stated in Theorem 14. Then the
following inequality holds for v € [0,1] :

/abf(t)dt(ba){(lV)f(a;rb>+g[f(a)+f(b)]}|
<|th;aﬁ+b—iu'

Proof. Simply evaluating (8.7) at = “TH’ gives (6.8). I

(6.8)

Remark 32. Taking v = 0 and 1 into (8.8) gives the mid-point and trapezoidal
type rules respectively.

Remark 33. Taking v = % in (6.8) gives the optimal quadrature rule shown in
(6.6) . Placing v = % gwes a Simpson type rule with an error bound of || f'||, - b_?“.

Thus, a Simpson type rule is relatively worse (by % ) when compared with the optimal
rule (6.6) . In addition, the optimal rule is just as easy to implement as the Simpson
rule. All that is different are the weights.
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The following results investigate the implementation of the above inequalities to
numerical integration.

Theorem 16. For any a,b € R with a < b let f : (a,b) — R be a differentiable
mapping. Let f' € Ly [a,b], then, for any partition I, :a =20 < 21 < ... < Tp_1 <
Tn = b of [a,b] and any intermediate point vector & = (507517 ...,§n_1) such that
& € lxi,wip] fori=0,1,...,n — 1, we have, for v € [0,1],

(6.9)

b
/ f(.T)d$—AC(f,In,f)'

1 1 hz $i+$i+1
! - - 2 oo Al
S [2 + ‘7 2 ]0<Izn<a;(1{ 2 | 2 }
1 1
< W[+ o

where h; = ;41 — x;, v (h) = maxo<i<n—1 by and Ac (f, In,§) is given by

n—1
Ac(f10,6) = (=9 hif (&)
i=0

+7 Z_: (& — i) f (@) + z_: (@it1 — &) [ (@ig1)
i=0 =0

Proof. Applying inequality (6.7) on the interval [x;, x;11] for i = 0,1,...,n — 1 we

have:
Tit1
/ f(z)dx

i

{0 =) &) hi +7[(§; — i) f (i) + (w1 — &) f (Tir1)]}

1 1 h; Ti+ Tit1 e
< |z = B fe, Tt ,
< 5P gf| o 5+ ]/ 7 (@) do

2
Summing the above inequality, we have (6.9) . Furthermore, observe that

Tt T

hi
2 2

&

<

for i =0,1,...,n — 1. Therefore,

T+ Ty
2

max = +
0<i<n—1| 2

&

} < max h; =v(h)

~ 0<i<n—1

and hence the theorem is proved. I
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Remark 34. The coefficient of the vy term in A. (f, I,,§) may be simplified to give

z:; (& — i) f (i) + nz:é (@ip1 — &) f (ig1)
- nz_ég [f () — f (@i1)] + n;l [@it1 f (@it1) — 2 f (@)
= 21 (& = &i-1) [ (@) +&of (a) = &1 f (b) +0f (b) — af (a)
= 2_;1 (& —&im1) f (@) + (&g —a) f(a) + (b —&,y) F (D).

This version has the advantage in that the number of function evaluations is mini-
mized. Thus,

(6.10)  A.(f. 1n,6) = (1—7) Z_: hi f (51) + {z_: (§z - 51—1) I (z4)
i=0

o) @+ (b0 1) F )

Corollary 15. Let a,b € R with a < b and the mapping f : (a,b) — R be differen-
tiable. Further, let f' € Ly [a,b]. Then, for any partition I, : a = 29 < 1 < ... <
Tp—1 < xp =b of [a,b] we have for any 0 < v <1,

b
(6.11) / F(@)de = Ay (F.1) + R (/. 1)

where

A (f,I,)=01—~v th<xz+xl+1) ;’Z_% (i) + f (@it1)],

=0

and

N O e |10}
2 2 2
Proof. The proof is straightforward. We either start with Corollary 14 and follow
the procedure of Theorem 16, or we can take the easier option of placing &; =
L;‘“ in Theorem 16 to immediately produce the result. i

Remark 35. The quadrature rule given by (6.11) is a composite mid-point and
trapezoidal rule with v determining the relative weighting of the two. The optimal
rule is obtained when the composition is a straightforward average which is obtained
by taking v = %

Corollary 16. Let the conditions of Corollary 15 hold, taking in particular v = %
and the partition to be equidistant so that Isy, @ ©; = a + th,t = 0,1,...,2m with
h =22 Then

b
(6.12) / fx)de = A, (f, Iom) + Ro (f, Iom)
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where

P

Ao (f7 IZm) =

2m—1
[f(a)+f(b)+2 > f@-)}
=1

and

m

Ry (1)) < 0 (222,

Proof. From Corollary 15, let a subscript of o signify the optimal quadrature rule
obtained when v = % and so

he= i+ Tai h'e=
Ao (f>I2m :5 Z (ZHM> Z Z 5521 +f x2(1+1))]

where
Toi + Ta(; .
%M :a+h(22+1) = T2i+1-
Now
m—1 m—2

m—1
Z (z21) + f (T241))] = f(z0) + f (z2m) + Zf T2;) Zf(x2(i+1)>
1=0 =1

= f(xo) + f (w2m) Z (x2:) .

Thus,

|

Ao (f7 IQm) - [f (330) + f (me)]

m—1
[Zf T2i+1 +Zf T2;)

2m—1
[f (z0) + f (z2m) +2 ) f(xi)l :

i=1

|

Further, from Corollary 15 with h; = "Q_—m‘l fori=0,1,...,2m and v = % we obtain

and hence the corollary is proved. i

Remark 36. If we wish to approximate the integral ff f(t) dt using the quadrature
rule Ao (f, Iom) and (6.12) with an accuracy of € > 0, then we need 2m. € N points
for the equispaced partition Is,, where

o> [ 0=

3

|

where [x] denotes the integer part of x € R.
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7. GRUSS-TYPE INEQUALITIES FOR FUNCTIONS WHOSE FIRST DERIVATIVE
BELONGS TO L [a,b]

The identity of Dragomir and McAndrew [11] as given by (5.1) will now be
utilized to obtain further inequalities. Define an operator o such that

(7.1) o(f)=f-m(f),
where M (f) = f

Then ( ) y be rltten as
(7.2) T(f,9)=%(a(f),0(9),
where

T(fr9) =M(fg) —M(f)M(g).

It may be noticed from (7.1) and (7.2) that M (o (f)) = M (o (g9)) = 0, so that
(7.2) may be written in the alternative form:

(7.3) M (fg) =M (f)M(g) =M (o (f)o(9)-

Theorem 17. Let f: I CR — R be a differentiable mapping on I (the interior of
1) and a,b €1 are such that b > a. If f' € Ly [a,b], then the following inequality
holds for all x € [a,b] and v € [0,1] :

/abf(t)dt—(b—a){(l—v)f(w)Jrv[(ﬁ:;)f(aw (=) ro)}
+(b—a)(1-2y) <x“;b> s‘
< o (00,

where

(75) 0 na) = sup | (at) — (1= 2) (2 - “52)
t€la,b] 2

K (x,t) is as given by (5.6) and S = M (f') with M (-) and o (-) as given by (7.1).
Proof. Applying (7.2) or (7.3) on the mappings K (z,-) and f’(-) gives

(7.4)

)

(7.6) T(K.f) = T(o (K)o (f)
= Mo (K)o (f).
Thus,
(7.7) (b—a) [T, ) < llo(f)]y sup |o (K]
te(a,b]
Now,
(7.8) 0(y,z) = sup |o(K)| = sup |K (z,t)—IM(K)|,
te(a,b] t€la,b]

where, from (4.7),

_a/Ka:u :(1_27)<m—a;b>.

Further, using identity (4.4), (7.7) and (7.8), the inequality (7.4) is derived and
the theorem is hence proved. i
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We now wish to obtain an explicit expression for 6 (v, z) as given by (7.5) . Using
(5.6) in (7.5) gives

(7.9) 0(v,z) = t;lpb] |k (1)1,
where

_ t—¢(x),t[a,x]
(7.10) k(x,t){ t— (@), te (0]

and ¢ (), ¢ (z) are as given by (5.10).
Therefore,

(7.11) 0(v,2) = max{la — ¢ (2)], |z — ¢ ()|, [z — ¢ (2)], b= ¥ (2)[}
since the extremum points from (7.9) and (7.10) are obtained at the ends of the
intervals as k (x,t) is piecewise linear.

The representation (7.11) may be explicit enough, but it is possible to proceed
further, as in section 5, by making the transformation

(7.12) x=08b+(1—0)a, 6 €[0,1].
Using (5.12) — (5.16) gives
(713)  0(y,z) = ©(,9)

5 —1(1-9)

) )

1
= (b—a)max{’2 —6—~v(1-9)
1
5 .
Now, the expressions in (7.13) can be either positive or negative depending on the

region A, B, ..., E as defined by (5.23) and depicted in Figure 5.1. The well known
result

76_ )

1
5—54"7(5)

X+Y 1
max {X,Y} = ;r + 51X -V

may be applied twice to give
(7.14) max {X,Y, Z, W}

B 1 X—&-Y—&-Z—&-W+ X-Y . Z-W

) 2 2 2

Jr} (X+Y)—-(Z24+W) XinZfW
2 2 2 2 ’

Taking heed of Remark 26 then, since we are now dealing with the maximum in
(7.13), that is, a point, then it is possible to investigate the regions B and Epg for
%g'y, (5§1WhereB:5>%andEB:5<%.

In region B, from (7.13),

(7.15) Op(y,9)
= (b—a)max{(l—’y)5+ (7_;>’75_ (v—;),w—;;—(l—vﬁ}

and associating these elements in order with those of (7.14) gives
X+Y = 6, X-Y=2v-1)(1-9)
Z+W = (2y-1)0, Z-W=—-(1-9).
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Thus, after some simplification,

@B 7 1
(7.16) m(775)—§+(1 ) (5 2)'
Similarly, in region Fp
GEB(/.}/’(S)
(b—aymax {(1- )0 +7— 296~ (v %) 2 =765 —(1-7)3
= a)max v Y 277 Y 2)9 Y ) Y

and again associating these elements in order with those of (7.14) gives
X+Y = 0, X-Y=(2y-1)(1-9)
Z+W 1-0, Z-W=(»1-2v)4.
Therefore, after some simplification, we obtain
Ops (v,0) _v—§6

1
(7.17) 2 100 7 +(1_7>‘5_2‘.
Now
(718) @A (73 5) = @B (1 -7 5)7 60 (’Yv 5) = 6B (77 1- 6)
and

©p (1,0) =0p(1—v,1-9).

Let E = F; U Ey where Ej represents the region of E for which v < % and
F represents the region of E for which v > % That is, £y = EF4 U Ep and

Ey = Ep U E¢ where Fj is the remainder of the square region containing region
k=AB,C,D.
Hence, using (7.16) — (7.18) in (7.13) gives

Ay (6-3) on A,
I+(1-9(@-3) on B,

3+(1-9)(3-9) on C,

O (v,d 2
- S 49(3-96) on D,
FAi-gl on By
I+(1-7)|6—3] on FEo.
Remark 37. It may be noticed that (7.19) may be simplified to give
1— 1 1
. o | = trli-zl vss
' b—a
and so, using the fact that (b— a ( ) =x— ‘%‘b in (7.20) gives,
(=) +rfe -], v<3
(7.21) 0(7,2) =

NI
S]
=2
+
—
\
2
EX
\
S]
+
>
2
Y%
N
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Thus the bound in Theorem 17, namely (7.5), is explicitly given by (7.21).

Remark 38. Tuaking different values if v will produce bounds for various inequali-
ties.

For v = 0 in (7.4) and (7.21), a perturbed Ostrowski type inequality is obtained
with a uniform bound. Namely,

/abf(t)dt—(b_a) {f(x)_ (w—a;rb> SH = b;aHJ(fl)”l'

For v =1 in (7.4) and (7.21) a generalized perturbed trapezoidal rule is obtained
with the same uniform bound viz.

pa- v [(i22) ro (220 (- 422)
)y -

Corollary 17. Let the conditions on f be as in Theorem 17. Then the following
inequality holds for any x € [a, b]

- 2

(7.22) dt—* (b—a)f(z)+(z—a)f(a)+(b—x)f ()]

—a

- 2[ . +]x— H lo (£,

Proof. Letting v = § in (7.4) and (7.21) readily produces the result.

a+b
2

Corollary 18. Let the conditions on f be as in Theorem 17. Then the following
inequality holds for any v € [0,1]

(7.23)

@i o-0 -2 (450) +;[f<a>+f<b>]}|

a

[\
=
2
v

[

Proof. Taking x = %% in (7.4) and (7.21) gives the result as stated. I

Remark 39. Taking T = “TH’ in (7.22) or v = 5 in (7.23) is equivalent to taking

both these in (7.4) and (7.21). This produces the sharpest bound in this case, giving

S (50 +§[f<a>+f<b>]}|

< %0 (-
A Simpson type rule is obtained from (7.23) if v = % is taken, giving a bound

consisting of b_Ta rather than the b% obtained above.



THREE POINT QUADRATURE RULES 37

A perturbed generalized Simpson type rule may be demonstrated directly from (7.4)
and its bound from (7.21) by taking v = % to give

[roa-"5 o+ (328) s

) (7))

1 a+b ,
< 3[p-ar - Yl

Remark 40. The numerical implementation of the inequalities obtained in the cur-
rent section will not be followed up since they follow those of Section 6. It may
be noticed that Corollaries 17 and 18 are similar to Corollaries 13 and 14 with
llo (f)y replacing ||f'||, - In a similar fashion, the implementation of the average
of the mid-point and trapezoidal rules as developed in Corollary 16 may similarly be
developed here with ||o (f')||, replacing ||f'||, . Each of these norms may be better
for differing functions f.

8. INEQUALITIES FOR WHICH THE FIRST DERIVATIVE BELONGS TO L, [a,}]
Theorem 18. Let f : [a,b] — R be a differentiable mapping on (a,b) and f' €
L, (a,b) where p > 1 and % + % = 1. Then the following inequality holds for all
v € [a,8],0(x) € [a,2] and 3 (2) € [2,b)],

b
s | [ 10d- (3@ - a@) @+ @) -0 f @+ 05 @) o)

< Ja@-a™ + @ - a@)™

+ (B =)™+ - 8@ @),

_(m—a)qH—F(b—x)QH% ,
< | o ]nfm

b—a\t ,

< o-a(255) 1,

where |||, = (J; |f' ()1 dt)”

Proof. Let K (x,t) be as defined by (2.2). Then an integration by parts of fab K (z,t) f' (t)dt
produces the identity as given by (2.3). Thus, from (2.3) :

(8.2) /fﬂww—Mﬁ@»—aw»fww+muo—@fmw+w—ﬁm»fwn

/bK(m,t) f()dt




38 P. CERONE AND S. S. DRAGOMIR

Now, by Holder’s inequality we have:

b 3
. ( / |K<x,t>|wt> 11,

b
(8.3) / K (x,t) f' (t)dt

Now, from (2.2),
b
/ |K (x,t)]|7 dt

a(z) T
/‘ H—M@Pﬁ+/ It — o ()] dt

a(z)

B(x) b
+/ Itﬁ(fﬂ)qu/ﬁ()ltﬂ(x)lth

/aa(i’) (a(z) —t)"dt + /x (t—a(x))?dt

B(x) b
+A (mm—wa+4mu—m@)w

Therefore,
b
(84)  (g+1) / K (. 0)]" dt
(0 (2) — )™ 1 (2 — a (@) + (B (z) — 2)™ 4 (b— 5 ()"

Thus, using (8.2), (8.3) and (8.4) gives the first inequality in (8.1).
Now, using the inequality

(8.5) (z—2)"+(y—2)"<(y-2)"

with z € [z,y] and n > 1, in (8.4) twice, taking z = « (x) and then z = 3 (z), we
have

(z—a) ™ + (b—z)*!

b
(8.6) (q+1)/ |K (z,t)|7 dt
(8.7) < (b—a)'!

IA

upon using (8.5) once more.
Hence, by utilizing (8.2), (8.3) with (8.6) and (8.7) we obtain the second bound
and the third inequality in (8.1). I

Corollary 19. Let the conditions on [ of Theorem 18 hold. Then «(x) = “'2“
and B (z) = Y52 give the best bound for any € [a,b] and so

/abf(t)dt—b;a {f(x)Jr(szj_Z)f(aH(Z_z)f(b)H

1 _ )9+l h— q+1 %
< 2[“ a  +(-2) ] 11, -

(8.8)

qg+1
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Proof. The inequality (8.5) produces an upper bound obtained with z = z or y.
For z € [z,y] and n > 1

(8.9) (z—x)"+(y—z)"22(y;x>n

where the lower bound is realized when z = % Thus a tighter bound than the
first inequality in (8.1) is obtained when, from (8.4) and using (8.9), a (z) = 5=

and B (z) = 2. Hence, (8.8) is obtained and the corollary is proved. I

Remark 41. The best inequality we may obtain from (8.8) results from utilizing

i ; _ atb
(8.9) again, giving, with x = *3=,

/abf(t)dt— b;a {f <a;b> +;[f(a)+f(b)]}’

(b—a) b—a\i ,
< 82228 1,

Motivated by Theorem 18 and Corollary 19 we now take a (x) and g (z) to be
convex combinations of the end points so that they are as defined in (2.11). The
following theorem then holds.

(8.10)

Theorem 19. Let f satisfy the conditions as stated in Theorem 18. Then the
following inequality holds for any v € [0,1] and z € [a,b] :

/abf(t)dt—(b—a){(l—v)f(wwv[(Z:Z)f(awr(Z:Df(b)ﬂ‘

< -yt % (@— )™+ (—2)""] g,

(8.11)

Proof. Using a(z) and (3 (z) as defined in (2.11), then
flr) —a(@)=010-7)(0b-a),

a(r)—a=y(r—-a),
b—p(x)=y(b-1),

r—a(@)=(1-7)(z—a)
and

Bz)—z=(1=7)(b-2).

Substituting these results into the first inequality of Theorem 18 gives the stated
result. I

Remark 42. Taking v = 0 or 1 in (8.11) produces the coarser upper bound as
obtained in the second inequality of Theorem 18. In addition, taking x = a or b in
(8.11) gives the even coarser bound as given by the third inequality of Theorem 18.
Here we are utilizing (8.5) where the upper bound is attained at z = x ory, the end
points.
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Corollary 20. Let f satisfy the conditions of Theorems 18 and 19. Then, the
following inequality holds for any v € [0,1] :

t[}@ﬂﬁ—®—®{ﬂ—vw(é+b>+7U0ﬂ+f@@|

(8.12) 5 5

< preea- ] (550) (555) 1

Proof. From identity (8.9) the minimum is obtained at the mid-point. Therefore,
from (8.11),

b—a q+1
: _\aqtl _ 9t
xér[tf,b] [(m a)’™ 4+ (b—x) } 2 ( 5 ) )

when z = %t Hence the result (8.12).

Remark 43. Corollary 19 is recaptured if (8.11) is evaluated at v = %, the mid-
point.

Remark 44. Taking v = 0 in (8.11) produces an Ostrowski type inequality for
which f' € L,[a,b] as obtained by Dragomir and Wang [4]. Furthermore, taking

a+b

x = 437 gwes a mid-point rule.

Remark 45. Taking v = 1 in (8.11) produces a generalized trapezoidal rule for
which the best bound occurs when x = %H’, gwing the standard trapezoidal rule

1
with a bound o b_T“ (b_—“)q. This bound is twice as sharp as that obtained by
g+1

Dragomir and Wang [4] since they used an Ostrowski type rule and obtained results
at x = a,x = b and utilized the triangle inequality.
Remark 46. Taking v = % and x = “TH’ in (8.11) gives the best inequality as given
by (8.10) . Taking v = % in (8.12)

produces a Simpson type rule with a bound on the error of

1\ e - b—a\i
) et (59) () o

Taking v = % in (8.12) gives the optimal rule with a bound on the error of

1(b—a b—a\d ,
2( . )(Q+1>vn¢

Thus, there is a relative difference of

2 1+2q+1 %
) -1
()

between a Simpson type rule and the optimal. When q = 2 for example, the relative

difference is % — 1~ 0.1547. The greatest the relative difference can be is %

The following particular instance for Euclidean norms is of interest.
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Corollary 21. Let f : [a,b] — R be a differentiable mapping on (a,b) and f’
Lo (a,b). Then the following inequality holds for all x € [a,b] and v € [0,1]

[roa-o-ala-vswe () s}
< (5 firs0-9)]
x l(b;“>2+3(x_a;b>2 2

Proof. Applying Theorem 19 for p = ¢ = 2 immediately gives the left hand side of
(8.13) with a bound of

b

=)o)

(8.13)

Nl=

1£1ls -

(8.14) [73 +(1- 7)3]% [(x —a)® + (b— x)ﬂ

Now, using identity (4.21) we get:

[ME

[73 +(1- 7)3} =

and

oo |52 o5

which, upon substitution into (8.14) gives (8.13). I

Remark 47. The numerical implementation of the inequalities in this section fol-
lows along similar lines as treated previously. The only difference is in the approxi-
mation of the bound and knowledge of || f'||,,, which need to be determined a priori
in order that the coarseness of the partition may be calculated, given a particular
error tolerance.

9. GRUSS-TYPE INEQUALITIES FOR FUNCTIONS WHOSE FIRST DERIVATIVE
BELONGS TO L, [a, b]
From (7.2) and (7.3) we have
(9.1) T(fr9) =M (o (f)a(9),

where o (f) represents a shift of the function by its mean, 9t as given in (7.1).
Thus, using Hoélder’s inequality from (9.1) gives

(9-2) (b—a)[T(f, 9] < llo (Nl llo @,

where
) :
1Al = ( / |h<t>|”dt>

and we say h € Ly [a,b].
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Theorem 20. Let f : [a,b] — R be a differentiable mapping on (a,b) and f' €
L, (a,b) where p > 1 and % + % = 1. The following inequality then, holds for all

x € |a,b],
vat- - {a-ns@+r|(522) 1@+ (5=2) s}

(b—a)(1—2y) <x—a;b>s‘

< o (K (@, )llg o (I, »
where o (-) is as given in (7.1) and K (z,-), S are as in (5.6).

(9.3)

Proof. Identifying K (x,-) with f () and f’(-) with g (-) in (9.2) gives
(9-4) (b—a) |T(K (2,), )] < llo (K (@), llo (fI,-

Further, using identities (4.5), (4.8) and the fact that S = f f(t)dt in (9.4)
readily produces (9.3) and hence the theorem is proved. i

We now wish to obtain a closed form expression for |0 (K (z,))]l, -
Notice that

1 b
o (K (2,0)) = K (2,1) — b_a/ K (2, ) du
where K (z,t) is as given by (5.6) and so using (4.8)

(9.5) K, (z,t) = 0 (K (2,1)) = { ti%g’, ii [&92]] 7

where ¢ and 1) are as presented in (5.10).
Thus,

(9.6) /|K (z,t)|dt = /|t— |th+/ [t — 1 (z)|" dt.

Using (9.5) in (9.6) gives

o (K (2, DI, = 1K ( (/ K, wtrfdt) ,

and upon making the respective substitutions (b —a)u =t — ¢ (z) and (b —a)v
=t — 4 (x) for the integrals on the right hand side,

b T— ¢( ) bb¢>51x)
(9.7) /|Ks(z,t)|th(ba)q“{/ o |u|qdu+/ e |v|qdv}.
a T bfal

Following the procedure of Section 5, we may make the substitution
(9.8) x=0b+(1—-9)a,
to give, from (9.7), and using (5.12) — (5.16),

9.9) 19 (1,2) = (b= )" T (3,8) = (b— )" [ I (7,0) + 57 (1,9)] .
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where
b
(9.10) 19 (,0) = [ K. o) at,
w+1—4§
(9.11) I (y,6) = / [v]? dv,
1
w = 75—5
and
(9.12) T (7,0) = ISP (1= 7,1 -9).

Now, from (9.10), the limits may be both negative, one negative and one positive,
or both positive. Therefore, with w = 7 — 3,

9.13) (q+1) J52 (7,9)
(—w)T = (6 —1—w)t, sayy <0 < 35
_ gt 1 _ s\9tl
= (—w)"™ F (w—=1-06)"", c5<2,y,5<2(1 5
(w+175)q+17wq+1, *<5<m

Further, from (9.10) and (9.11)

(9.14) (g+1) 717 (3,9)
(@)™ = (=0 — @)™, 1— gl < i<l o
_ _=\a+l ~ q+1 1 _ 1.
= (@)™ + (@46, d>1-55, 6> 11— 55 ;
(@ +6)"H — @t 1= 55 <0< 50

where @ = (1—7) (1 —6) — 1.

We are now in a position to combine (9.13) and (9.14) by using the result (9.9)
on each of the regions A4, ..., F as given by (5.23) and depicted in Figure 5.1. Thus,

(9.15)  (g+1)J9 (v,0)
(_w)qul _ (5 —1— w)q+1 + (_u~))q+1 + (71} + 6)q+1 on A:

(w—1—8)%" —with 4 (=)™ 4 (0 +6)7 on B;
= (—w)"™ + (w+1=0)" + (—0)™ — (=6 — )" on C

(_w)qul + (w —1— 5)q+1 + (ﬁ) + 5)q+1 _ (—ﬁ})qul on D:

(—0) "+ (w41 -0+ (—) ™ + (@ +6) on E.

Hence |lo (K (,-))|, is explicitly determined from (9.6), (9.9) and (9.14) on using
(9.8) and the fact that w =6 — % and @ = (1 —7) (1 - 6) — 1.
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Remark 48. [t is instructive to take different values of v to obtain various in-
equalities that lead to a variety of quadrature rules.

For v =0 then, from Figure 5.1 it may be seen that we are on the left boundary of
regions A and D so that, from (9.15), a uniform bound independent of § is obtained
to give

(q+1)J9D(0,8) = (;)q .

Using (9.9), (9.6) and (9.3) produces a perturbed Ostrowski inequality

/f £)dt — ( —a)[f(x)—(m—a;b)S}

b—a (b—a\7 ,
> (555) e,

FEvaluation at x = ‘ITH’ gives the mid-point rule.
In a similar fashion, for v = 1 the right hand boundary of B and C results to
produce a perturbed generalized trapezoidal inequality

[ roa-o-a (=) s+ (5=2) 10— (o 57 SH

b—a (b—a\d ,
> (55) o

Taking x = ‘”‘b produces the trapezoidal rule for which o (f') € Ly [a,b].

(9.16)

(9.17)

Corollary 22. Let the conditions on f be as in Theorem 20. Then the following
inequality holds for any x € [a,b].

b 1
(9.18) / f(t)dt - 3 [(b—a) f(z)+ (x—a)f(a)+(b—2z)f(b)]

_aq+1 _mq+1%
1[“ il Uit ]|a<f'>||p

<
- 2 q+1

b—a (b—a)\? ,
< 2 (58) I,

Proof. Placing v = % in (9.15) gives, after some simplification,

@ (1s) = (L g 1 gyt
@+ 009 (16) = (5) [+ a-om].
Hence, from (9.8) and (9.9),

1@ (2 x) _ (;)q l(:c—a)qt{j:ib—m)qﬂl |

From (9.6) and (9.10) , taking the ¢*® root of the above expression gives (9.18) from
(9.3) on taking v = 1.
The second 1nequahty is obtained on using (8.5). I
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Corollary 23. Let the conditions on f be as in Theorem 20. Then the following
inequality holds for any v € [0,1].

/abf(t)dt(ba){(l’V)f<a;rb>+g[f(a)+f(b)]}|

(9.19)

b—a (b—a)\* 7
< g+l | (] _ qH}q /
< 5 <q+1> [ @ =™ e (0,
1
b—a (b—a\*
< /
< (1) e,
Proof. Taking v = % in (9.15) places us in the region E and so

(q+1)J@ (% ;) = (;)q [wq“ +(1- V)QH} i

and, from (9.8) and (9.9),

a+b b—a)?™ /1)1
0 (52 = (' L]

From (9.6) and (9.10) , taking the ¢'" root of the above expression produces (9.19)
from (9.3) on taking x = %H’. The second inequality is easily obtained on using

(8.5). 11

Remark 49. Taking x = %£2 in (9.18) or v =
both of these in (9.3) and using (9.6), (9.8) — (9

11
nJg@ (= =
(g+1)J (2,2>

in (9.19) is equivalent to taking
0) and

)

from (9.15) . This produces the sharpest inequality (see (9.5)) in the class. Namely,

[rom=t5= o (57) < ueeso)

b—a (b—a\7 ,
(52 e,

Result (9.20) may be compared with (8.10) and it may be seen that either one may
be better, depending on the behaviour of f.
A Simpson type rule is obtained from (9.19) if v = %, gwing a bound consisting of

1

1
2
1

(9.20)

2
3
rule. For the Euclidean norm, g = 2 and so Simpson’s rule has a bound of % times

{#]  times the above bound for the average of a midpoint and trapezoidal

that of the average of the midpoint and trapezoidal rule. A generalized Simpson type
rule may be obtained by taking v = % in (9.3) and using (9.6), (9.8) — (9.10) and
(9.15) in much the same way as Remark 39.

Remark 50. Corollaries 22 and 28 may be implemented in a straight forward fash-
ion as carried out in earlier sections. The bounds involve determining ||o (f)] in
advance to decide on the refinement of the grid that is required in order to achieve
a particular accuracy.
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10. THREE POINT INEQUALITIES FOR MAPPINGS OF BOUNDED VARIATION,
LIPSCHITZIAN OR MONOTONIC

The following result involving a Riemann-Stieltjes integral is well known. It will
be proved here for completeness.

Lemma 1. Let g, v : [a,b] — R be such that g is continuous on [a,b] and v is of
bounded variation on [a,b]. Then f;g (t)dv (t) exists and is such that

b

< swp |g()]\/ (v),

t€(a,b]

b
(10.1) / g (t)dv (t)

where \/Z (v) is the total variation of v on [a,b] .

Proof. We only prove the inequality (10.1). Let A, : a < xén) < a;§") < ... <

M <

= b be a sequence of partitions of [a,b] such that v (A,) — 0 as
n — oo where v (A,) 1= maX;c(o,1,....n—1} hgm with hgn) = xgi)l — :1757L). Let 55") €

[x("),xfi)l} for i —0,1,...,n — 1 then

(2

b
/g@mm

INA
=
=
B
1
[}
)
VS S
I :
3
N———
<
/N
sg,—\
+v
-
N———
|
(4
/N
8
S
3
N———

where
b n—1

o VoS ()
a n =0

and A, is any partition of [a,b]. 1

Theorem 21. Let f : [a,b] — R be a mapping of bounded variation on [a,b]. Then
the following inequality holds

(10.3) /abf(t) dt — [(B(z) — a (@) f () + (a(2) — a) f (a) + (b— B (2)) f (b)]
< \/22("6){62%‘@(@—61;93 +‘5(x)_‘"”;b'
+‘b;a_x+’ﬁ(x)_x—2kb‘_’a(x)_a—iQ—x }

where a(z) € [a,z] and B (z) € [z,0].
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Proof. Let the Peano kernel be as defined in (2.2), then consider the Riemann-
Stieltjes integral fab K (x,t) df (t) giving

b . b
/K(mat)df(t) = /(t—a(x))df(t)+/ (t— B (z))df (t)
= =@ SO, - [ fwa
‘ b
HE= BT, - [ fOd

Simplifying and grouping some of the terms together produces the identity
b
(10.4) / K (2,1) df (1)

‘ b
= B —a@)]f @)+l —af@)+b-F@)]f ) —/ £ (t) dt.
Now, to obtain the bounds from our identity (10.4),

b x b
/ K (1) df (1) / (t—a(@)df (1) + / (t— B (@) df (1)

IN

b
/ (t— B (@) df (1)

| (t—a(m))df<t>]+

Further, using the result of Lemma 1, namely (10.1) on each of the intervals [a, z]
and [z,b] by associating ¢ (t) with ¢ — a (z) and ¢ — §(x) respectively gives, on
taking dv (t) = df (t),

(10.5) /ab K (2,t)df (1)
< S |t — o (z)| \Z/ (f)+ Sup It — B ()| \Z/ (f)
< m(x)\b/(f)~
Let ’
(@)= s = (@)] = max{a (@) ~ o7~ a (@)
and 50
(10.6) ml(x):x;a+’a(x)—a;x
Similarly,
my (z) = S [t — B (2)| = max {8 (z) — b,b— 3 (x)}
and so
(10.7) mg(x)zb;x—l—‘ﬁ(x)—x;_b’.
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Thus, from (10.5

)
b
K (2,t) df (t)

T b
(10.8) < m(z) \/ (f) +ma(z) \/ (f)
b
< m@V W,
where
m (z) = max {my (z),ms (z)}.
Therefore,
_my (@) +me ()  |ma(z) —ma(z)
(10.9) m(x) = 5 + ‘ 5 .

Substitution of my (z) and mg () from (10.6) and (10.7) into (10.8) and using
(10.4) gives inequality (10.3), and the theorem is proved. |

It should be noted that it is now possible to take various a (x) and §(z) to
obtain the previous results. For example, taking a () = [ (z) = x produces the
results of Dragomir, Cerone and Pearce [10] involving the generalized trapezoidal
rule. Further, evaluation at x = ‘%‘b of this result gives the classical trapezoidal
type rule as obtained by Dragomir [12]. Taking a (z) = a and (3 (z) = b reproduces
the Ostrowski rule for functions of bounded variation [6]. In particular, we shall
take « (z) and [ (z) to be convex combinations of the end points to obtain the
following theorem.

Theorem 22. Let f satisfy the conditions of Theorem 21. Then the following
inequality holds for any v € [0,1] and x € [a,b] :

/abf(t)dt
_(b—a){(l—v)f($)+7{(ZJ_Z)JC(“H(z_z>f(b)”’

< [prbos] 5 k- e

a

(10.10)

Proof. Let a(x), B(x) be as in (2.11) . Then, from Theorem 21
Bx)—a(@)=1-7)(b—a),

a(r)—a=y(r—a),
and

b—B(x) =~ (b-2).
Further, from (10.6),(10.7), and (10.9),

ma (z) = <;+‘7;D (z - a)

ms (z) = (;+’7—;D (b—2)
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(@) 1 n 1 b—a n a+b
m(x)=|= - = x — .
2T T2 | 2 2
Substitution of m (x) into (10.8), and using the identity (10.4) gives the result
(10.10) and the theorem is thus proved. B

and

Remark 51. We note that coarser uniform bounds may be obtained on using the
fact that

X —

max

X€[A,B] 2 2

A+B‘_B—A

Remark 52. A tighter bound is obtained when
A+ B
5 .

The minimum of 0 is attained when X = 48,

min | X —

X€[A,B]

Corollary 24. Let f satisfy the conditions of Theorems 21 and 22. Then the
following inequality holds for any v € [0,1] :

/abf(t)dt—(b—a){(l—wf(a;b>+g[f(a)+f(b)]}’

<b—a1+ 1
= "9 27773

Proof. From (10.8) and Remark 52,

(10.11)

a+b
2

min
z€[a,b]

€T —

=

when z = %t Hence the result (10.9) is obtained. i

Corollary 25. Let f satisfy the conditions of Theorems 21 and 22. Then the
following inequality holds for all x € [a,b],

(10.12) /f dt—*{( —a)f(@)+(x—a)f(a)+(b—2)f(b)}

< 5[l ve

Proof. From (10.10) and Remark 52,

O |

min
~€[0,1]

when v = 3. Thus, placing v = % in (10.10) gives the result (10.12).

Remark 53. The sharpest bounds on (10.11) and (10.12) occur when v = 1 and
T = “T'H’ as may be concluded from the result of Remark 52. The same result can be
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obtained directly from (10.10), giving the quadrature rule with the sharpest bound

/:f(t)dt_b;a {f<a;rb>+f(a);f(b)H <20V

It should be noted, as previously on similar occasions, that taking v = % in (10.11)
produces a Simpson-type rule as obtained by Dragomir [9] which is worse than the
optimal 3 point Lobatto rule as given by (10.13).

Namely,

(10.13)

(10.14)

[ra=t5e o (5) s 29520 < 2=V,

which is worse than (10.13) by an absolute amount of .

Computationally speaking, the Simpson type rule (10.14) is just as efficient and
easy to apply as the optimal rule (10.13) which is the average of a trapezoidal and
mid- point rule.

Remark 54. Taking various values of v € [0,1] and/or x € [a,b] will reproduce
earlier results.

Taking v = 0 in (10.10) will reproduce the results of Dragomir [6], giving an Os-
trowski integral inequality for mappings of bounded variation. In addition, taking
T = %"b would give a mid-point rule.

If v = 1 is substituted into (10.11) , then the results of Dragomir, Cerone and Pearce
[10] are recovered, giving a generalized trapezoidal inequality for any x € [a,b] . Fur-
thermore, fizing x at its optimal value of “T'H’ would give the results of Dragomir
[6].

Putting v = 5 in (10.10), we obtain

b
[ r@d-3R0-0 7@+ @-af@+0-o 1)

< ;[b;u\ﬂgbwﬂ,

which is a generalized Simpson type rule. Also, taking r = “TH’ gives the result
(10.14), which was also produced in Dragomir [9].

Remark 55. If f is absolutely continuous on [a,b] and f' € Ly [a,b], then f is of
bounded variation. By applying the theorems of this section, the theorems of Section
6 are hence recovered. Thus, replacing \/Z (f) by || f'|l; in this section reproduces the
results of Section 6 and vice versa, provided that the conditions on f are satisfied.
Further, the perturbed three point quadrature rules obtained in Section 7 through
Griiss-type inequalities may be obtained here, where, instead of ||o (f')||, in identity

(7.4) , we would have VZ (o (f) =V (f). Thus the following theorem would result.

a
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Theorem 23. Let f : [a,b] — R be a mapping of bounded variation on [a,b]. Then
the following inequality holds

/abf(t)dt

(10.15)

b
< 90\ (),

where 6 (y,x) is as given by (7.21) and S is the secant slope.

Proof. Identifying o (K (x,-)) with g (-) and o (f (-)) with v () in (10.1) gives, upon
noting that \/Z (c(f)) = \/Z (f), and do (f) = df since the o operator merely shifts
a function by its mean,

b

< sup |o (K (z,0)|\/ (f).

t€la,b]

b
(10.16) / o (K (z,t)) df (t)

where
_[t=9¢(), telaa],
O'(K(xvt)){ t—(x), te (z,b

and ¢ (), ¢ () are as given in (5.10).

The Riemann-Stieltjes integral may be integrated by parts to produce an identity
similar to (10.4) with « (z) and 8 (z) replaced by ¢ (z) and ¢ (x) respectively, since
we are now considering o (K (z,-)) rather than K (x,-). In other words,

b
(10.17) / o (K (z,t)) df (t)

b
= [1/1(30)—fb(fﬂ)]f(ff)Jr[¢(fﬂ)—a]f(a)Jr[b—z/J(x)]f(b)—/ f@)adt,

which becomes, on using (5.10),

b
(10.18) / o (K (2,1)) df (¢)

= G- -f@+ o=+ (o 50)] 1@

the-a- (-0~ [ 1o

A straightforward reorganization of (10.17) , on noting that S = w and using
(10.16) readily produces (10.15) where 0 (v, ) = supycq,y |0 (K (2,1))|, and hence
the theorem is proved. i

Remark 56. Identity (10.17) (or indeed (10.4)) demonstrates that a three point
quadrature rule may be obtained for arbitrary functions ¢ (-) and ¥ () (or a(:) and

B())-
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Definition 1. The mapping u : [a,b] — R is said to be L— Lipschitzian on [a,b] if
(10.19) lu(x) —u(y)| < Llz—y| forall z,y € [a,b].
The following lemma holds.

Lemma 2. Let g,v : [a,b] — R be such that g is Riemann integrable on [a,b] and
v is L-Lipschitzian on [a,b]. Then

b b
(10.20) / g@)dv(t)| < L/ lg (t)] dt.
Proof. Let Ay, 1 a < xén) < acgn) <. < x( )1 <2 =bbea sequence of partitions
of [a,b] such that v (A,) — 0 as n — oo, where v (A,) := max;cf0,1,...n—1} hl(n)
with hl(» x(i)l gn). Further, let 51(»") € [.Z‘Z(-n), Ei)l} such that

b
/ g (t)dv (1)

i S (€) [ (662) - (o)
Z)g( n))’ “(mgi)l)‘”(””gn)) ( (n) _ <n>)

< |
(n) n) )
<, Sl (6)] (o2 - 0)
= L/ lg (¥)| dt.
a

Hence the lemma is proved.

Theorem 24. Let f : [a,b] — R be L-Lipschitzian on [a,b]. Then the following
inequality holds

b
(10.21) /f(t)dt—[(ﬂ(fc)—a(w))f(w)ﬂa(iﬁ)—a)f(a)+(b—ﬂ($))f(b)]

< L{;
+<a<x>a'§””)2+<ﬁ<x>x;b)2},

where a (), B(x) are as given by (2.11).

Proof. The proof is straightforward from identity (10.2), giving, after taking the

absolute value
b
[ E@oao
a

since f is L-Lipschitzian, and thus Lemma 2 may be used. Now, K (z,t) is as given
by (2.2) and f: |K (z,t)|dt = Q (x) given in (2.6) . Using identity (2.5) simplifies the
expression for @ (z) in (2.6) to give result (10.21). Hence the theorem is proved. i

b
gL/ K (2,0)] dt,
a
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Remark 57. If f is L-Lipschitzian on [a,b], then the bound on the Riemann-
Stieltjes integral

b b
/K(x,t)df(t) gL/ K (z,1)] dt.

On the other hand, if [ is differentiable on [a,b] and f' € Ly [a,b], then the
Riemann integral

b b
[ E@ora <iri, [ 1K@l

Thus, all the theorems and bounds obtained in Section 2 are applicable here if f is
L-Lipschitzian. The || f'| ., norm is simply replaced by L.

Theorem 25. Let f : [a,b] — R be L—Lipschitzian on [a,b]. Then

f@)dt —[( () — ¢ (2)) f(x) + (¢ (x) —a) f(a) + (b= ¢ (x)) f ()]

< Lo (K (@),

Proof. Consider

b
[ ooy,

giving identity (10.17) and using (10.20) readily produces result (10.22) . Thus, the
theorem is proved. i

Remark 58. If ¢ () and ¢ (x) are taken as in (5.10), then

(1029 [ roa-o-ala-vrwe ()@
+ (Z:Z>f(b)”+(b—a)(1—27) <x— “;b) S‘
< L-I(y,x),
where

I(y,2) = |lo (K (z,)], =J <V’ H)

S _ [~ f(a)
which is given in (5.24) and S = %.

Lemma 3. Let g,v € [a,b] — R be such that g is Riemann integrable on [a,b] and
v s monotonic nondecreasing on [a,b]. Then

b
/g@mw

b
(10.24) < [latnav (.
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(n) (n)

Proof. Let Ay, 1 a < x(()n) < xﬁ") <..<wz, 2 <zxn’ = bbe asequence of partitions

,,,,,

with A" x(i)l 2™ Now, let £™ € {x(."),xgi)l} so that

K2

S (6 [ (42) v<x£">>}|
A S () ) o ()]

Now, using the fact that v is monotonic nondecreasing, then

[stmo]<, s Sl ((2) ()

Making use of the definition of the integral, the lemma is proved. i

b
/g@mm

IN

Theorem 26. Let f : [a,b] — R be a monotonic nondecreasing mapping on [a,b] .
Then the following inequality holds:

Bdt— [(8(z) - a(2) f (2) + (o (z) —a) f (@) + (b— B (x)) f B)]
< [2e—(a(@)+B@) [ (@) +b-B() 1) — () —a) f (a)
b
f/mewmf@m

(10.25)

(10.26) <[22 — (a () + B (2))] f (x) + (b= 8 (2)) [ (b) — (a(x) —a) f(a)
+2a(@) = (at+2)] f(a(2) + 26 (z) = (2 +b)] f (B (2)),
where K (x,t) is as given by (2.2) and a (x) € [a,z], B () € [x,b].

Proof. Let the Peano kernel K (z,t) be as given by (2.2) . Then the identity (10.4) is
obtained upon integration by parts of the Riemann-Stieltjes integral f: K (z,t)df (t).
Now, since f is monotonic nondecreasing, then, using Lemma 3 and identifying f ()
with v () and K (z,-) with g () in (10.24) gives:

/thdf

(10.27) /|K (2, D) df (1)

Now, from (2.2),

b
/K@ﬁ#m

T b
< /|t—a(:c)|df(t)+/ It — B ()| df (t)

a(x)
—t)d —« d
/ (o () — t)df () + A@u (2)) df (t)

t/mz(ﬁ( )~ t)df (¢ +3é@ ) df (1)
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Integration by parts and some grouping of terms gives

/K:ctdf

< 2z —(a(x)+8@))f(z)+ (- () f(b) - (a(x) —a)f(a)
a(x) T B(z) b
+{/ F(t)dt — f(t)dt—i—/ Ft)dt— f(t)dt}.

a(x) B(z)

(10.28)

Using the fact that the terms in the braces are equal to — f; sgn (K (z,t)) f (t) dt,
where

1if uw>0

Sgnxe[a,b]u(x) = { ,

—1if u<0

then, from identity (10.4) and equation (10.27) we obtain (10.25) and thus, the first
part of the theorem is proved.
Now for the second part. Since f (-) is monotonic nondecreasing,

a(x)
/ F#)dt < (a () —a) f (a (),

/t)f(t)dtZ(xa(:v))f(a(fﬂ)),

B(x)
/ f () dt < (B(x)—b) £ (B (x)),

and
b

f(t)dt = (b= (x)) f(B(x)).
B(x)

Thus, from (10.28)

(10.29) / K (z,4)| df (t)

< Rre—(a@) + @) f (@) +0-p5()f )= (a(z)—a)f(a)
+2a(@) = (a+2)] f(a(2) + 26 (z) = ( + )] f (B ().

Substituting (10.29) into (10.27) and utilizing (10.4) , we obtain (10.26) . Thus, the
second part of the theorem is proved. i

Remark 59. [t is now possible to recapture previous results for monotonic non-
decreasing mappings. If a(xz) = G (x) = z, then the result obtained by Dragomir,
Cerone and Pearce [10] for the generalized trapezoidal rule is recovered. Moreover,
taking x = “£° gives the trapezoidal-type rule. Taking o (z) = a and 3 (z) =

reproduces an Ostrowski inequality for monotonic nondecreasing mappings which
was developed by Dragomir [7). Taking o (z) = “£% and §(z) = Z'H’ gives from
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(10.26) :

b
(t)dt—%[(b—a)f(x)Jr(x—a)f(a)+(b—$)f(b)]

a+b
< (o) @402 0)- -0 ] o).
which is the Lobatto type rule obtained by Milovanovi¢ and Pecarié¢ [14, p. 470].
However, here it is for monotonic functions.

As discussed earlier, it is much more enlightening to take a (x) and 8 (z) to be
a linear combination of the end points, and so the following theorem can be shown
to hold.

Theorem 27. Let f : [a,b] — R be a monotonic nondecreasing mapping on [a,b] .
Then the following inequality exists

(10.30) /b F(t)dt
o-af{a-nr@ | (F20) e+ (5= 1wl }
< 209 (- 52) @ 491027 0) - -0 1 @)
b
—/ sgn (K (z,t)) f (t)dt
(1031) < (z—a){(1=7)[f (z) = f(a(@))] +7[f (a(z)) - f (a)]}
FO—2) {1 =) [f (B () = f@)]+7[f(b) = f (B )]}
) < [3eh-gl| |50+ -5 v - s,
where K (x,t) is as given by (2.2) and a(x), 3 (x) by (2.11).
Proof. Let a(x),3(x) be as in (2.11) . Then, from Theorem 26,

Br)—a(z) = (1-7)(b-a),

a(z)—a = 7(r—a)and
b—fx) = y(b—2).
In addition,

2~ (0 )+ B@) =201 =) (o= 237 ).

and so using these results in (10.25), (10.30) is obtained and the first part is proved.
Now for the second part. Note that

2a(z) = (a+z) = (2y-1)(z —a)

and

28(2) — (x+b) = (1-27) (b —1).



THREE POINT QUADRATURE RULES 57

Substituting the above expressions into the right hand side of (10.26) gives
a+b
21-9) (2= 5 ) 1@ 2[00 1) - (o~ ) F (0]
T2y -1 (@ —a)fla(x)+1-27)(b-2)f(B()),

which, upon rearrangement, produces (10.31) .
Now, to prove (10.32) , the well known result for the maximum may be used, namely

X—|—Y+ X-Y
2 2 ’

max {X,Y} =

Thus, from the right hand side of (10.31), using

1 1
maX{%(l—v)}=2+’7—

)

2

gives

2 2

Furthermore, using

[HIW—IH {(x—a) (f (2) = £ (@)) + (b—) (F (b) — £ ()}

b—a a+b

2

readily produces (10.32) where f (b) > f (a), since f is monotonic nondecreasing.
Hence the theorem is completely proved. I

max{zx —a,b—z} =

Remark 60. Taking o () and 3 (x) to be a convex combination of the endpoints
produces, it is arqued, a more elegant bound (10.32) than would otherwise be the
case. The right hand side of (10.29) may easily be shown to equal

(a(z) —a)[f (a(z)) = fa)] + (z = a(2)) [f () = f(a(2))]
+(B (@) =) [f (B(2) = f (@) + (b= B (2))[f () = f (B ()]
< M (z)[f(b) - f(a)]
where
M () =max {a(z) —a,z —a(z),B(z) —z,b— 3 (z)}
which is as given in (6.4).
It is further argued that the product form bound in (10.30) — (10.32) when a

convex combination of the end points for « (z) and § (z) is taken, it is much more
enlightening than the bound given by (10.25) and (10.26) .

Corollary 26. Let f satisfy the conditions as stated in Theorem 27. Then the
following inequalities hold for any x € [a,b] :

b
[ = 5le-a 1@+ @-a i@+ b 0)

(10.33) < @T_a)[f(x)—f(a)]Jr(b;I) [f(b) = f (2)]
way < [ ]z“‘;bumb)ﬂa)).

Proof. Placing v = % in (10.31) and (10.32) readily produces (10.33) and (10.34) .
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Corollary 27. Let f satisfy the conditions of Theorem 27. Then the following
inequalities hold for all v € [0,1].

/abf(t)dt—w—a){(l—”)f(a;b> +’ZY[f(a)+f(b)]}|

(1035) < “SUIF0) - f ()]
el (o(137)) = (+(557))
1030 < L0 E+‘ - ;H ()~ f (@)
Proof. Taking & = %t into (10.31) readily produces (10.35) after some minor

simplification. Placing z = ‘%"b into (10.32) gives (10.36). I

Remark 61. The monotonicity properties of f (-) may be used to obtain bounds
from (10.31) (or indeed, (10.33) and (10.35)).
Now, since f is monotonic nondecreasing, then

fla) < fla(x) < f(z) < f(B(x) < f(0),

for any x € [a,b] and a(x) € [a,z], B(x) € [x,b]. Hence, the right hand side of
(10.31) is bounded by

(x —a)[f (x) = f(a)] + (b—=)[f (b) — [ (z)],
for any v € [0,1] (that is a uniform bound). This is further bounded by

et e CRNIO!

upon using the mazimum identity, which is the coarsest bound possible from (10.32),
and is obtained by only controlling the v parameter.

Remark 62. Although (10.30), (10.31) and its particularizations (10.33) and (10.35)
are of academic interest, their practical applicability in numerical quadrature is com-
putationally restrictive. Hence, the bound (10.32) and its specializations (10.34) and
(10.36) are emphasized.

Remark 63. In the foregoing work we have assumed that f is monotonic nonde-
creasing. If f is assumed to be simply monotonic, then the modulus sign is required
for function differences. Thus, for example, in (10.32), |f (b) — f (a)| would be re-
quired rather than simply f(b) — f(a). Alternatively, if f(-) were monotonically
nondecreasing, then — f (-) would be monotonically nonincreasing.

Remark 64. Taking various values of v € [0,1] and/or x € [a, b] will produce some
specific special cases.

Placing v = 0 in (10.32) gives a generalized trapezoidal rule for monotonic mappings
and the results of Dragomir, Cerone and Pearce [10] are recovered. If x = %H’, then
the trapezoidal rule results.

Remark 65. The optimum result from inequality (10.32) is obtained when both ~
and x are taken to be at the midpoints of their respective intervals. Thus, the best
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quadrature rule is:

(10.37)

/abf(t)dt—; [(b‘a)f<a;b>+;[f(a)+f(b)]H

< 00— S @),
+b

This result could equivalently be obtained by taking v = % in (10.36) or x = “32 in
(10.34) .

Taking v = % in (10.32) gives a generalized Simpson-type rule in which the interior
point is unspecified. Namely,

b
[ r@dt-3R0-0 7@+ @-af@+0-of)

o R | (ORI

If © is taken at the midpoint, then the Simpson-type rule is obtained viz.,

/abf(t)dt—(b_ga) {2f (a;b> +;(f(“)+f(b))}

20 - (@),

which is a worse bound than (10.37). Computationally, there is no difference in
implementing (10.37) or (10.38), and yet (10.38) is worse by an absolute amount

of ﬁ
Theorem 28. Let f : [a,b] — R be a monotonic non-decreasing mapping on [a,b] .
Then the following inequality holds.

[ 1w —(b—a){(l—v)f(x)Jrv (=2)rw@

+<Z_Z)f(b)”+(b—a)(1—2y) (x—a;b> S’
w30 2 (o= F0) @+ [re-a - (o= 5 ) | 10

(10.38)

<

wavs 2 (o= 52) f@+ 10 - (a- 5| 1o

(10.41)<
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Proof. From (10.8), and identifying f (-) with v (-) and o (K (z,-)) with ¢ () gives

b b
(10.42) / o (K (2, 1)) df ()| < / o (K (. £))| df (1),

which is equivalent to (10.27) with o (K (z,t)) replacing K (z,t¢). The results of
Theorem 26 are obtained, namely, by (10.12) and (10.26) with ¢(-), ¥ () and
o (K (z,-)) replacing o (-), 8(-) and K (x,-) respectively. Taking ¢ (z) and v (x)
as given by (5.10) then gives

V@) o) = (1-7)0-a).
s -a = 20+ (o= F),

b—t(@) = v(w—a)- (x—“;b),

2 — (¢ (2) + 9 (2) = 2v<x—a;b)~

Thus, from (10.25) , with the appropriate changes to ¢, 1 and o (K), we have

(10.43 (= -0 f@)+ |re-a+ (o= 5)| s @)

the-a-(a-52)] r0
= (1-7)(b—a)f(@)+v[z—a)f(a)+(—z)f(®)
—(b—a)(1—2v) (x—“;b>s

and
(041) 20— (0() ¥ ()] F )+ (b v @) F (1)~ (6(x) ~a) f (a)
= 2 (-0 @ - (- 250)] o)

- [y(b—x)—&-(x—a;—b)}f(a).

Hence, combining (10.43) and (10.44) readily gives the first inequality.
Now, for the second inequality, we have from (5.10),

20(x) —(a+x) = (2y-1)(b—2)
and 2¢ (z) — (z+b) = (1—-2y)(x—a).

Thus, from (10.26) and identifying o with ¢ and 8 with v readily gives the second
inequality of the theorem.
The third inequality (10.41) is obtained by grouping the terms in (10.40) as the
coefficients of z — a and b — x, and then using the fact that
—a a+b
5 + ‘x -3 ’ .

max {x —a,b— 2} =

Thus, the theorem is now completely proved. i
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Remark 66. From (10.42), we have that

[ow@oan| < [low @i

IN

< sup |o(K xt|/df

te(a,b]
= 0(va)(f(b)—f

where 6 (v,x) is as given by (7.21). Thus, result (10.15) is obtained because, for
monotonic nondecreasing functions, \/Z (HH=10)— f(a).

Remark 67. Applications in probability theory are worthy of a mention.

For X a random variable taking on values in the finite mterval [a,b], the cumulative
distribution function F (x) is defined by F (z) = Pr(X < x) f f (&) dt. Thus,
from (10.10), (10.22) with (2.11), we obtain rules for evaluating the cumulative
distribution function in terms of function evaluation of the density. Namely, for
any y € [a, 7]

[F(2) ={(1 =) (& —a) f (y) +7[(y —a) f (@) + (z —y) [ (2)]}]
B+ ==+ ly -2 Ve )
21+ (=] (57 + - 257

The above results could be used to approzimate Pr (¢ < X < d) where [c,d] C [a,b] .
If v =0, then the results of Barnett and Dragomir [18] are recaptured.

If f(t) = F(t), then f;F(t) dt = b— F[X] and so F (¢) is monotonic non-
decreasing. In addition, F' (a) =0, F (b) =1 give, from Theorem 28,

6 (z) = E[X] = (1=7)(b—a)F(z)|

< 201 (x—“‘2”’)F<x>+v<b—x>—/:sgnm(x,t))f(t)dt

< w-a)[(1 =) F @)+ @y~ 1) F (@)
F(b—2)[(r— 1) F (2) + (1 — 29) F (5 () + ]

< [a-paf] 25l

where «(x) and §(z) are as given in (2.11) and K (z,t) by (2.2). Noting that
R(z)=Pr{X >z} =1- F (x), then bounds for

la(z) = E[X]+ (1 —7)(b—a)R(z)|
could be obtained from the above development. This is more suitable for work in
reliability where f (x) is a failure density. Taking various values of v € [0,1] and

x € [a,b] gives a variety of results, some of which (v = 0) have been obtained in
Barnett and Dragomir [18].

11. CONCLUSION AND DISCUSSON

The current work has investigated three-point quadrature rules in which, at most,
the first derivative is involved. The major thrust of the work aims at providing
a priori error bounds so that a suitable partition may be determined that will
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provide an approximation which is within a particular specified tolerance. The work
contains, as special cases, both open and closed Newton-Cotes formulae such as the
mid-point, trapezoidal and Simpson rules. The results mainly involve Ostrowski-
type rules which contain an arbitrary point x € [a,b]. These rules may be utilised
when data is only known at discrete points, which may be non- uniform, without
first interpolating.

The approach taken has been through the use of appropriate Peano kernels,
resulting in an identity. The identity is then exploited through the Theory of
Inequalities to obtain bounds on the error, subject to a variety of norms. The
results developed in the current work provide both Riemann and Riemann-Stieltjes
quadrature rules.

Griiss-type results are obtained, giving perturbed quadrature rules. A prema-
ture Griiss approach has produced rules that have tighter bounds. A new identity
introduced recently by Dragomir and McAndrew [11] is exploited in Sections 5, 7,
9 and within Section 10 to produce Ostrowski-Griiss type results that seem like a
perturbation of the original three-point quadrature rule. A simple reorganisation
of the rule to incorporate the perturbation produces a different three- point rule.
In effect, the following identity holds,

(11.1) T(f,9) =%(0(f),9) =%(f,0(9) =% (a(f),0(9),

where

T(f9) = M(fg) —M(f)M(g),
o(f) = [f—=M(f)

and

b
M(f) = 5= [ S

That is,
(11.2) M (fg) —M(f)M(g9) =M (o (f)g) =M(fo(g)) =M (o (f)o(9)),

since M (o (f)) =M (o (g)) = 0.

Relation (11.1) (or indeed (11.2)) does not seem to have been fully realised in the
literature. Dragomir and McAndrew [11] used only the equality of the outside two
terms in (11.1) (or equivalently (11.2)) to obtain results for a trapezoidal rule. As
a matter of fact, there are only two rules that have been used in the current article
in which f(-) = K (z,-) and g(-) = f' (). For K (z,t) as given by (2.2), identity
(2.3) is obtained. A similar identity to (2.3) would be obtained if o (K (z,-)) were
to be considered with « () and 3 (x) being replaced by ¢ () and 1 () respectively,
where

no = {1208 128

Hence, from (2.2),

o (K (z,t)) = K (z,t) — M (K (x,)),
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where
M (K (z,))
= = abK(x,u)du
- bla[/;w—a(x))dwbla :<u—5<x>>du]
() () (520 ()
- e () e ()
Therefore,
(11.4) ¢<x>=a<x>+m<K<x,->>=“jb+<a<x>—ﬂ<w>>(2_ﬁ)
with
(15) vl =50+ MK () = 52+ (00 - ) (52 ).

Thus, from (2.3) and (11.3) we have, on using (11.4) and (11.5) and identifying
6() with a () and o (-) with 4()

b
/ o (K (2,0)) f () dt

b
- (w(x)fsb(x))f(x)ﬂcb(x)*a)f(aH(bfw(x))f(b)*/ £ (t) dt
= (B@)—a@)f @)+ (o) —a)f(a) (b— B ) f ()
b
L (K (2,)) [ (8) — f ()] — / £ (t) dt.

Therefore, using ¥ (K (z,-), f), giving rise to what seems to be a perturbed quad-
rature rule, is equivalent to considering a Peano kernel shifted by its mean. Namely,

T(o (K (2,7), f) =M (o (K (x,")), f).

Bounds on the above quadrature rule may be obtained using a variety of norms as
shown in the article. Using the above identity, bounds involving the first derivative
result. If in (11.1) or (11.2), o (f’) is used rather than f’, then bounds involving
the norms of o (f’) would result. Either choice may be superior depending on the
particular function f (-). For the Riemann-Stieltjes integral df = do (f) and so the
two cases are equivalent.

The current work has provided a means for estimating the partition required
in order to be guaranteed a certain accuracy for Newton- Cotes quadrature rules.
The efficiency, mainly in terms of the number of function evaluations to achieve a
particular accuracy, is a very important practical consideration.

Acknowledgement 1. The authors would like to thank John Roumeliotis for his
comments and his help in the drawing of Figure 5.1 and Josip Pecari¢ for an idea
that led to the premature Griss result of Section /.
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