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Abstract

In this paper we refer to the hierarchical finite element method and stabilization
techniques for convection—diffusion equations. In particular, the aim is to outline
an application of saturation assumption to a posteriori error estimates for such
problems. We consider here a simple one-dimensional model; the inequality is
proved from an analitical point of view for the stabilized finite element solutions
in two cases: artificial diffusion and SUPG stabilization techniques.
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1. Introduction

One of the more studied and recently discussed subjects in the field of nu-
merical approximation of PDEs solution is the adaptive method [6], [8]. It
is known that some phenomenons are described by functions with singular
points, in which the approximation results compromise; consider for example
the convection—diffusion problem [7]. We know that the standard Galerkin dis-
cretization gives rise to unstable oscillations if the exact solution is not regular
and if the discretization parameter is not sufficiently small. The remedies to the
oscillations are in general two: the mesh refinement and the use of stabilization
techniques. Moreover, adaptive methods used in last years are generally based
on a posteriori error indicators; among them indicators based on the hierar-
chical decomposition of the solution have been studied. The advantages in the
use of hierarchical bases are principally joined to the possibility of obtaining a
posteriori error indicators from the analysis of the solution components of high
level [1], [4], [9]. A posteriori error estimates often need a hypothesis named
saturation assumption [1], [2], [3], [5]. In particular, in [2] and [5] the control of
the discretization error, relative to a certain choice of the approximation sub-
space, is made by the discrete solution component of high level found in a larger



subspace. More precisely, we suppose to solve a problem for a fixed value of the
discretization parameter h and then on a mesh 7} corresponding to a space Vj,.
If we refine the mesh, that is if we consider a h < h, we obtain a new grid 7; and
so we enrich the space adding appropriate hierarchical basis functions to the set
already used for V;,. The new space will be indicated with V5. The used error
indicator is simply the solution component of ujp € Vj in the complementary
space (space of the details)
€h = Up — Up

we obtain
Cilllu = unll < llenll] < Cal|lu — unl|| (1.1)

where u is the exact solution, ||| - ||| represents an appropriate norm (in general
the energy norm), C7, Cy are positive constants. The estimates were proved
for various cases under two hypotheses, the strengthened Cauchy—Schwarz in-
equality and the saturation assumption. This last one states that in the energy
norm the solution up € V; constitues a better approximation to the exact so-
lution w than wy, € Vp, more precisely, that exists 0 < 1 independent on the
discretization parameter h such that

[[lw = ulll < Blllw = unlll

The saturation assumption is difficult to obtain, in practice. In this paper a
proof is presented in the case of a finite element approximation of unidimen-
sional convection—diffusion equation stabilized with artificial diffusion or SUPG
techniques. It is a very simple case but, we think, representative of the be-
haviour in higher dimensions of this important inequality. More precisely, the
contents of the paper are the following. In Section 2 we present the problem,
given by a second order differential equation with boundary conditions, which
we modify by an artificial diffusion term. In Section 3 we prove the saturation
condition for the modified equation. In Section 4 the same result is obtained
for h-—norms.

2. Finite element method for a one—dimensional model.
Let us consider the unidimensional convection—diffusion equation
—vD*u+aDu=0, 0<z<lL, (2.1)
where v > 0, with Dirichlet conditions
u(0) =1, u(L) = 0.
The exact solution of the problem (2.1) is the function

al _Z [e%
w@) = (1— e TA=Tha _ =%,

We know that it presents a boundary layer of size O(v) near x = 1 if v is
small. We begin approximating (2.1) by the Galerkin method with linear finite



elements on a uniform grid. More precisely, we choose a positive integer NN,
and we set h = 1/N, x; = j-h, for j =0,1,...,N. Then we approximate the
Dirichlet problem (2.1) in the space

Vh:{vecg([ov]‘})/v‘[xj, Gplvj:();l,"'aNi]‘}'

wj41]
Thus the solution will be of the form

N —

up(@) = Y ujuw;(w)
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where w; € V;, are Lagrange basis functions. But it is well known that, if the
Péclet number Pe = ah/2v is less than 1, the solution wy has an oscillatory
behaviour. Then let us consider a modification of the problem with the adding
of an artificial diffusion term

—(v+m)D*a+Du=0, 0<z<L,

with @(0) = 1, @(L) = 0. Let us denote @, the corresponding approximated
solution in Vj. Among effective values that 75, could assume, it is possible to
choose the one that determines an optimal upwind, that is the 75, such that

~1
;= up(x;) = u(x;) = (1 - 6_%(1 - LJ)) (1 e_ﬁVL) , 7=0,1,...,N.

Easy computations, which we leave to the reader, show that such 73 is given by

ah

=— — 2.2
h 2tanh Pe (2.2)
To be definite, it results that the problem to analize is the following one
Oéh 2 _ _
—7hD up+Dup, =0, 0<z<l, (2.3)
2 tanh %‘—V

with ﬂh(O) =1, ﬂh(L) =0.

3. Saturation assumption for the artificial diffusion.

For the model presented in section 2, since we know the exact solution of
the problem, it is possible to verify the saturation assumption. For simplicity
we assume o = L = 1.

Theorem 3.1. Let u), € Vy, un € V%, be finite element solutions of the
problem (2.3). Then in the energy norm the solution % is a better approxima-

tion than @, of the exact solution u of (2.1), namely: 326 < 1 independent of h
such that

< Bl —anlll- (3.1)
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Proof. To prove (3.1) we evaluate at first the error in the generic interval
[, 41], that is the integral

I(h) = /Ij+1 /() = W, |0 0,00 Pdw, j=0,1,...,N—1. (3.2)
z;
We have
' (x) = —K%e*%(l ) where K = <1 - 65)_17
. ujp—a; K _1 jh h
Uy |2y ,2y00)= % =TT <1 - ez/) ,
Thus
L(h) = K %y%% e _ 1) ~ %e,%e¥ (egyh ) 1>2] -

If we prove that: 33 independent on h such that b(h) < 32 < 1 then (3.1) is
verified. Thus we compute b(h). Since

o~ 21— (G +1)h)
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we have



where, for z = h/v € R*,

1
lim B(z) =~
S PO =7
c. f. the end of this paragraph, and
lim B(z) =1.

r——+00

Simple considerations give also to us that B(z) is a strictly increasing function.
Returning to consider b(h,v), we observe that it is homogeneous of degree zero
with respect to the two variables h, v. Taking then advantage from the bound
h <1, we deduce

mmWSﬂzB(i)<L

We have therefore proved (3.1).
For x = h/v small we have a sharper result, namely 32 = 1/4 + ¢, with € as
small as we want. In fact substituing in (3.4) the expansion
2 .3
20 31

we have easily B(z) = 1/4 + o(1) and therefore

e ~1l—x+ +o(z®) for = —0

h 1
=B|l—-]|<- 1
b(h,v) (u> < 44—e<

for h/v < xg, with 2y depending on e.

4. Saturation assumption for SUPG stabilization..

We consider now the unidimensional convection—diffusion problem stabilized
with the SUPG method. Let us 75, given by (2.2), that is we choose an optimal
upwind. In practice, the method consists in using the h—norm

115 = @+ )il 111

Theorem 4.1. Let us 4y € Vp, un € V%, the finite element solutions of the
problem (2.3). Then in h-norm the solution % » is a better approximation than
@y, of the exact solution w of (2.1), that is: 38 < 1 independent of h such that

= i lln < Blllw — nlln (4.1)



Proof. It is sufficient to prove that: 35 independent of h such that b, (h) <
8 < 1 where
V+Th
by (h) = ——2 b(h) (1.2)

V+Th

with b(h) as before. By the proof of the theorem 3.1 we know that the second
factor in (4.2) is less than 32 < 1. Then it remains to prove that the first factor
is less or equal than 1. We have

h
V+T% B tanh@

= (4.3)
v+ Th 2 tanh %

and, considered the function y(x) = tanh 2z — 2tanh z, we have y(x) < 0 for

x > 0, and thus the quantity in (3.3) is less than 1. This concludes the proof.
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