
l\inable Narrow Bandpass 

Sigma-Delta Analog-To-Digital Conversion 

for 

Mobile Communication Terminals 

Sheng Ping Yang 

March 1995 

f7oN 

xi'r o^s 

IV: 
LIBRARY £i 

A thesis submitted for the degree of Masters of Engineering 

of The Victoria University of Technology 

Department of Electrical & Electronic Engineering 

Faculty of Engineering 

The Victoria University of Technology 



FTS THESIS 
621.39814 YAN 
30001004467314 
Yang, Sheng Ping 
Tunable narrow bandpass 
Sigma-Delta 
analog-to-digital conversion 



Declaration 

M y Masters studies were conducted under the guidance of Associate Professor, Dr. Michael 

Faulkner and Dr. Roman Malyniak as supervisors. Some of the research results reported in 

this thesis have been published as academic papers presented as conference papers. These 

papers are: 

1. Shengping Yang and Michael Faulkner and Roman Malyniak, "A Tunable Bandpass 

Sigma-Delta A/D Conversion for Mobile Communication Receiver," Conference: 44th 

IEEE/VTS Vehicular Technology Conference, Sweden, June, 1994, pp. 1346-1350. 

2. Shengping Yang and Michael Faulkner and Roman Malyniak, "The Channel Selective 

Bandpass Sigma-Delta Analog-to-Digital Conversion for Mobile Communication Ter­

minals " Conference: IEEE International Conference on Universal Wireless Access, 

Australia, April, 1994, pp. 157-161. 

I hereby declare that the contents of this thesis are the results of original research except where 

appropriately referenced, and have not been submitted for a degree at any other university or 

educational institution. 

Shengping Yang 

Department of Electrical & Electronic Engineering, 

Faculty of Engineering, 

The Victoria University of Technology, 

Victoria 3011, AUSTRALIA. 



Acknowledgments 

I sincerely appreciate Associate Professor, Dr. Michael Faulkner and Dr. Roman Malyniak 

for their constructive and detailed guidance. I thank Dr. Michael Faulkner for his spending 

of days and nights with m e in guiding the research and for his financial support to m y last 

semester. I thank Mr. Mark Briffa and Dr. Lige Xia for their valuable advice and interesting 

discussions. 

I am grateful to Prof. E. Walker, Associate Professor, Dr. Len Herron, Ms. Ann Pleasant, 

Dr. Qiu Bin, Dr. Dirk Qiu and Dr. Wee-sit Lee for their extensively support to get the 

Australia Development Cooperation Scheme Scholarship. 

To my wife Hong Zhang who managed to run the family while I spent countless hours 

doing this research. Without her love and support this work would have never been completed. 

I also dedicate this work to m y parents with their tremendous support, and m y daughter Xiuyi, 

who were deprived of m y companionship on innumerable occasions. 

Last but not least, I thank Mrs. shirley Herrewyn, the administrative officer of the 

Department, for her special attention to our overseas students. I would like to thank Mr. Xue 

Feng Leng for his help on the Latex. I would like to thank Mr. Neil Larchin and all other 

friends who have been involved in one way or another during the course of m y studies. 

n 



Abstract 

A whole-of-band receiver structure is proposed. In this structure, the whole mobile band 

(125 channels for G S M ) is digitized and channel selection is performed using D S P filters. 

The A D C is a critical component in this structure, requiring 13bits resolution at sampling 

rate of 5 0 M H z . A modified Z A A D C converter is proposed for this application. The Z A 

A D C must be able to null the quantization noise at the frequency of the desired channel. The 

research considers the feasibility of varying this frequency for tuning different channels. This 

is a novel concept for Z A systems and so the simplest form of Z A structure was chosen for 

evaluation to reduce the degrees of freedom in the many variables involved. 

A second order noise tunable bandpass ZA ADC is studied using pole zero placement 

techniques in the z-plane. Tuning is performed by moving the zero positions around the unit 

circle. The optimized pole position is a compromise between noise performance and stability. 

The signal noise ratio is equivalent to Sbits, indicating a higher order Z A A D C would be 

required for a practical radio receiver. 

Sensitivity analysis showed that the quantization noise is sensitive to errors in the system's 

main tuning coefficient adjustment. Accuracy for this coefficient has to be better than 

1%, indicating that some external precision components will be required for any VLSI 

implementation. 

The effect of multichannel signals on the performance of the ADC is studied. It is 

shown that saturation of intermediate nodes dominated the intermodulation performance of 

the A D C . However, the loss of performance is not great (3dB to 6dB) and can be offset by 

over designing the A D C to give an appropriate safety margin. The successful implementation 

of noise4 tunable Z A converter requires accurate setting of the adjustable coefficients. This 

is seen as the major design obstacle. 
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Chapter 1 

Background 

1.1 Introduction 

The world of mobile communication is dedicated to advancing the technological capability 

and understanding needed to bring people together. With each passing day, our society 

becomes more and more mobile and brings an increased demand for high quality voice 

communication service and convenient hand held terminals. 

Recent developments of very large scale integration (VLSI) technology provide the means 

to achieve these goals. N o w it is possible to make the terminals more attractive to customers. 

Carrying a miniature portable phone is no longer difficult and one no longer feels isolated from 

home and the business. This feature is very important in an emergency situation. Reduced 

energy consumption will also extend the battery life and, in a remote area, this is an important 

feature. 

However, current portable phones and mobile terminals have not yet reached perfection 

in terms of miniaturization, lower costs, low energy consumption and flexibility. The future 

goal of personal communication system is to provide everybody with a convenient facility 
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1.1. Introduction 3 

using lower cost, smaller size terminals. Eventually it is hoped that the terminals will be the 

size of a wristwatch, a pen or a lighter with reasonable battery life. 

With the continuous advancing in VLSI technology, the combination of digital signal 

processing (DSP) and VLSI provides the means to achieve these goals. D S P has an improved 

performance when compared with analog processing, since the problems of component 

temperature drift, aging and manufacturing tolerances are eliminated. Analog components 

are also bulky and in some cases expensive. DSP, on other hand, is eminently suitable for 

VLSI implementation, though its processing power has to be considered in some stage. 

A few years ago, all the functions of a radio receiver were implemented using analog 

components. The only digital components were simple microprocessors which drove the 

display and performed other housekeeping operations in the radio. As VLSI technology 

improved, D S P function were included in the radio. This started off with the voice codec 

and progressed to include more and more new signal processing functions, such as channel 

coding, modulation, demodulation, frequency offset correction and timing recovery. Modern 

radio receivers use D S P for all the baseband processing requirements of the radio. Only 

the R F processing functions of channel selection (filtering) and down conversion use analog 

components. 

This work seeks to further advance the evolution in radio circuit design by incorporating 

the channel selection filtering into the DSP. A by-product of this process is that the receiver 

changes from a single channel receiver to a whole-of-band receiver. 

1.1.1 Single Channel and Whole-of-Band Receivers 

Traditional radios are single channel receivers (see Fig. 1.1 (a) ). They receive a band 

of channels, down convert them to a lower intermediate frequency (IF) for channel selection 

(filtering ) using expensive and bulky crystal filters. After the channel is isolated it is further 

down converted to baseband and then converted into digital format using an analog to digital 

converter ( A D C ) for demodulation and further processing in a D S P unit. 

On the other hand, whole-of-band receivers (see Fig. 1.1 (b)) down-convert a whole 
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Convert to Convert to DSP 

(a) 
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El A/D 

channel select 

(b) 

Figure 1.1: (a) a single band receiver structure, and (b) a whole-of-band receiver structure. 

band of channels (mobile band) to baseband and then digitize the whole band by using a 

high speed A D C . D S P is used for channel selection (filtering) as well as demodulation. This 

allows the elimination of a number of traditional receiver functions, such as the need for a 

synthesizer for channel changing and a crystal filter for channel selection. These advantages 

are traded off against the need for a higher processing capability in the D S P unit and a much 

higher performance requirement on the A D C s . In fact, the A D C s became the most critical 

component in the whole receiving structure and these are the topic of this research. 

1.1.2 Analog to Digital Converter for Whole-of-Band Receiver 

A D C s in a whole-of-band receiver must have a very high sampling frequency to cover the 

total bandwidth of the incoming signal. They must also have a high dynamic range because 

the incoming waveform contains many active channels. The A D C specification for a receiver 

designed to operate on the Global System for Mobile ( G S M ) digital cellular standard must 

have a sample rate in the vicinity of 5 0 M H z and a dynamic range equivalent to 13 bits (see 

chapter 2). This is a difficult specification to meet, even using current flash technology. The 

possible use of an alternative technology based on Z A techniques is the topic of this research. 
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Traditional Z A A D C s have high sampling rates and also can be designed to to give very 

high resolution. They use noise shaping techniques to null the quantization noise at a given 

frequency. Most of these have been targeted at voice applications where the quantization 

noise is nulled at D C (zero frequency). They are not suitable for whole-of-band receivers 

because the desired channel does not usually occur at D C . However, it might be possible to 

modify the operation of the traditional lowpass A D C , to null the quantization noise at different 

frequencies. The feasibility of doing this is the goal of this research. 

1.2 Aim 

1.2.1 General Aim 

• To study the feasibility of using ZA ADCs in a whole-of-band receiver for mobile radio 

communication systems. 

• To identify any problems that impinge on performance of the radio, or create an 

implementation difficulty. 

1.2.2 Specific A i m 

• Develop a suitable ZA ADC structure that will minimize quantization noise in the 

received band. 

• Investigate the practical problem of adjusting the quantization noise null frequency 

when the desired channel changes to a different frequency. 

• Determine the suitability for VLSI implementation. 

• Investigate the performance in a typical radio multichannel environment. 
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1.3 Methodology and Scope 

In this work the proposed new ZA structure is analyzed using pole zero placement tech­

niques in the z-plane and the results are confirmed using time domain simulation. Time 

domain simulations are also used to study non-linear effects. The software tools used for this 

work include S P W Comdisco and Matlab. 

Because the problem is very complex and open ended, it was necessary to reduce the 

scope of the analysis so that meaningful results could be obtained in the time available. In this 

work, the Z A A D C was limited to a 2nd order structure to reduce the degrees of freedom in the 

simulation. In considering the practical implementation, the bandwidths and channel spacings 

were based on the G S M specification (125 channels; 200kHz channel spacing; 2 5 M H z total 

mobile band). 

1.4 The Layout of the Thesis 

The first part of Chapter 2 introduces the conventional radio receiver and proposes the new 

receiver architecture. The second part overviews A D C s , the major concepts of quantization, 

anti-aliasing filtering, and oversampling. The chapter concludes with a discussion on A 

modulation and its extension to Z A modulation. 

Chapter 3 describes the design of the ZA ADC for lowpass signals. This shows that the 

operational characteristics can be described from the pole/zero location in the z-plane. The 

concepts of noise transfer function (NTF) and signal transfer function (STF) are introduced. 

The performance is predicted by assuming the quantization error is uniformly distributed 

white noise . The effect of converter order and oversampling rate on the signal to noise ratio 

(SNR) is presented. 

Chapter 4 describes the design of a noise tunable ZA ADC for bandpass signals based on 

a lowpass Z A A D C with a number of modifications. The noise tuning operation is realized 

by moving zeros of the system around the unit circle. The stability of the noise tunable 
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Z A A D C converter is ensured by providing a contour boundary for the selection of system 

pole positions. The optimized pole position is shown to be a compromise between noise 

and stability. Finally the chapter shows that the simulation of S N R follows the calculations 

reasonably close (maximum error < 5dB). Quantization noise is assumed white in both 

operations. 

Chapter 5 places the noise tunable ZA ADC into the practical GSM environment. It 

discusses the coefficient adjustment for noise tuning and determines the sensitivity of the 

inband noise to adjustment error in these coefficients. The calculation shows the range and 

the accuracy requirements in manufacturing some of the coefficients. 

Chapter 6 considers the intermodulation problem caused by the multichannel input. It 

discusses two non-linear phenomenon in the A D C . These are output saturation and saturation 

of internal nodes. Chapter 7, the last chapter, summarizes the research and suggests further 

areas of investigation. 



Chapter 2 

Fundamentals of Receiver Design and 

ADC Conversion 

This chapter briefly reviews the conventional design of receivers. Then, the proposed 

receiver structure is presented which makes full use of D S P techniques. A high sampling 

rate A D C is needed to convert the whole of the mobile band which then allows channel 

selection and filtering to be done in the D S P unit. A D C s with high resolution and high 

sampling rates, as required by radio receivers, are very expensive and require large currents 

( poor power efficiency). To overcome this problem the proposed receiver suggests the use 

of a different A D C converter, called a noise tunable Z A A D C . These have the potential 

for low power consumption and low cost implementation in VLSI. Section 2.2 reviews the 

major characteristics of A D C , such as quantization, aliasing and oversampling, [Clayton 

1982] [Hoeschele 1986] [Sheingold 1978]. Finally section 2.3 develops the concept of Z A 

modulation from the well-known delta modulator (AM). 

8 
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Figure 2.1: (a) A simplified example of a super heterodyne receiver architecture, (b) signals 

in the frequency domain at different stages. 

2.1 Receiver architecture 

The following two subsections review two traditional receiver structures [Lindquist 1993] 

[S.J.Erst 1984] and describe some of their limitations. The final subsection describes the new 

receiver design and shows how a potentially low cost Z A A D C converter can be incorporated 

into the system. 

2.1.1 Super Heterodyne Receiver 

The super heterodyne receiver (see Fig. 2.1) operates by translating the incoming signal 

(RF signal) to a fixed intermediate frequency (IF) at which most of the filtering and ampli­

fication is done. Channel selection is performed by varying the frequency of the first local 

oscillator. There may be more than one stage of frequency conversion, and filtering is nec­

essary in each step to avoid problems with the interfering image frequencies. The filtering is 

usually performed by crystal or ceramic filters which are difficult to integrate. Thus to make 
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a fully integrated receiver, the conventional heterodyne approaches is not suitable. 

The super heterodyne receiver architecture is shown in Fig.2.1(a). The receiver's antenna 

receives the whole signal band shown in Fig. 2.1(b.l). The first bandpass filter (BPF1) 

immediately after the antenna , which is usually a ceramic filter, eliminates out of band 

components including the image frequency. This reduces the total inputs to the system and 

avoids saturation. The next filter (BPF2) before Mixer 1 does further filtering in order to 

attenuate possible noise introduced by the amplifier and further attenuates unwanted signals 

left over from BPF1. The signals left after BPF1 and B P F 2 are all in the mobile band. The 

signals before Mixer 1 are shown in Fig. 2.1(b.2). Mixer 1 translates the input band to a lower 

intermediate frequency (IF). BPF3 filters the desired channel, which is selected by adjusting 

the frequency of the L O 1 shown in Fig. 2.1(b.3). The second local oscillator and Mixer 2 

further reduce the signal frequency, so that A D C conversion is possible prior to demodulation 

within the D S P unit. The main selectivity in the radio is provided by BPF3, which, often is 

an expensive, bulky, crystal filter. 

2.1.2 Direct Conversion Receiver 

Figure 2.2 shows (below) the direct conversion [Lindquist 1993] architecture. The incoming 

R F signal is translated directly down to baseband, where all the filtering and most of the ampli­

fication is performed. The lowpass filters perform both channel selection and an anti-aliasing 

role prior to A D C conversion. The L O is tuned to the center of the desired channel frequency. 

Complex (inphase and quadrature ) signals are required to stop the spectrum from folding 

onto itself about D C (i.e.. the spectrum is not symmetrical about D C , which is the case for 

real signals) [Cavers and Liao 1991]. The use of I and Q signals requires two A D C converters, 

but the bandwidth of the input A D C signal is halved ( 100kHz instead of 200kHz), allowing 

the minimum Nyquist sample rate to be halved also (200kHz sampling/sec). Quadrature 

demodulators do have errors ( carrier leak, phase and gain imbalance) [Roome 1989], but 

these errors can be corrected by the subsequent D S P processing [Roome 1989] 

Direct conversion has several advantages compared to the standard super heterodyne. 

The baseband filtering makes high selectivity easier to achieve, and integrable lowpass filters, 

using analog switched capacitor or active filter techniques, can be employed. Since there are 
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Figure 2.2: A direct receiver architecture. 

no IF filters, the size of the receiver can be made smaller and power consumption reduced. 

2.1.3 T h e motivation for proposing a n e w receiver 

The majority of existing hand-held cellular phones are of the conventional super het­

erodyne type. These receivers suffer from high production costs because they require non-

integrable, bulky, radio frequency (RF, 900MHz) and intermediate frequency (IF, about 100 

M H z ) components, such as filters. 

The direct conversion architecture overcomes some major disadvantages encountered by 

conventional superheterodyne receivers. However, an adjustable local oscillator (synthesizer) 

is still required and the selectivity is provided by analog circuits. They have difficulty in 
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providing the prefered ideal filter characteristics of sharp cut-offs and linear phase. 

The purpose of proposing a new receiver is to simplify the design of the conventional 

receiver by moving more functions into the D S P unit. In this case, the A D C s receive the 

whole of the band, so that digital filtering and signal processing are used for channel selection 

and final down conversion to baseband. The need for analog crystal filters is removed and the 

synthesizer can be replaced by a fixed frequency oscillator. 

2.1.4 Proposed Receiver 

The new receiver operates by translating the whole band of incoming multi-channel 

signals (125 channels, for the G S M system ) to baseband by using a fixed frequency local 

oscillator and quadrature demodulator as indicated at point a in Fig.2.3 . The double lines at 

point b indicate I and Q channels. The technique is similar to that used in Fig. 2.2 (next page) 

except the whole band is converted (25MHz) rather than one channel (200kHz). Quadrature 

demodulation means that two A D C s are required , however, the signal bandwidth on each of 

these is halved (12.5MHz). The minimum (Nyquist) sampling rate is 2 5 M samples/sec. but a 

practical sampling frequency would be more like 5 0 M samples/sec. After A D conversion the 

desired channel is selected using digital filtering techniques. The filtering can be incorporated 

as part of the decimation process, since a high sample rate is not required after the desired 

channel has been isolated. The signal at point d is the baseband signal and ready for 

demodulation. 

The required ADC specifications for such a structure are quite stringent. Not only must 

they have a high sampling rate but they must have a wide dynamic range to cater for all the 

unwanted signals present across the band. The G S M specification states that: 

receiver sensitivity = -102dBm 

receiver blocking level > -23dBm 

In addition, the quantization noise should be well below the received signal. A figure of 

-20dB is assumed here. Hence, 
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The New Receiver with ZA A/D and DSP Tuning 

Quardature 
demodulator 

D S P Tuning 

A. 

Carrier fc = 900 M H z quantization noise 

(c) (a) (b) (c> (d) 

Figure 2.3: The proposed receiver with the noise tunable ZA A D C converter 

required dynamic range > -23 + 102 + 20 = 99dB (17 bits ) 

Some of this dynamic range can be provided through the high oversampling rate (see section 

2.2.4): 

Dynamic range >99 - I0log((fs 12) / bwch) = 99 - I0log(25 10.2) = 78.03dB 

(13 bits ) 

This figure, with low power consumption and with a sample rate of 50MHz, is at the 

boundary of current technology using traditional flash techniques. 

ZA ADCs use high oversampling rates and noise shaping techniques to provide a large 

dynamic range. They have low power consumption and are suitable for integration on VLSI 

circuits. The noise shaping nulls the quantization noise at a desired frequency. If this 

frequency can be adjusted to fall on the channel to be received, then the dynamic range 

requirements can be met (see Fig. 2.3 b, c and b). The other channels experience much higher 
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Figure 2.4: Local oscillators, (a) in the proposed receiver and, (b) in the conventional receiver. 

levels of quantization noise, but, since they are not being used this does not matter. Selection 

of another channel requires the shifting of the quantization null frequency. The Z A A D C 

must be (noise ) tunable. This is a new concept for Z A A D C s and the research in this thesis 

hopes to determine its practicality. The major advantages of performing channel selection in 

the D S P unit are: 

• D S P filters can have near brick wall frequency responses (provided a certain amount of 

delay is tolerable) and linear phase characteristics. 

• D S P filters are very stable can have exact matching (often necessary for the I and Q 

channels in the quadrature demodulator). 

• The filter charateristics can be selected by software. The receiver becomes very flexible, 

modulation and filtering are software selectable. 

• D S P is suitable for V L S I technology, with low cost, small size and reasonable power 

consumption. 

• There is no need for a voltage control oscillator(VCO) / Synthesizer [S.J.Erst 1984], 

and a simple local oscillator(LO) circuitry is all that is necassary (see Fig. 2.4). 

• Channel tuning is performed in the D S P unit by changing filter coefficients. Fast 

frequency hopping is possible, because there is no need for a synthesiser to settle after 

changing frequency. 
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Analog level Digital level 

Figure 2.5: The quantization levels for a scaled sequence. 

The next section overviews the major features of A D C converters. 

2.2 Brief Overview of A D C Converter 

This section provides a method for calculating quantization error and explains the necessity 

of an anti-aliasing filter in A D C conversion . Oversampling eases the requirements on the 

anti-aliasing filter and the quantizing process. 

2.2.1 Quantization error in A D C Conversion 

When the signal is sampled to obtain the sequence x(n), each value is encoded by using 

finite word-length of m-bits including the sign bit. Assuming the sequence is scaled such that 

\x(n)\ < 1 f°r fractional number representation, the pertinent dynamic range is 2. Since the 

encoder employs m-bits, shown in Fig. 2.5, the number of levels available for quantizing x(t) 

is 2m. The interval between successive levels, q, is given by: 

9 = 
1 

>m-l 
(2.1) 
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N(f) 
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Figure 2.6: The quantization noise power density applicable to general A D C converters. 

For an input signal which is large compared to an LSB step, the error term e(n) is a random 

quantity in the interval with equal probability. Its mean square value (variance), e^,, can be 

found as [Candy and Temes 1992]: 

.1 (***.£. 
q J-t 

>-2/n 

-qtl 12 
(2.2) 

and represents the steady state input quantization noise power. Fig. 2.6 shows the spectrum 

of the quantization noise. 

In the following discussion, it is assumed that all the power is contained in the positive 

half of the spectrum. W h e n a quantized signal is sampled at frequency fs = l/ Ts, all of its 

noise power folds into the frequency band 0 < / < fs 12. If the noise is white, the spectral 

density of the sampled noise [Bennett 1948] is given by 

E(f) = < w V2lJs = em<y/21\ (2.3) 

The concepts discussed here apply, in general, to A D C converters. 

2.2.2 T h e Necessity of Anti-aliasing Filter in A D C 

By sampling an input signal x(t) at a frequency fs, the sampled signal x(n) (n = 0,1,2 • • •) 

can be expressed in the frequency domain as the summation of the original signal component 

and images at integer multiples of the sampling frequency. Therefore input signals above 
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Nyquist frequency, fN, can not be properly converted and they also produce new signals in the 

base-band, which did not exist in the original signal. This non-linear phenomena is a signal 

distortion called aliasing. 

The distortion can be prevented by properly lowpass filtering the input signal up to the 

Nyquist frequency. This lowpass filter (called anti-aliasing filter) must have a flat frequency 

response over the signal band of interest and attenuate the frequencies, above the Nyquist 

frequency, enough to put them under the noise level. Also, the non-linear phase distortion 

caused by the anti-aliasing filter may create harmonic distortion and audible degradation. 

Since the analog anti-aliasing filter is the limiting factor in controlling the bandwidth and 

phase distortion of the input signal, a high performance anti-aliasing filter is required to obtain 

high resolution and minimum distortion. W h e n the input signal is sampled at the frequency 

well above the Nyquist frequency, the requirements on anti-aliasing filter are greatly reduced. 

This will be discussed next. 

2.2.3 Anti-aliasing with oversampling 

The minimum required sampling rate for a signal with bandwidth fN (Nyquist criterion) 

is shown in Fig. 2.7(a). In this case, the requirement for the anti-aliasing filter is very high 

because it needs a sharp cutoff frequency. Oversampling relieves the need for a sharp cutoff, 

continuous-time anti-aliasing filter by sampling the signal at an elevated rate Dfs, where D is 

an oversampling factor (D > 1), as shown in Fig.2.7(b). 

The large difference between the desired signal bandwidth and the new anti-aliasing filter 

cutoff frequency Dfs I 2 means that the available transition bandwidth for the filter is now 

many times its passband width, and this makes it much easier to realize the anti-aliasing filter 

with cheap analog circuitry. 

In order to accommodate the same final sampling rate fs as before, the oversampling 

signal must be further filtered to suppress frequencies above fs 12. This further filtering can 

be done in a digital format, after the signal has been quantized. In practice, the digital filtering 

and the sampling rate reduction take place simultaneously in a D S P unit. The combination 

is called a decimator [Crochiere and Rabiner 1981] [Candy 1986] [Chu and Burrus 1984] 
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Figure 2.7: Oversampling for anti-aliasing, a high intermediate sampling rate Dfs permits the 

frequency response of anti-aliasing filter (dashed line) to roll off gradually. 

[Dijkstra et al. 1988] [Goodman and Carey 1977]. The decimator therefore finally completes 

the sampling operation of signal acquisition to the target rate /,. 

2.2.4 Oversampling to Facilitate Quantization 

When a full precision quantizer is used, the total noise power is constant, whatever the 

sample rate [Park 1993]. Therefore the average noise spectral density of E(f) will be reduced 

when the sampling rate is increased to Dfs, as shown in Fig. 2.8. The noise power which lies 

in the bandwidth of interest, Ninband, is given by: 

Ninband(Dfs) = f
fl>E2(f)df = 

Jo 

2fbe rms 
Dfs 

(2.4) 

which is much smaller than the noise power of a Nyquist sampler (fs = 2fN). 
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Fig'ure 2.8: Oversampling for reducing the average level of quantization noise density, when 

Dfs » fb, the baseband noise is much smaller than that of the conventional A D C converters. 

Oversampling at a rate Dfs reduces noise power in the band of interest by B(D)dB, where 

B(D) = lOlog^b(Df^ = - lOlog(D) (2.5) 
NinbandKJs) 

for D > 1. Doubling the sampling rate causes 3dB decrease in inband noise. 

2.2.5 T h e Criterion for Selecting A D C Converters 

There are several aspects to be considered in the selection of an appropriate ADC converter 

for the proposed receiver. These include speed, cost and accuracy. Speed limitations are 

inherent in the particular techniques but a range of speeds can be expected for different 

converter devices using the same conversion technique. Increased accuracy is obtained at 

the expense of a reduction in conversion speed. In general, cost is directly related to speed, 

number of bits used and accuracy, but the cost of a converter device (indeed of any device), 

is greatly influenced by market factors which might be quite unrelated to the performance of 

the device. 

Only two types of AD converters can reach the required characteristics. These are the 

'flash' and Z A A D C s . The former costs more [Hoeschele 1986], because it has same accuracy 

all over the band limitation, and the later can only obtain the required accuracy over a small 

bandwidth [Hauser 1991]. In this application this limitation can be accepted since only one 

radio channel is needed at a time. This is why the noise tunable Z A A D C is focused in 
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Figure 2.9: The basic structure of A modulator. 

the research. General introductions to A D C conversion can be found in [Sheingold 1978] 

[Clayton 1982] [Garrett 1981] [Gray 1990a] [Gray 19906] [Darling and Hawksford 1990] 

[Hauser 1991] [Jayant and Noll 1984] [Oppenheim and Schafer 1989] [Widrow 1956]. 

2.3 Delta Modulation and Circuit Structure 

It is helpful to introduce delta modulation ( A) before considering the concept of ZA 

modulation, because the concept of Z A modulation was developed as an extension of the well 

established A modulation technique [Steele 1975]. This research on the noise tunable ZA 

A D C converter is a further development of the A and ZA modulation techniques discussed in 

[Inoseetal. 1962] [Candy 1985] [Schreier and Snelgrove 1989] [S.Jantzief al. 1991] [Lainey 

etal. 1983]. 

Fig.2.9(a) shows a delta modulator (A M ) . The principle of the A M can be described as 

follows: an analogue input signal X(t) is encoded by the A M into binary (1 bit) pulses Y(t) 

which are conveyed to the terminals for transmission. These pulses are also locally decoded 

back to an analogue waveform A(t) by an integration process in the feedback loop, then 

subtracted from the input signal to form an error signal e(t), which, is quantized to one of two 
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Figure 2.10: The waveforms at each point, (a) the input signal X(t) and the approximation of 
X(f), (b) the binary pulses at the output of the encoder, (c) binary sequence of (b). 

possible levels depending on its polarity. 

The output of the quantizer, P(t), is sampled periodically to produce the output binary 

pulses. The feedback loop arrangement of the A M ensures that the polarity of the pulses are 

adjusted by the sign of the error signal e(t) which causes the local decoded waveform A(t) to 

track the input signal X(t). 

Put another way, the A M produces binary pulses at its output which represent the sign 

of the difference between the input and feedback signal, hence the prefix 'A' is given to the 

system. 

After transmission the binary pulses are recovered, as shown in Fig.2.9(b). They are 

passed through a local decoder, an integrator, to produce a waveform which differs from the 

original signal by the error signal e(i) in the encoder. The final decoded signal R(i) is obtained 

by low-pass filtering the waveform at the output to remove any quantization noise which lies 

outside the band of interest. As Delta modulation is conceptually simple, it is therefore all the 

more surprising to find that the system is difficult to analyze. The encoder prohibits simple 

analysis - there are the quantizer, which is of course a non-linear device, the system sampler 



2.4. From A to Z A Modulation 22 

Analogue X(t) 
signal » f/r-e 

Analogue * w 
signal * I 

Clock, T 

[X(t)-Y(t)]dt 

Equivalent 

\ 

Y(t) 

V — Y(t)' 

/ 

J[X(t)-Y(t)]dt Clodi, T 

®-l 
\ 

binary 
pulses 

J "*• Y(t) 

(a) 

Y(t) 

binary 
pulses 

(b) 

Decoded ^_ 
signal 

R(t) Y(t) 

binary 
pulses 

(c) 

Figure 2.11: The extend development from A modulation to Z A Modulation. 

which causes the output pulses to be both time and amplitude quantized, and the feedback 

loop. 

2.4 From A to ZA Modulation 

A Modulation technique requires two integrators for the modulation and demodulation 

processes, as shown in Fig. 2.9. Since integration is a linear operation, the second integrator 

in the demodulation side can be moved before the modulator without changing overall input 

and output relationship. The structure in the Fig.2.11 (a) shows a basic model of the Z A 

modulator in which the error signal before the quantizer is J[X(t) - Y(t)]dt. The integrator 

in Fig.2.11 (a) can be put either after the loop or before the loop. The two integrators can 

be rearranged into a single integrator, as shown in Fig. 2.11 (b), while keeping the error 

signal before the quantizer the same. The name Sigma-Delta modulation probably comes 

from putting the integrator (sigma) in front of the Delta modulator. The conversion proceeds 

in two steps: First, an error signal is obtained between desired analog input signal and the 



2.4. From A to ZA Modulation 23 

X(t) 

ZA 

fs, = 50MHz 

^ - J —f— 
1-bit 

Decimation 

LPF 100 fe2=100kH2 

-V-*- To DSP 
16-bits 

Figure 2.12: A complete Z A A D C system . 

sampled, digitized output signal. The error signal is integrated and the output of the integrator 

is sampled ( usually with a 1-bit quantizer). A high oversampling rate is used. The output 

signal Y(t) can be considered as a pulse density signal and it can be reconstructed into analog 

form by lowpass filters. However, it is more usual to use the 1 bit sampled output as the 

input to subsequent digital signal processing system. Digital filtering is used to suppress the 

out-of-band quantization noise and this is combined with a decimation process to reduce the 

sample rate, as shown in Fig. 2.12. The final output is a tradition pulse code modulation 

(PCM) signal sampled close to the Nyquist limit. 

Large decimation ratios are normally required ( between 50 and 500) [Candy and Temes 

1992] [Candy 1986] [Crochiere and Rabiner 1981] and, in practice, these are achieved using 

two or more decimation stages (e.g. a decimation by 10 followed by another decimation by 

10 in frequency). 

A detailed development history of Z A A D C converter can be found in [Candy and Temes 

1992]. Nowadays, a number of oversampling converters have been designed and manufac­

tured. In fact, 20 bit resolution, oversampling Z A A D C converters as discussed above have 

been available on the market for audio system [Karema et al. 1990]. As confidence has grown 

in oversampling methods, there is a willingness to accept more complex analog circuits and 

considerably more complex digital circuits in order to lower the oversampling ratio. Modern 

oversampled A D C converters have been found to include fifth-order filters [Adams et al. 

1991], and cascaded modulators [Das and Chatterjee 1967] [Hayashi etal. 1986]. The trend 

is to extend the application of oversampling methods to higher signal frequencies. Whatever 

the applications, oversampling methods provide a wide range of trade-offs involving factors 

such as oversampling ratio, filter order, number of quantization levels, number of stages, and 

the complexity of the decimation filters. 



2.5. Conclusion 24 

2.5 Conclusion 

The conventional receiver structure, including direct conversion, takes one channel at 

a time before the next tuning is made. Therefore the processing of incoming signals is 

concentrated on one signal and its filtering, detection and demodulation. The new proposed 

receiver structure digitizes the whole mobile band (125 channels for G S M system ) and 

uses D S P techniques for decimation, filtering and channel selection. D S P is used to replace 

expensive and bulky crystal filters used in channel selection. Also the need for a complex 

frequency synthesizer is reduced or eliminated. The use of D S P gives greater flexibility ( 

software selection) in the choice of bandwidth, modulation scheme and other operational 

functions. One of the disadvantages of the scheme is that a high speed, high resolution (13 

bits) A D C s are required. Traditional flash techniques are expensive in both cost and power. 

A new type of Z A A D C is proposed to solve this problem. It is shown that the Z A A D C must 

tune its quantization noise null to the desired received channel if the required dynamic range 

is to be obtained. 

Several important issues regarding AD converters were reviewed. These included A 

modulation, the extension from A modulation to Z A modulation, anti-aliasing filtering and 

oversampling. Oversampling greatly relieves the requirements on the anti-aliasing filter 

(e.g. roll-off rate) and reduces the average spectrum density of the quantization noise by 

approximately 3dB/octave. But it is not adequate enough to rely totally on oversampling to 

improve the resolution of A D C converters. Therefore Z A A D C converters with noise shaping 

characteristics are needed to further reduce the quantization noise level within a particular 

frequency band. 

The majority of previous work on ZA ADCs has concentrated on the conversion of lowpass 

signals for audio applications. All the important design and analysis techniques have been 

developed for these lowpass Z A A D C s . It was decided to review and repeat some of this work 

to obtain a better understanding of the Z A concept and this is presented in the next chapter. 



Chapter 3 

Sigma-Delta (ZA) Modulation for 

Lowpass Signals 

3.1 Introduction 

Previous chapters have introduced the possibility of using a ZA ADC in the design of the 

proposed radio receiver. This chapter introduces Z A A D C s . It describes the design, operation 

and major properties. Their performance is evaluated using analysis and simulations. 

The advantages in implementation of such ZA ADCs are that the circuits do not require 

any component trimming to achieve high resolution in the conversion process, reduced anti­

aliasing filter requirements, and a system architecture that lends itself to switched-capacitor 

implementation [Lainey et al. 1983] [Norsworthy et al. 1989] [Hurst and Levinson 1989] 

[Bishop et al. 1990]. 

Although the sigma-delta modulator was first introduced by Inose and Yasuda in 1962 

25 
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[Inose et al. 1962], it did not gain importance until recent developments in digital VLSI tech­

nologies, which provides the practical means to implement the large digital signal processing 

circuitry. The increasing use of digital techniques in communication and audio application 

has also contributed to the recent interest in cost effective high precision A D C s . The popu­

larity of Z A A D C s is due to their compatibility with present-day C M O S VLSI technology; 

almost 9 0 % of the die is implemented in digital circuitry which enhances the prospect of 

compatibility. 

The advantages of implementing ZA ADC with VLSI techniques include higher reliability, 

increased functionality, and reduced chip cost. Those characteristics are commonly required 

in the digital signal processing implementation. Consequently, the development of D S P 

technology, in general, has been an important force in the development of high precision 

A D C s which can be integrated on the same die as the digital signal processor itself. 

This chapter only considers lowpass (audio) ZA ADCs. The novel bandpass ZA ADC 

required for the new receiver architecture will be presented in chapter 4. Section 3.2 and 3.3 

introduce the basic structure and principle of Z A modulation and the noise-shaping theory on 

which the research is based. Section 3.4 investigates the performance of a first order system 

and section 3.5 considers second and higher order systems. Section 3.6 and 3.7 discuss the 

problems of limit cycles associated with Z A A D C , and presents a brief literature summary on 

complex systems. 

3.2 ZA Modulation Structure and Principle 

Conventional high resolution ADCs (i.e. successive approximation and flash type) op­

erate near the Nyquist rate. These Nyquist samplers require a complicated analog lowpass 

filter(anti-aliasing filter) to limit the maximum frequency input to the A D C and sample-and-

hold circuitry. O n the other hand, the Z A A D C s use a low resolution A D C (1-bit quantizer), 

noise shaping and a very high oversampling rate. Moreover, since precise component match­

ing (or laser trimming) is not needed for the high resolution Z A A D C s , they have very attractive 

implementation properties. They are suitable for integration on to VLSI digital circuits. 
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Figure 3.1: (a) The first order Z A A D C structure, (b) with one bit quantizer in forward loop 

and one bit D/A in the feedback loop, (c) The input signal (sine-wave) and the binary pulsed 

output signal ( M A T L A B simulation), where V = 1 volt. 

Fig. 3.1(a) shows the structure of a first order ZA modulator with a 1-bit DAC in the 

feedback loop. The difference signal, between the desired input and the quantized feedback 

signal is fed to the quantizer via an integrator. The feedback forces the average value of the 

quantized signal to track the input signal. Any difference between them accumulates in the 

integrator and eventually corrects itself. 

Fig. 3.1(c) shows the response (output) of the circuit to a sine-wave input. It illustrates 

how the quantized signal oscillates between two levels (± 1 ) in such manner that its local 

average equals the input signal amplitude [Candy 1974]. The output bit-stream contains 

the input signal and quantization noise. The quantization noise has strong high frequency 

components that can be removed by lowpass filtering. This is performed by a filter/decimation 

process which reduces the sample rate in conjunction with increasing the signal resolution 

(number of bits). High resolution performance can be obtained for both A D C s and D A C s 
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Figure 3.2: System model using a discrete time integrator to replace the analog integrator of 
Fig. 3.1. 

using this technique, as has been described in [Welland etal. 1989] [Brandt et al. 1991] for 

compact disc sound system. 

3.3 Basic Noise-Shaping Theory 

ZA ADCs use noise shaping techniques to remove (null) quantization noise from the part 

of the spectrum occupied by the desired signal. The design of the noise shaping functions is 

important, and it determines the performance of the Z A A D C . 

3.3.1 T h e Noise Shaping Feature 

To analyze the ZA ADC, the circuit shown in Fig. 3.1 (a) is transformed to its sampled-

data equivalent, with the quantization error modeled as an added error e„ as shown in Fig. 

3.2 [Candy and Temes 1992]. The model assumes that the quantization noise is uncorrelated 

with the input signal and that it can be treated as white noise [Gray 1987] [Gray et al. 1989] 

[Gray 1990a]. The system can be analyzed using linear techniques. 

As a ZA ADC usually employs two-level (1 and -1) quantization, there is no need to place 

an actual D/A converter (Fig.3.1(b)) in the feedback loop. It is assumed that the sampling 

frequency is much greater than the input signal bandwidth, that is to say the input signal 
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remains unchanged during one sampling time period, so the system can be described in z-

domain (if this is not the case, then a sample and hold device is required prior to the ZA 

ADC). 

From the z-domain model in Fig. 3.2, the system's transfer functions can be determined. It 

can accurately predict the error spectrum and general behavior of the Z A modulation process. 

The z transform of output Y(z), obtained from Fig. 3.2, is: 

m = T7m™+TTimE(z) <31) 

From Eq. (3.1), the signal transfer function (STF) becomes 

e T C Y , Y(z) H(z) .... 
STF(Z) = W) = T^W) (3-2) 

when E(z) = 0. The noise transfer function (NTF) becomes: 

NTF(z) = — = (3.3) 
w E(z) l+H(z) 

when X(z) = 0. These two transfer functions link the output to the input signal and to the 

source of quantization noise. The qualitative frequency responses of these two functions are 

shown in Fig. 3.3. In general, | NTF | can always be made less than 1 (i.e. | NTF I < 1 ) 

around the baseband frequency (z = 1). Therefore, the Z A A D C noise will be always smaller 

than ordinary quantization noise. Fig. 3.4 shows the spectral density of the noise from ZA 

quantization compared with that of ordinary quantization [Candy and Temes 1992]. The grey 

and dark areas represent quantization noise power for a conventional A D C (e.g successive 

approximation / flash) and a noise tunable bandpass Z A A D C respectively. It is clear that 

quantization noise in the Z A A D C is much smaller within a narrow bandwidth around the null 

position. The result indicates that, with the same number of bits used in A/D conversion, Z A 

A D C has much lower quantization noise power compared with that of conventional A D C . 

This is the reason that Z A A D C s are so popular. 
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Figure 3.3: The noise shaping concept. Typical frequency responses of the system transfer 
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Figure 3.4: The comparison of quantization noise between a Z A A D C and a conventional 

(flash etc.) A D C . 



3.4. Noise Shaping for First Order Systems 31 

It is important to point out that there is no constrains put on H(z) when Eq. (3.1) was 

derived. This means that H(z) can be any structural function (not just only an integrator unit) 

and is universal. As such, the NTF can be made to target the need of reducing noise, from 

which the name of noise shaping comes. Much research [Candy and Temes 1992] [Brandt et 

al. 1991] [Carley 1989] [Hayashi et al. 1986] [Li 1993] [Matsuya et al. 1987] [Norsworthy et 

al. 1989] [Ritoniemi et al. 1990] (just name a few) into ZA ADCs, is focused on improving 

the noise shaping function (NTF). 

3.4 Noise Shaping for First Order Systems 

This section investigates the improvement of a first order ZA ADC system, in terms 

of quantization noise, signal to quantization noise ratio (S/N), and dynamic range. The 

investigation is extended by introducing a coefficient, g, into the integrator structure, H(z). It 

is shown that this coefficient can adjust the pole position of the NTF and STF which affect 

the noise performance of the system. 

3.4.1 Quantization Noise 

The first order ZA ADC described in Fig. 3.2 has H(z) = z~x I (1 - z~x), hence, STF(z) 

and NTF(z) become 

STF(z)=^=z~} = - (3.4) 
X(z) z 

and 

NTF(z)=^ = l-z-
x = — (3.5) 

E(z) z 

Eq. (3.5) shows that the NTF has one zero at frequency a = 0 (z = 1 ) which reduces 
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the quantization noise at low frequencies and a pole at the origin which has no effect. The 

magnitude response of the STF is equal to 1 for all frequencies. 

NTF equals zero at at DC (zero frequency) has the effect of nulling the noise at co = 0. 

However, the magnitude of the NTF( \ NTF \) increases at high frequencies. In this example 

I NTF | = 2 when f = fs / 2. At high frequencies the quantization noise increases. This 

behavior is described as noise-shaping. Therefore, if the analog input signal to the modulator 

x(t), is oversampled, the high-frequency quantization noise can be removed by digital lowpass 

filters without affecting the input signal characteristics' at baseband frequencies. This lowpass 

filtering is part of the subsequent decimation process. 

To calculate the effective resolution of the ZA ADC, it is assumed that the input signal 

is sufficiently busy so that the quantization error can be treated as white noise, which is 

uncorrelated with the signal. With the first order noise shaping function, Eq. (3.5), the 

spectral density of the modulation noise may then be described as [Candy and Temes 1992]: 

\N(f) | = | E(f) | • I 1-z"1 \ = E(f) | l-e-jt°T- \ = 2e^y/2Tssin(^j (3.6) 

where the | E(f) | is obtained from equation (2.3). Clearly, the system reduces the noise at 

low frequencies, but increases it at high frequencies. The noise power in the signal band is : 

rfb . . rfb . / Q\T \ . w2 

Ninband_x = jf \N(f)\2df = Jo | 2 < w V 2 7 ; sin {-^ J | 2 df - e^-dhT^ 

(3.7) 

where fs » fb- Each doubling of the oversampling ratio thus reduces this noise by 9dB 

and provides 1.5 bits of extra resolution. This improvement in the resolution requires that the 

modulated signal be decimated to the Nyquist rate with a sharply selective digital filter. 
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Figure 3.5: Simulation Model 

3.4.2 Signal to Quantization Noise Ratio 

The performance of ZA ADC is normally evaluated using the signal to quantization noise 

ratio (S/N) and the dynamic range. The S/N ratio is defined as the input signal power divided 

by quantization noise power in the desired channel. Dynamic range is defined as the difference 

between the input signal level when input signal power equals the quantization noise power 

in the desired channel and the input signal level just before system saturation. 

The signal to noise ratio for an input sinusoid with amplitude V (power, S = V212) is 

2 \ 3 
(2fbTs? (3.8) 

The largest sine wave that the Z A modulator will accommodate without saturating has a peak 

value 1.0 and a power value of 1 / 2. The quantization noise power is given by Eq. (3.8), and 

therefore the maximum S/N can be expressed as : 

S7AU = 
ZeLsX2 

rms 

(2f„Ts) 
-3 (3.9) 

These theoretical equations were checked using simulation. A signal with amplitude, V, and 

frequency fb was used as an input to the first order Z A A D C with M A T L A B . The output signal 

was processed through a FFT. All inband noise components (bins) were summed together to 

obtain the noise power, from which the S/N ratio can be calculated. This is illustrated in Fig. 

3.5. 
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Figure 3.6: Signal to quantization noise ratio versus the amplitude of applied sine waves 

for the first order Z A circuit, OdB corresponds to an amplitude of 1 volt. The dotted-line 

is calculated using equation (3.9), the solid-line represents simulation from M A T L A B . The 

turning point indicates onset saturation effects. 

The model in Fig. 3.2 is simulated using MATLAB. The solid-line Fig. 3.6 is the plot 

of the signal to quantization noise versus the amplitude of the input signal. The dotted-line 

shows the theoretical calculated result using Eq.(3.9). A comparision of the plot shows that the 

theoretical equation provides the lowe bound values of the signal to noise ratio in the dynamic 

range (assuming the noise is white). The M A T L A B model, uses a limiter as the quantizer, 

and makes no assumption about the quantization noise. Therefore a difference between the 

two results should be expeted. Zero-dB input corresponds to a peak amplitude equal to 1 volt. 

The maximum S/N is about 56dB at full scale input (1 volt), and the maximum dynamic range 

is about 62dB. Simulations were conducted by setting the input signal frequency, fh = 0. 05TT, 

bandwidth, bw = 0.05 n, the sampling frequency, fs=2n( normalized frequency), and using 

4096 points for the FFT. 

3.4.3 T h e Effect of Integrator Gain on IA Performance 

To further investigate the behavior of the first order circuit, a coefficient g is placed in the 

forward loop. The modified circuit (based on Fig. 3.2) is shown in Fig. 3.7. The z-domain 
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Figure 3.7: A n analysis model (modified from Fig. 3.2) for investigating the behavior of the 
first order circuit with a coefficient g in the forward loop. 

system transfer function of the system is : 

Y(z) = gz 
-i 

1 - (1 - g)z~ 
-X(z) + 

\-z -I 

l-(l-*)z-> 
E(z). (3.10) 

Similarly, the signal transfer function STF is 

STF(Z) = 
gz -I 

1 - ( 1 - £ ) * - ' 
(3.11) 

and the noise transfer function N T F is 

NTF(z) = 
\-z -I 

l-(l-g)z-' 
(3.12) 

It is clear the N T F has a pole at z = 1 — g and a zero at z = 1 (co = 0). The N T F can still null 

the quantization noise ai co = 0, as shown in Fig. 3.8. It shows the simulation of the output 

with the sine-wave input (0.8 volts). The Fast Fourier Transform Algorithm is applied to the 

output (bit-stream) of the system to gain the output spectrum. Fig. 3.8(a) is the baseband part 

of 3.8(b) and shows the noise power density in the vicinity of the applied signal. 

The coefficient g determines the pole position which affects both the NTF and the STF. 

In this case the quantization noise power spectral density becomes: 

N(f) | = | E 
1 - ejo'T' 

1 - (1 - g)ei0,T° 
(3.13) 
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Figure 3.8: (b) Simulation spectrum of the first-order system with a coefficient g in the 

forward path. Sine input with amplitude = 0.8 volts, D C offset = 0.005, and frequency = 

800Hz. The sampling frequency / clock frequency is 102.4kHz, points for calculating F F T is 

4096, (a) The baseband enlargement of (b). [ M A T L A B simulation] 

and the quantization noise power in the band from 0 to fb becomes: 

Ninband(fb) = r i N^ 
Jo 

df (3.14) 

Fig. 3.9 (next page) shows the calculated frequency response of the STF and N T F from Eq. 

(3.11) and (3.12) with three pole positions, corresponding to g = l(z = p\),g < \(z = pi) 

and g > l(z = p3). The latter position (p3) results in the lowest quantization noise within 

the signal band, but produces more out of band noise. If the N T F has too much gain then 

instability can result. Stability in this instance means that the error signal is bounded [Schreier 

and Snelgrove 1991]. If this is not the case, the error power will increase and dominate the 

operation of the Z A modulator reducing its noise shaping effectiveness. To the best of the 

author's knowledge there is no complete theory that describes a stability boundary for Z A 

A D C s . In this thesis, a commonly used 'rule of thumb' criteria will be employed. The 

criteria requires that | NTF | < 2 for all frequencies to avoid instability [Chao et al. 1990] 

[Schreier and Snelgrove 1989]. Therefore g can be set to give an optimum trade off between 

performance and stability. The STF is also effected by the different pole positions, but within 

the desired signal band there is little change if the oversampling rate is high; this is normally 

true for Z A systems. 
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Figure 3.9: (a) The pole-zero position of 1st order system, pole can take the value of p\,p2 

and p-x, separately, (b) calculated frequency response of the system for different pole position, 

px = 0,p2 = 0.3, and p2 = -0.3. (simulated on M A T L A B ) . 

In brief, g can be adjusted to obtain the desired performance within the stability boundary, 

I NTF I < 2. 

3.5 Noise Shaping for High Order Systems 

This section discusses the improvement in noise shaping of a second order Z A A D C 

system. The discussion is extended by introducing coefficients, g\,gi,bx,b2 and Ai, into the 

system structure. It is shown that these coefficients can adjust the pole positions of the NTF 

and STF which affect the noise performance of the system. 

3.5.1 Quantization Noise 

High order noise shaping systems can further reduce the inband quantization noise. A 

second order Z A A D C structure, based on [Agrawal and Shenoi 1983] and [Candy 1985], is 
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X(t) 

Quantization 
unit 

Figure 3.10: Double loop (the second order) digital ZA modulator without any coefficients. 

shown in Fig. 3.10. The system can be analyzed using its NTF and STF in a similar way 

as the previous first order system. The system transfer function of the double loop system 

becomes: 

Y(z) = z-lX(z) + (l-z-1)2E(z) -K2i (3.15) 

and the STF(z) and NTF(z) become: 

STF2(z) = z 
-i (3.16) 

and 

1\2 NTF2(z) = (l-z-1) (3.17) 

Eq. (3.17) shows that the N T F has two zeros at frequency co = 0 (z = 1 ), which can 

further reduces the quantization noise at low frequencies, and two poles at the origin. The 

frequency response of the STF is flat across the band while the NTF has a similar shape to 

that shown in Fig. 3.3, except for a wider null at DC. The spectral density of the quantization 

noise can be derived from the NTF [Candy and Temes 1992], as in section3.4.1: 

N2(f) = I E(f) | • | (1 - e-*
T<)2 I = 4ermsV2Tssm

2 ( ^ ) (3.18) 
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As before, feedback around the quantizer reduces the noise at low frequencies, but 

increases it at high frequencies. The quantization noise power in the signal band is : 

Ninband_2 = T \N2(f) |
2 df = e^VUT,)5 (3.19) 

JO 3 

where /, >> fb. This noise falls by 15dB/octave and provides 2.5 extra bits of resolution 

for every doubling of the sampling frequency [Brandt et al. 1991] [Candy 1985]. The 

technique can be extended to higher-order systems, by adding more feedback loops to the 

circuit [Ritoniemi etal. 1990]. 

When there are L loops and the system is stable, the power spectral density of the output 

quantization noise is [Candy and Temes 1992]: 

UJ2= £,27,(2sin {^i))2L, (3-20) 

and for oversampling ratios greater than 2, the noise in the signal band is given approximately 

by: 

einbaru,_L = 4«2^T^»
7''>"*1- (3"21) 

This noise falls 3(2L+1) dB for every doubling of the sampling rate and provides L+0.5 extra 

bits. Fig. 3.11 shows the inband noise plotted against the oversampling ratio for examples 

of a conventional 1 bit A D C (L = 0), a single loop Z A A D C (L = 1) and multiple loop Z A 

A D C structure (L = m). These diagrams are derived from Eq. (3.21), which assumes white 

uncorrelated noise. 

When L > 2, the system becomes complicated and there are difficulties in implementing 

the circuits. Different structures are usually used for these higher order systems [Rebeschini 

etal. 1989]. 
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Figure 3.11: The rms noise versus oversampling ratio. L = 0 for the conventional A D C , and 

first, second, and third order Z A quantization. Zero dB of noise corresponds to that of P C M 

sampled at the Nyquist rate . 

3.5.2 Signal to Quantization Noise for Second Order EA ADC 

The S/N ratio for 2nd order Z A A D C s can be obtained using a similar process to that used 

for the 1st order systems (section 3.4.2). The S/N ratio for an input sine wave of input level 

Vis: 

V2 I 7C4 

SIN^-lie^-ahTj 
(3.22) 

This reaches a maximum just prior to saturation when V = 1, 

(SIN)max^^-(2fbl 
erms^ 

-5 (3.23) 
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Figure 3.12: The second order digital ZA A D C circuit with scaling coefficients. 

3.5.3 Alternative 2nd Order Transfer Function 

Coefficients can be added to the 2nd structure of Fig. 3.10 to control the NTF and STF. 

Five coefficients are shown in Fig.3.12. These coefficients can scale signals at different stages 

in the structure to improve the performance and control instability. 

The principle of operation is similar to that of the first order ZA ADC. The second feedback 

loop (through b2) tries to track the output from the first integrator and so minimize the error 

signal into the second integrator. The z-domain system transfer function is derived from 

Fig.3.12 as: 

Y(z) = 
g\giAz -i 

1 + (g\gib\ + g2b2 - 2)z~
l + (1 - g2b2)z-

2 X(z) + 
\-2z~l+z -1 _•_ ~-2 

;E(z) 
1 + (gig2bi +g2b2 - 2)z~

l +(1 - g2b2)z~
2 

(3.24) 

The STF is: 

STF(z) = 
g\g2Az 

-1 

1 + (gigibi + g2b2 - 2)z~
x + (1 - g2b2)z -2 

(3.25) 

The N T F is : 
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Figure 3.13: (a) The second order system description in z-plane, pole can take the value of 

P\,p2 and pi separately, (b) the calculated frequency response for different pole positions. 
(Simulated on M A T L A B ) . 

The NTF has two zeros at z = 1 and two poles at: 

Zl,2 = 
— v ± y/v2 — 4a 

2a 
(3.27) 

where a = 1 — g2b2, and v = gig2bi + g2b2 — 2. All poles should be within the unit 

circle, or | z I < 1, for stability, otherwise they can be placed any where providing a good 

performance results. Fig. 3.13(b) shows the frequency response for the pole and zero 

positions, px = 0,p2 = 0.5, both with the zero angles, and p3 = 0.4 with the angle of n 14, 

shown in Fig. 3.13(a). 

W h e n all coefficients are equal to one, the system is the same as Fig. 3.10 and has two 

poles at the origin (p\ of Fig.3.13(a)). There are many possible pole locations, but, generally 

speaking, the inband noise improves as the poles move further away from the zeros; however, 

the | NTF | nun also increases and this can lead to instability causing noise to increase in the 

output. Making the | NTF \ < 2 (for all frequencies) avoids instability, but this rules out the 

poles being positioned at the origin (pi). 
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Figure 3.14: Signal to quantization noise ratio against the amplitude of applied sine waves for 

the second order Z A circuit of the Fig. 3.12 (A = \,b\ = \,b2 = 2,gi =0.42, and g2 = 0.83 

corresponding to pole positions being atp2 in Fig.3.13(b)), 0 dB corresponds to an amplitude 

of 1 volt. Solid-line is for input signal without D C bias (based on the circuit in Fig.3.12). 

Dashed-line is for D C bias at 0.02 volt (based on the same circuit). The dotted-line is the 

theoretical prediction from Eq.(3.22). [ M A T L A B simulation] 

Fig. 3.14 shows the S/N ratio plotted against amplitude for an input sine wave signal. The 

solid-line shows the simulation result. The dashed-line shows the effect of adding a 0.02V 

D C bias to the input signal. The dotted-line represents the theoretical result obtained from 

Eq.(3.22). The zero dB input level corresponds to a peak amplitude equal to 1 volt. The 

maximum of S/N ratio of 66dB occurs just before the saturation of the system. The dynamic 

range is about 64dB. 

There are two reasons which may cause the difference between theoretical prediction of 

equation (3.22) and the simulation results. Firstly Eq.(3.22) is based on the assumption that 

the quantization error is equally distributed over one quantization step which is, generally 

true, for conventional A D C s , but it is not well suited to single bit Z A A D C . Secondly the 

performance of the Z A A D C is degraded at small input signal levels; this was probably due 

to limit cycles in the output. To a certain extent the problem was overcome by the addition of 

a D C bias signal, but this was at the expense of a slightly reduced performance at large input 

signal levels. 
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3.6 Limit Cycles (Pattern Noise) 

The simulations conducted in this research showed that, low-order ZA systems, and 

especially first-order systems, with 1-bit noise-shaping loops are prone to output quantization 

error that is deterministic or oscillatory rather than white noise-like. This manifests clearly 

the non-additive independent white noise character of 1-bit quantization. Under certain small 

amplitude signal input, the binary idling sequence at the output of Z A modulator will exhibit 

a long and often complex, but repetitive, pattern. If the period of this pattern is long enough, 

its fundamental frequency component will lie in the audio baseband and pass through the 

decimator unattenuated, yielding a limit-cycle tone in the output of decimator. To relieve 

this, some form of dither signal can be added to the analog input. The dither tends to disrupt 

the long deterministic idling pattern in the Z A output and hence prevents narrow band error 

power from appearing in the output [Hauser and Brodersen 1986] [Carley 1987]. 

The addition of a DC bias signal to the input was also found to be beneficial for many 

of the simulations performed in this thesis. The reason for this is not quite explainable, and 

needs investigation in the future. 

3.7 More Complex System 

Various approaches of ZA modulator have been developed to give better noise-shaping. 

The following is a brief catalog: 

• Single-stage with single-loop [Inose and Yasuda 1963] [Gray 1987] [Bishop etal. 1990] 

[Candy and Temes 1992] which are first order system. 

• Single-stage with multi-loop [Li 1993] [Matsuyaefa/. 1987] [Chao etal. 1990] [Walden 

etal. 1990]. 

• Multi-stage with single loop [Matsuya et al. 1987] [Robert and Deval 1988] [Candy 

and Temes 1992] with a order N > 2. 

• Multi-stage with multi-loop [Karema etal. 1990] [Candy and Temes 1992]. 
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Figure 3.15: Basic concept of noise-shaping and performance of Z A A D C for different order. 

Among the above structures, some use feedback technique and others use feed forward, 

both with either 1-bit quantizer or a multi-bit quantizer. Researchers are continuing to look 

for better structures which will give improved noise shaping and reduced complexity. 

3.8 Conclusion 

ZA modulators produce a pulse density output waveform. In a Z A A D C , the quantization 

noise from the output waveform has a spectral null at zero frequency (in the signal band ). 

The quantization noise outside this band can be removed by subsequent filtering. The higher 

the oversampling rate the more noise can be removed. The performance of Z A A D C s can be 

analyzed through the pole and zero positions of the STF and NTF. The predicted results (the 

dotted-line in Fig.3.14) from this analysis differ from the simulation results (dashed-line in 

Fig.3.14) by about 6dB, which is reasonably close. 

The shape of the NTF is determined by its order and its pole locations. Higher order 

systems have wider bandwidth nulls and hence better performance (Fig.3.15). The NTF and 

the oversampling rate determines the performance of the Z A A D C (Fig.3.16). To obtain a 

lOOdB dynamic range, a second order Z A A D C will require an oversampling rate of about 

180. 

The next Chapter considers a noise tunable ZA A D C which has the capability of nulling 

the quantization noise at frequencies other than D C . 
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Figure 3.16: The calculated improvements in signal to quantization noise ratio through 

oversampling and decimating processing for single bit ZA ADC. 



Chapter 4 

Design of Noise Tunable XA A/D 

Converter 

Chapter 3 discussed the design of Z A A D C s for lowpass signals and presented their 

performance in terms of S/N ratio and dynamic range. 

This chapter discusses the design of ZA ADCs for bandpass signals. It shows how the NTF 

can be modified to notch the quantization noise at different frequencies. A noise tunable Z A 

A D C structure is proposed that can realize the new NTF, and its performance is investigated 

by pole/zero analysis. 

4.1 Introduction 

Oversampled ZA ADCs have a number of benefits, these include inherent linearity, high 

tolerance to circuit imperfection, and only a small amount of analog circuitry is needed. The 

47 
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bandpass variant of Z A conversion should retain these advantages and offers a promising 

technique for the use in the developing area of digital radio as has been explained in chapter 

1. 

The ZA noise shaping concept was extended to bandpass signals by [Schreier and Snel­

grove 1989]. The advantage of the bandpass design is that, with a narrow-band signal, the 

sampling rate need only be much greater than that of the bandwidth of the signal rather than the 

carrier frequency. The oversampling ratio, Rb, is defined as one-half the sampling rate divided 

by the width of the band of interest, Rb = fs I (2 • bw), where bw is the channel bandwidth. 

Table 4.1 compares the oversampling rate for lowpass and bandpass Z A converters in a G S M 

environment. For the lowpass case, when the signal frequency increases, the oversampling 

ratio decreases ( for fixed sampling frequency ). For the bandpass case, the bandwidth of a 

channel is fixed, so the oversampling ratio Rb is constant. The Rb can be made quite large if 

fs > bw. Fig. 4.1 shows the required performance of the new tunable bandpass Z A A D C . It 

converts the whole signal band (125 channels) to digital format, but only the desired channel 

has the minimum quantization noise. The unwanted signals will be filtered in the following 

D S P unit as part of the decimation routine. 

Sampling 

frequency 

52 M H z 

Channel 
spacing 

fbw 

200 kHz 

Center 
frequency 

fc 
200 kHz 
400 kHz 

1000kHz 

1200 kHz 

2.4 M H z 

Oversampling 

ratio 

Klowpass 

130 

65 

26 

21.67 

10.83 

Oversampling 

ratio 

"bandpass 

130 

Table 4.1: Oversampling ratio comparison for lowpass and bandpass systems. The data is 

based on the G S M specification: 200kHz channel spacing and 2 5 M H z total bandwidth. 

For multichannel input signals the ZA ADC minimizes the quantization noise at the 

frequency of the desired channel by appropriately adjusting the circuit parameters of the Z A 

process. Channel selection is then performed in D S P unit as part of the subsequent decimation 
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Figure 4.1: The required performance of the new tunable bandpass ZA ADC in a GSM 
receiver. 

process. The channel selection processes will not be considered in this thesis. 

Section 4.2 discusses the design procedures including system structure, transfer function 

and the selection of pole positions which are linked to system stability and performance. 

Section 4.3 does the theoretical calculation and simulation of S/N ratios and section 4.4 

discusses the feasibility of the choice of sampling frequency. Finally, section 4.5 summaries 

the design aspects of noise tunable ZA A/D converters. 

4.2 General Design of 2nd order tunable ZA modulation 

The key issue in the design of Z A A D C s is the selection of the noise transfer function, since 

quantization noise is the most sensitive parameter. This design starts with the investigation 

of the NTF and STF of a bandpass ZA modulator using pole-zero analysis. Conventional 

low-pass ZA converters place the zeros of the noise transfer function at coc = 0, as shown 
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Figure 4.2: (a) N T F pole and zero placements for a 2nd order lowpass Z A converter and 

(b) 2nd order bandpass Z A converter tuned for minimum quantization noise at coc = % I 8. 

The zero positions for channels at, n I 8 and it I 3, are shown in solid-line and dashed-line 

respectively. In this case 6P = 9Z but this need not always be so. 

in Fig.4.2(a). This nulls the quantization noise at DC and greatly reduces the noise level 

at low frequencies. Unfortunately, the quantization noise at higher frequencies increases. 

The bandpass Z A modulator nulls quantization noise at a nonzero frequency, coc shown in 

Fig.4.2(b), and this gives a high signal-to-noise ratio for signals with a narrow bandwidth 

centered on coc. The placement of N T F zeros at e^^
T', where cocTs = n/S, nulls the quantization 

noise at the desired channel (Fig. 4.2). Other channels can be selected by changing the cocTs 

value (e.g cocTs = n 13 as illustrated). The position of the poles effect the shape of the STF, 

the shape of the N T F null, and the stability of the system. 

4.2.1 System Structure, Modeling and Transfer Function 

It is a basic requirement for the bandpass ZA modulator to null the quantization noise at 

the channel of interest. To do this a number of modifications to the basic lowpass structure, 

Fig. 3.10, were considered. The structure shown in Fig. 4.3 was eventually chosen since it 
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4> 
Modelling 

Figure 4.3: The structure of the second-order noise tunable bandpass ZA quantizer 

had the desired NTF characteristics of complex zeros on the unit circle. The STF has zeros at 

the origin and on the real axis. The poles for both STF and N T F are the same. 

The method used to analyze the ZA converter is to model the quantizer as an additive 

noise source. It is assumed that the quantization noise sequence {e,} in Fig.4.3 is white and 

uncorrected with the quantizer input [Candy and Temes 1992], and that the input signal x(t) 

is bandpass and oversampled. The linearized system transfer function can be obtained from 

the z transform-model as follows: 

Y(z) = STF2b(z) • X(z) + NTF^z) • E(z) (4.1) 

where STF^z) is the signal transfer function: 

STF^z) = 
vz-x(l - az~l) 

1 - <bd\Z~x + Qdiz-2 
(4.2) 
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and, NTF2h(z) is the noise transfer function: 

m^,^ , s I -2cos 0zz~
x +z~2 ,„„, 

A/TFa(z) = — — i — • r. (4.3) 

0Z is the angle of the zeros; the poles can be either both real or a complex conjugate pair. 

The following equations relate the pole-zero diagram (Fig. 4.2) to the developed structure 

(Fig.4.3): 

v = gAx+A2 (4.4) 

gAx +A2 

2 - gB = 2 cos 6Z (4.6) 

(j>dl=2-g(b,+B)-b2=< 
2rp cos 6P if poles are complex 

-(7 + Vi) if poles are real 

(4.7) 

r? if poles are complex 
^ = l-b2 = { P • (4-8) 

y • r] if poles are real 

6 is the angle of the pole, rp is the radius of the poles, and y and 7] are pole positions on real 

axis, shown in Fig.4.4. 

Equations (4.3) and (4.6) show that the coefficients, B, and g can be adjusted to make the 
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Figure 4.4: Illusrtration for real and complex pole positions. 
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Figure 4.5: Frequency response of STF(ei°hT!) and NTF(e>ahT>) evaluated from equations (4.2) 

and (4.3), with pole and zero positions as in Fig. 4.2. The notch position are set at cocTs = n/S 

and it 13 . 

ZA ADC tune to the desired frequency (channel) at which the response of NTF^z) is equal 

to zero as shown in Fig. 4.5. The signal transfer function, STF^z), shares the same poles 

with the noise transfer function, NTF^z), but has zeros located on the real axis (one is at 

the origin). As such, this limits the amount of bandpass shaping of the STF^zYs frequency 

response for low-order converters. The criteria of the design is to choose a signal transfer 

function STF^z) which has a nearly constant gain and linear phase in the band of interest, 

and, if possible, a high attenuation in the out-of-band section. 

Fig.4.6 shows simulation results for the bandpass ZA converter based on the circuit of 

Fig.4.3 and the pole/zero location of Fig. 4.2. The simulations are for an input tone at a 

frequency, coc, the frequency where the noise is nulled. The value of the coefficient A i and g, 
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2nd order bandpass spectral density of the output 

Normalised frequency (f ( / 2 = n ) 

Figure 4.6: F F T of the simulated time domain output from circuit Fig. 4.3. In the M A T L A B 

simulation, the coefficients are set to give the response of Fig. 4.5 (Ax =0.5,A2 = 0.3, g = 

0.5, b2 = 0.75, b2 = 0.3478, B = 0.3045 for notch position at it I 8, and b2 = -0.5, B = 2.0 
notch position at n 13). [ M A T L A B simulation] 

for the simulation, are both equal to 0.5, and rp equals to 0.5, and the bx,b2 and B are to be 

calculated from Eq. (4.6), (4.7) and (4.8) for a noise null at coc = it 18 and it 13 respectively. 

The primary design criteria is to minimize the quantization noise energy in the bandpass 

signal, but this can have an adverse effect on stability. A stable system requires the quantization 

noise response to be less than 2 at all frequencies [Schreier and Snelgrove 1991] and all poles 

to lie inside the unit circle. The design method can be extended to N'h order (N > 2) system. 

The next subsection will discuss this in more detail. 

4.2.2 Stability of the 2nd Order Bandpass I A A / D Converter 

The coefficients can be designed to have arbitrary values, hence the poles can be placed 

anywhere on the z-plane. The location of the poles will allow, not only the design of a stable 

system, but also the optimization of the loop response for maximum effective resolution. 

For a sampled-data system, the stability requirement dictates that the poles be placed 

within the unit circle. Another mechanism for instability is due to the limited dynamic input 

range of the quantizer, which places further constrains on the design of the noise transfer 

function [Ardalan and Paulos 1986] [Ardalan and Paulos 1987] . A signal at the input of 
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Figure 4.7: The integration region for calculating inband noise power over one channel 
bandwidth at the tuning point it 13. 

the quantizer, which exceeds the quantizer limits, will result in an increase in the amount 

of quantization noise. This excess noise circulates through the loop and can cause an even 

larger signal to appear at the quantizer input, eventually causing instability. Lee [Schreier and 

Snelgrove 1991] claimed that [NTF^] < 2, for all frequencies (cocT = 0 to it) is a necessary 

condition for stable operation with zero input. Applying an input to the system raises signal 

level in the loop, hence \NTF21, | must actually be less than 2 for the Z A A D C to remain stable. 

For the second order system, | N T F ) ^ \ is defined as: 

NTF lb I OCTS=\0,K\ — 

(1 z-e* |)(| z-e~^ |) 

(I z-px \)(\ z-p2 I) 
<2 (4.9) 

where 0Z = cocTs. In this work the maximum value of | NTF& \ was limited to < 1.6 to 

give an appropriate safety margin, as suggested by [S.Jantzi et al. 1991]. Eq. (4.9) was 

evaluated over all possible pole positions to obtain the stability boundaries | NTF-u, \ < 2 

and | NTFu | < 1.6 for notch frequencies of 6Z = it I 3 and 6Z = it I 8. Within the 

stability boundaries, the question of where the optimized pole positions is important to obtain 

the minimum inband quantization noise. Eq. (4.10) was evaluated over all possible pole 

positions to abstract the relative inband quantization noise trends (Fig. 4.7 is used to show 

the region on which the integration is performed by using Eq.(4.10)). 

(•/c+iw/2 

Pr, inband-noi.se = / \ NTFM \2 df 
Jfc-bwO. 

(4.10) 

file:///NTF21
http://inband-noi.se
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Figure 4.8: The safe zones described in z-plane for complex pole positions for | NTFib \ < 2 

and | NTFih \< 1.6. The poles are assumed complex conjugate and the noise notch point is 

at it I 3. The lower half of the z-plane is not shown. ' *' shows the optimum pole position. 
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Figure 4.9: The safe zones for real pole positions of | NTFif, \ < 2. The poles on the real 

axis are located at p\ and p2, shown in Fig. 4.4. The noise notch point is located at it I 3. 

There is no safe selection of pole positions which satisfies the | NTFif, I < 1- 6 condition. 

Figs. 4.8 and 4.9 show the regions of stability for complex and real poles, respectively, 

when the noise notch frequency is it 13. The shaded region, | NTF^ | < 1.6, in Fig. 4.8 

indicates the acceptable pole positions. In this case, real poles are not acceptable (Fig. 4.9). 

The dashed-lines in both Fig. 4.8 and Fig. 4.10 show the relative inband quantization noise 

contours for fs = 5 2 M H z and G S M channel bandwidth, bw = 200kHz, for different selections 

of pole positions. The inband noise rapidly increases as the pole position moves closer to 

the zero . The optimum pole position within the stability region (| NFTit, I < 1.6) can be 

obtained and is marked with an '*'. 

Fig. 4.10 and Fig. 4.11 show the acceptable stability region and noise contours for a notch 
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z-plane 
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Figure 4.10: The safe zones for complex pole positions of | NTFn, | < 2 and | NTFy, \ < 

1.6. The poles are complex conjugates and the noise notch point is located at it 18. ' *' shows 
the optimum pole position. 
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Figure 4.11: The safe zones for real pole positions of | NTFif, \ < 2 and | ArTF^ I < 1.6. 

The poles on the real axis are located at p\ and p2, shown in Fig. 4.4 . The noise notch point 

is located at it 18. 
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frequency of it 18. In this case the poles can be either complex or real, however, complex poles 

still produce the lowest inband noise. The range of possible pole positions can be extended 

if a small increase in inband noise can be tolerated. This allows the coefficients to take on a 

range of values, reducing the implementation problem. In this chapter the rp was fixed at 0.6 

and dp was set equal to Gz, this gave a noise performance near optimum for both cases. 

The next section discusses the effect of the pole positions on the shape of the NTFif,. 

4.2.3 The Shape of the NTF 

The previous section showed that the pole positions affected the quantization noise as 

illustrated by the noise contours from Figs. 4.8 to 4.11. This is caused by changing shape 

of the NTFif, and is illustrated in the next three diagrams where NTFif, curves are plotted for 

different pole radii, rp, and for three values of 6p, these being dp = 6Z, dp > 6Z, and 6P < 6Z 

(Fig. 4.14). 

For the case of 8P = 6Z (Fig. 4.12, the NTF-u, is almost symmetrical close to the noise null. 

As rp reduces in magnitude, the ' V opens out (reducing inband noise) but the peak noise 

power increases and so causes problems with stability. The choice of rp = 0.6 corresponds 

closely to optimum of inband noise performance and system stability. 

Similar effects occur when 6P > 8Z (Fig. 4.13 ) but the 'V is no longer symmetrical and 

peaking occurs close to 6P, for large pole radii. The peaking can cause the stability bound to 

be violated. In this case, no value of rp is acceptable. In addition to this, peaking close to the 

wanted band can increase the requirements on the following decimation filters. 

Finally, the condition 6P < 6Z (Fig. 4.14) produces peaking on the other side of the noise 

null. The peaking occurs at large rp values which is similar to the previous case. Peaking 

can be avoided by keeping the poles away from the unit circle boundary and hidden behind 

the zeros (6P = 9Z). The choice of rp = 0.6 and 6P = 0Z is close to optimum of inband noise 

performance and system stability, and agrees with Fig. 4.8. 
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Figure 4.12: The effect of varying rp in the NTF, while keeping the tuning point (desired 

channel) at it 13 and the 6P = 6Z. 
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Figure 4.13: The effect of varying rp in the N T F with Gp > 6Z. (6p = dz + itl 12). 
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Figure 4.14: The effect of varying rp in the N T F with 8p < 6Z. (6p = dz-it/12) 
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4.3 Quantization Noise and SNR 

The NTFn, of the previous sections describes the noise gain of the system. To obtain 

the SNR some assumptions must be made about the quantizer error. Following [Candy and 

Temes 1992], the error is assumed white and uniformly distributed across the ± 1 amplitude 

range. Hence, the mean noise power, e2^ = 1/3 and the noise power spectral density 

£(/,) = 27>L = (1 / 3) / (/, / 2), giving 

a212 | STFutfc) |2 

SNR = , . , ,—! , (4.11) 

fl'Xl I M T M 12 E(f5)df 
where a is the magnitude of the input signal. Eq. (4.11) produces the straight line plotted in 

Fig. 4.15 (next page) for the same conditions as in Fig. 4.7 ( notch frequency at 6Z = it I 3, 

the sampling rate fs = 52MHz and a 200kHz channel bandwidth). 

Time domain simulations were performed to verify the predicted SNR performance of 

the bandpass ZA A/D. Fig. 4.16 shows a FFT plot of the output for two different input signal 

levels. Only the part of the frequency axis close to the signal frequency is shown (zoom 

view). The noise floor is significantly higher for the smaller signal due to weaker noise 

shaping effectiveness. This is a common phenomena in ZA modulators and occurs when the 

input signal is low. It is called the pattern noise [Candy and Temes 1992]. The problem was 

overcome in the lowpass ZA case by adding a high frequency dither signal to the input [Candy 

and Temes 1992]. In the bandpass ZA case, a DC signal was found to be sufficient to counter 

the problem. 

The plot of SNR vs input signal level for the simulated system follows the predicted 

performance line reasonably well (Fig. 4.15). The abrupt reduction in SNR for input signal 

above 1 V is caused by output saturation of the quantizer. 
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Figure 4.15: A graph of SNR plotted against the amplitude of the input signal sine wave; 

OdB corresponds to an amplitude of 1 unit (1 V = 1 unit). The model in Fig. 4.3 is used in 

simulation and parameters are : Ai = 0.6, A2 = 0.2, rp = 0.6, g = 0.5, b\ = —0.48, b2 = 0.64 

and B = 2.0, with tuning point at frequency of it I 3. The dashed-line shows the graph of 

Eq. (4.11) and solid-line is for the simulation (based on the circuit in Fig.4.3). D C offset for 

simulation is 0.16 V. [ M A T L A B simulation] 

Simulation amplitude spectrum, tuning at ft /3 
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Figure 4.16: The output spectrum of the tunable bandpass Z A converter tuning at it 13, with 

the sine wave input signal amplitudes ax of, (a) 0.2 and (b) 0.01. [ M A T L A B simulation] 
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4.4 A Note on Sample Rate 

In the above simulations the sample rate was chosen as 52MHz in order to accommodate, 

with a reasonable safety margin, the 12.5MHz baseband bandwidth of the G S M system, (the 

G S M R F bandwidth is 2 5 M H z but this reduces by half after quadrature down-conversion). 

From an implementation viewpoint, 5 2 M H z might be considered a bit high, with many of the 

early implementations specifying frequencies in the range 1.024MHz to 15MHz [Friedman 

1989], [Carley 1989], [Koch et al. 1986]. More recently Z A D A C s used in C D players have 

sampling rates of between 3 3 M H z and 4 5 M H z [Curtis 1991] and research trends indicate 

even higher sample rates through simulation studies (52.224MHz by Aziz [P. M . Aziz and 

Spiegel 1994]). In conclusion, sample rates of this frequency should be possible, if not now, 

then in the very near future, with the steady improvement in VLSI technology. 

4.5 Conclusion 

This chapter discussed the design of noise tunable bandpass ZA ADC. After a number of 

modifications to the traditional second order lowpass Z A A D C , a structure for a noise tunable 

bandpass Z A A D C was finally produced. It was shown that the system noise null positions 

can be tuned by varying the notch frequency. 

The investigation on system stability established the safe zone (NTFif, < 1-6) for the 

selection of pole positions for two cases of 6Z = it 13 and it 18. The optimized pole positions, 

for the cases of it 13 and it 18, are marked with '*' in Fig. 4.8 and Fig. 4.10. Further study 

on the shape of the NTFn, noise contours showed that the near optimum pole positions were 

when dp = Bz with rp as small as possible, but, still within the stability boundary. A value of 

rp = 0.6 was found to be suitable. 

The SNR simulations approximately follow the calculated prediction(maximum error < 

6dB) based on the pole zero diagram (see Fig. 4.10). Discrepancies are probably due to 

the wrong assumption of a uniform distribution of the error signal in the prediction equation. 

For a second order noise tunable Z A A D C , S N R was about 50dB (equivalent to 8 bits). It is 
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believed that the performance of the system can be improved by extending the system to a 

Nth order (N>2). 

52 MHz sample rate is assumed in the simulations to meet the GSM bandwidth require­

ment. The author believes that current development in silicon technology will allow a sample 

rate of more than 50 M H z sample rate to be achieved in the near future, if not now. 

The next chapter will consider some implementation issues associated with the coeffi­

cients. 



Chapter 5 

Timing Sensitivity Analysis 

In the first section of this chapter, the values of the coefficients are calculated for the full 

A / D tuning range ( 0 to it). This will give an indication of the required spread in coefficient 

values needed for implementation. Only the range between 0 and it I 2 is needed to fulfill 

the G S M specification. In section 5.2, the sensitivity of the inband quantization noise to 

adjustment tolerance of the coefficients is evaluated for a channel at either end of the required 

tuning range (it 132 and it 12). It is shown that one of the coefficients (B) is particularly 

sensitive to adjustment error at the higher channel frequencies. This could cause a problem 

in V L S I implementation (section 5.3). 

5.1 Coefficient Adjustment Range 

Section (4.2.1) indicated that the coefficients g and B control the positions of the zeros 

and hence the frequency at which the noise is nulled. In this analysis g will be assumed to be 

fixed and the angle of the poles set to the angle of the zeros (see Fig. 4.2). B, b\ and b2 are 
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calculated from the following equations which were derived from (4.6) to (4.8). 

bx= —^(2 cos ep-\-rp) (5.1) 

bi = 1 - r] (5.2) 

B = -(1 - cosOz) (5.3) 
g 

6Z(= 6P) is evaluated with a step size of it 1128, which is the required channel bandwidth, 

and g is set to a value of 0.5 (Fig. 5.1). W h e n tuning is between 0 to it 12, the range of the 

coefficient B is from 0 to 4, b\ is from 0.32 to -1.28, and b2 is constant at 0.64. The pole radius 

is 0.6, as suggested in the previous chapter. The required change in coefficient to move the 

noise null frequency by one channel, d(coefficienf)l dchannel, varies from 0.0012 to 0.0967 

for B and -0.0005 to -0.0387 for b2. Expressing these figures as a percentage of the maximum 

coefficient value gives: 

0.12% to 9.67% 

-0.05% to -3.87% 

Fig. 5.1 shows that channels, with numbers under 20 or above 110, are likely to be more 

sensitive to coefficient accuracy than the channels in the 20 to 110 range. At first sight, the 

implementation of adjustments that are this fine (0.12 % for B) could be difficult in VLSI. 

However, some relaxation might be possible, if some increase in inband noise is acceptable. 

The next section will look at the sensitivity of the inband noise to the adjustment error in the 

coefficients. 

dB 
dchannel 

dbx 
dchannel 
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Variation of bl, b2, and B versus the channel selection 
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condition : sampling frequency = 52 M H z 
channel spacing = 200 
rp = 0.6, g = 0.5 

AO = 0, Al = 0.5 

kHz 

b2 

140 

channel number 

Figure 5.1: Coefficient value versus channel selection for a 2nd order noise tunable bandpass 
Z A converter. 

5.2 Noise Tuning Sensitivity 

Because of the inaccuracy of the coefficients b\, b2 and Z?,shown in Fig. 4.3, noise tuning 

can not be done exactly. It is expected, this will cause an increase in inband noise as shown 

in Fig. 5.2. The question of noise sensitivity to coefficient inaccuracy is important. The 

increase in noise will give some indication to the amount of over-design necessary to meet 

the system sensitivity requirement. The influence of each individual coefficient on the N T F 

is shown in Fig. 5.3. It is shown that B affects both the tuning point and the shape of the 

NTFu,, while bx and b2 only affect the shape of the NTFu,. The inband noise, Njnbanj-u, can 

be calculated from the NTFu, (the denominator of Eq. (4.11)) by: 

/•/r+Mv/2 
1 I NTF^"7') \2-E(f)-df 
fr-bw/l 

(5.4) 
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shifting 

(a) Ideal tuning (b) Practical tuning 

Figure 5.2: The shadowed areas represent noise power, (a) ideal tuning (tone siting in the null 
position), (b) practical tuning, where coefficient errors produce a null offset. 

E(f) is the noise power spectral density. Assuming the quantization noise from the ADC is 

white [Bennett 1948] and making E(f) = 2e2rms I fs a constant, Eq. 5.4 becomes 

N inband Jib = -?*• I NTFntf*7') I2 -df 
Js Jfc-bwa 

(5.5) 

Because of the inaccuracy in the circuit parameters, in-band noise power will be increased 

to N'inband_ib , due to change in the noise shaping function of NTF2b(e
i°'Ts): 

N' 
lyinband-2b 

9 - 2 rfc+bwrz 

= "at / | NTF'^') |2 -df 
JS Jfr-bwa 

(5.6) 

To examine the influence of each bx, b2 and B on the in-band noise power of the second-order 

bandpass Z A converter, the following four equations, derived from Eqn.(5.5), are used: 

dN(l inband Jib 2 * L ffc+bwa #( I NTFv,^7') |2) 
dbx 

_ ^rms I 

fs Jfc-bwa dbx 
df (5.7) 

dN inband Jib 2 « L ffc+hwa d( I NTF2b(ei°>
T>) \ 2) 

db2 
_ ^erms I 

fs Jfc-bwa db2 
df (5.8) 
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Figure 5.3: Normalized frequency on the X axes (it = 26MHz), the gain of N T F is on the Y 
axes, (a) tuning at it 12, (b) the effect of changing bx, (c) b2 and (d) B. 

dN inbandJlh 2eL fh+bwad(\ NTF^^) \2) 
dB f 

Js Jfc-bwa 
dB df (5.9) 

To simplify the calculation, Fig. 5.2 can be used. The shadow area in Fig.5.2 (a) 

represents the noise power in an ideal tuning case and Fig. 5.2 (b) represents tuning in a 

practical situation. The ratio of in-band quantization noise power (shadowed area) in (b), 

Pinc, over that in (a), Porg, can be used to describe the sensitivity of channel selection to the 

tolerance of the coefficients. 

T w o examples, tuning at it 132 and it 12, are shown in Fig. 5.4. In-band noise is less 

sensitive to coefficients bx and b2 than to B. The higher the tuned frequency, the more in­

band noise power is generated for the same amount of error in coefficients B and b2. One 

separate example, shown in Fig. 5.4(d), has shown that with 10 % inaccuracy in B, there 

will be about 22 dB in-band noise increase for a channel at n I 2, and 2dB increase for a 

channel at it 132. The increase in sensitivity at higher channel frequencies can be offset by 

over-designing the system, using a more complex (higher order) converter to give a large 

noise tolerance or by accurately controlling the coefficient value. This could involve some 

optimization feedback circuit. It is interesting to note that increasing bx and b2 reduces the 
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(a) NTF1 & NTF2 (b) variation of b1 
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Figure 5.4: The inaccuracy of each coefficients, bx, b2 and B, causes tuning off-set and the 

increase of in-band noise, (a) N T F for tuning at it I 32 (doted line) and it 12 (solid line) vs 

normalized frequency (2it = 52 M H z on the X axes, the gain of N T F is on the Y axes.), 

(b) change of in-band noise (Pinc I Porg, where Porg is the noise power with ideal value) vs % 

change in coefficient bx, (c) vs coefficient b2, (d) vs coefficient B. 

inband noise. These coefficients control the pole positions which also determines the stability 

of the system. Stability therefore determines the upper limit on these coefficients. 

5.3 A Note on Implementation 

Traditionally, ZA ADC are implemented in VLSI using switched capacitors of different 

values (areas). If the same technology is to be used for noise tunable bandpass Z A A D C s , then 

at least two of the coefficients must be adjusted. One of the coefficients, B, is very sensitive 

and requires non-linear adjustments. A new value of B will be required for each channel 

selected (63 channels needed for the G S M system). To do this by switching in different on-

chip capacitor banks would be difficult, because, the non-linear adjustment range, combined 

with the minimum feature size requirement of the process, would result in large capacitor 

areas and slow the speed of the system [Norsworthy et al. 1989]. Therefore, the traditional 

approach to implementation is unlikely to work. 

1 2 
normalized frequency 

(c) variation of b2 
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Possible solutions to this problem need further investigations. This may require the use 

of external (higher precision) components, the inclusion of a high speed bipolar process (e.g. 

B i C O M S processes) and perhaps the inclusion of an adaptive adjustment scheme for B (the 

adaption would seek to minimize the inband noise after channel selection by the decimation 

filters). 

5.4 Conclusion 

The above discussion has shown that the design of noise tunable bandpass ZA ADC 

is more complicated than that of lowpass Z A A D C s , because the accuracy requirements in 

the tuning coefficients B and bx. Small variations in coefficient, B, changes (offsets) the 

noise null frequency, leading to a rapid increase in inband noise (a 1 % variation causes 

approximately 3dB more noise). In the lowpass case there is no tuning, therefore, inaccuracy 

in the coefficients has only minor effect on NTFif,. The advantages that the lowpass Z A system 

has, such as 'high tolerance to circuit imperfection', is only partially correct for the noise 

tunable Z A A D C . 

The problems associated with coefficient sensitivity are likely to rule out traditional ZA 

C M O S implementation techniques. Alternative techniques will need to be found. 

The next chapter considers problems that are related to the radio application, namely the 

effect of large out-of-band signals on the conversion performance of the desired channel. 



Chapter 6 

Intermodulation and Adjacent 

Channel Interference 

In this chapter, the effect of the expected multichannel input signal on the performance 

of the noise tunable bandpass Z A A D C is discussed. The Z A A D C converts the whole input 

band (many channels), although, only the desired channel has a low quantization noise. The 

unwanted channels can effect the desired channel if intermodulation distortion is present in 

the system. In this chapter the intermodulation and blocking performance of a Z A A D C is 

evaluated in the presence of strong interference signals located in adjacent channels. 

6.1 Adjacent Channel Interference (ACI) 

A 2nd order noise tunable ZA ADC working in an ideal environment, does not experience 

intermodulation distortion until the output signal level exceeds 1 unit when saturation occurs. 

The output bit-stream, which has the value ± 1, can not track the output signal above 1 unit. 
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Figure 6.1: (a) Model for simulating adjacent channel interference on desired channel; (b) 
The frequency domain illustration shows the calculation for inband noise. 

Output saturation can be caused by the desired signal (Fig. 4.15) or by any of the other input 

signals that are large enough. Fig.6.1(a) shows the necessary procedures for simulating the 

adjacent channel interferences on the desired channel and Fig.6.1(b) shows the frequency 

domain. W h e n an out-of-band input signal causes saturation, the noise shaping of the Z A 

ceases to work, and the desired channel inband noise rises. This is shown by the solid line 

in Fig. 6.2. The figure plots the noise level of the desired channel against the input level 

of a signal in the adjacent channel. The noise performance is unaffected by the adjacent 

channel (the system is linear) until output saturation is reached. The noise then rises rapidly. 

In a multichannel radio environment, this increase of inband noise can totally swamp a weak 

desired signal, leading to receiver blocking. 

In a pratical inplementation, saturation is not limited to the output. Saturation of inter­

mediate stages, such as the integrator amplifieres can occur. The next section discusses this 

effect. 
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Figure 6.2: Dynamic range of 2nd order tunable bandpass ZA ADC, (a)with one adjacent 

channel input, working with no saturation unit, (b) with saturation unit (setting limitation 

from 1 to -1) and (c) with saturation unit and two adjacent inputs. OdB corresponds to the 

power of input signal with amplitude of 1 volt. [ M A T L A B simulation] 

6.2 Intermodulation 

In the mobile communication environment, the Z A A D C responds to a whole range of 

multichannel signals. The overload of the system at the input side (input signals adding up 

at a certain point in time) can drive the input stages (prior to the comparator) of the system 

into saturation causing intermodulation noise in the desired channel. The increased noise 

affects the dynamic range and degrades the system performance. Sometimes, it is possible 

to attenuate many of the out-band signals by prefiTtering ( prior to the A D C ). But in this 

application, too much prefiltering self defeats the object of the project since selectivity is 

to be provided in the D S P unit. Adjacent channel interference is therefore still a problem, 

particularly, if it is much stronger than the desired signal. 

To simulate the effect of intermediate stage saturation, the structure shown in Fig.6.3 is 

chosen. The limiter (drawn in dotted-line) is used to represent the saturation. The m a x i m u m 

amplitude for the limitation is governed by the manufacture of the IC circuit but in this case 

set to 1 unit, the same as the output quantizer. The simulation process used in this chapter, 
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node 1 node 2 

Quantization 

\node 3 

Figure 6.3: The noise tunable 2nd order bandpass Z A A/D converter system with saturation 

units (dotted-line box) used to investigate the effects of inter-modulation noise on in-band 
signals. 

as shown in Fig.6.1, calculates the noise in the desired channel while gradually increasing 

the amplitude of an interfering signal in the adjacent channel. The variation of in-band noise 

level is plotted against the level of the adjacent interference signal. In Fig.6.2 the solid-line (a) 

represents the simulation result without the intermediate stage limiters (ideal case), the dotted 

line (b) represents that with the intermediate stage limiters (practical case) and the dashed 

line (c) shows the effect of two adjacent channel inputs with intermediate stage limiters. 

Intermodulation effects, produced by saturation of the output, cause the steep increase 

in noise level of the desired channel when the input signal exceeds OdBV. Saturation of 

the intermediate stages causes a reduction of 2.5dB in the onset of intermodulation noise. 

This reduction gets larger as the number of interfering signals increase. There is about 3dB 

(power) degradation in the dynamic range for each out-of-band signal added to system. The 

interference strength also varies according to the setting of the saturation level. The higher 

the limit, the weaker the interference. 

6.3 Intermediate Stage Transfer Function 

Traditional methods used minimize the effects of inter-modulation noise are the seating 

of the signal levels to avoid saturation after the summing nodes. Fig.6.4 shows that the 

magnitudes of the partial signal transfer functions from the input of the system to each 

internal node (node 1 and node 2) are always less than or equal to the output signal transfer 

function (at node 3) for frequencies below 1.3 (normalized frequency, /, = 2it). Signals 



6.3. Intermediate Stage Transfer Function 75 

KtEnode3 

STFnode3 i (a) 

1 : 1.5 2 2.5 
Normalised Frequency (f s / 2 = Jt) 

NTFnode2 

(b) 

1 | 1.5 2 2.5 
Normalised Frequency (fs/ 2 = n ) 

Normalised Frequency (f s / 2 = Jt ) 

Figure 6.4: The comparison of signal transfer functions(STF) and noise transfer func-

tions(NTF) (tuning at it 14) at each node which indicates the cause of intermediate stage 
saturation. 

below this frequency should not cause interstage saturation. That is to say, if there is any 

overshoot, it should happen at the point just before the comparator, not at nodes 1 and 2. The 

reason for the apparent contradiction is that the nodes also have to carry a large noise signal 

caused by the very coarse quantization (1 bit) of the output in a Z A system. So the noise power 

at each node is therefore also as important as the signal when considering the saturation at 

internal nodes. Fig. 6.4 (b) and (c) also show the noise transfer functions (gains vs frequency 

responses) at node 1 and node 2. The average noise gain over the band at these intermediate 

nodes is smaller than at the output node by approximately 0.5. The noise amplitude will 

therefore be less at these nodes, but not by a huge ammount. The dynamic range headroom 

at the intermediate nodes will still be reduced by this noise, leading to the early onset of 

saturation. 

Scaling of the transfer function (the traditional way) to avoid large signals at the saturation 

nodes is only partially successful because of the additional quantization noise component. 

Thermal noise and device noise also limit the level of scaling that can be applied. The large 

quantization noise signal in the feedback loop is a unique feature of Z A modulation. 
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6.4 Concision 

Scaling of the transfer function to avoid large signals at the saturation nodes is only 

likely to be partially successful because of the additional quantization noise and other noise 

components. Z A A D C s operating in a multi-channel environment are likely to have a lower 

intermodulation and blocking performance than traditional A D C s (i.e flash and successive 

approximation) with equivalent resolution. Z A A D C s which are to be used in a multichannel 

environment should be overdesigned to account for the additional loss in dynamic range 

caused by intermediate stage saturation. 



Chapter 7 

Conclusion 

This research investigated the feasibility of using A D C s in multichannel (whole of band) 

radio terminals. These terminals receive the whole of transmission band and select the 

required channel using D S P filtering. The use of D S P processing removes the requirement 

for expensive crystal filters, accurately controlled synthesizers and V C O s . The number of 

components are reduced and the performance of the filtering can be improved (linear phase 

and steeper filter cut-offs). 

7.1 The Performance Summary 

Traditional ZA ADCs have low power consumption, low cost and small size. Their high 

sampling frequency makes them suitable for converting wideband signals, but they generate a 

considerable amount of quantization noise. Noise shaping is used to remove this quantization 

noise. Lowpass Z A A D C s null the noise at D C and bandpass Z A A D C s null the noise at a 

certain frequency. It is possible to use bandpass Z A A D C s in multichannel receivers if the 

frequency of the quantization noise null can be tuned to the desired channel for reception. 

The feasibility of doing this was the aim of this research. 
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The new receiver design was presented in chapter 2. It was shown to be an extension to 

the well know SSB direct conversion receiver. The difference being that now the whole of the 

band is received rather than just one channel. Filtering is performed in the D S P unit as part 

of the decimation process prior to demodulation. The requirements of Z A A D C were defined 

based on the requirements of the current G S M system. The chapter concluded with a brief 

overview of some major A/D specifications. 

Chapter 3 introduced and reviewed the lowpass ZA converter. The mathematics of noise 

shaping was developed. Zeros located at (1 +j0) in the NTF cause null of the noise at D C . 

The N T F pole positions are shown to vary the shape of the NTF. Equations for calculating 

the S N R were presented and shown to give good agreement with Matlab simulations. Both 

first and second order Z A converters were discussed. A graph relating signal to quantization 

noise ratio versus oversampling rate and order was given. A second order Z A converter with 

64 times oversampling gave a S N R equivalent to a normal 12bit A D C . 

In chapter 4, modifications were developed to change a 2nd order lowpass ZA ADC into a 

second order bandpass Z A A D C . It was shown that noise tuning can be performed by altering 

two of the coefficients, B and bx. B effected the position of the zeros on the unit circle and 

bx the position of the pole frequency. The optimum position of the poles was found to be a 

compromise between stability requirements and noise performance. A pole position with a 

radius of 0.6 and a angle, the same as the zero angle gave near optimum performance over the 

bandwidth considered. The signal to noise ratio was equivalent to 8 bit with an oversampling 

ratio of 130. A practical radio receiver would require greater resolution and this could be 

provided by using a higher order, N> 2,1A A D C . 

The values of the coefficients were analyzed in Chapter 5. It was shown that changes, as 

small as 0.12% for B, were required to change the null frequency by one channel. Further 

analysis showed that the B coefficient was sensitive to adjustment error and a 1 % variation 

could produce up to 3dB increase in the noise power. Sensitivity of this coefficient could be a 

major implementation limitation if traditional switched capacitor C M O S techniques are used. 

Chapter 6 looked at signal overload and intermodulation effects which are important 

because of the wideband multichannel input signal. It was shown that saturation of the 

intermediate stages contributed to a reduction in dynamic range (approximately 3dB) in the 
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presence of a large adjacent channel signal. It was suggested that this problem could be 

overcome by allowing a safety margin in the original system design. 

7.2 Novelty 

Novel features of this work include 

• Proposing a receiver design in which channel tuning and filtering are done in the DSP 

unit. 

• The proposed use of a Z A A D C in the multichannel (whole-of-band) receiver. 

• A n analysis of the requirements on the coefficients for tunable operation. 

• A n investigation into the intermodulation performance of Z A A D C in the presence of 

out of channel signals. 

7.3 Further Work 

• Investigation of performance of higher order systems (N > 2). Preliminary work on 6th 

order structure indicates about 92 dB dynamic is achievable at oversampling ratio of 

75. 

• Implementation alternatives to traditional switched capacitor C M O S technology are 

required to overcome the coefficient sensitivity requirements. 

• The D S P channel selection filtering and decimation process have not been considered. 

This is a major research project in itself. 
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Abstract— A channel selective A/D convenor for mobile communi­
cation receiver by using the I A modulation is presented. For input 
-signals with different frequencies and relative small bandwidth, the 
bandpass D A converter could serve both the roles of tuning and A/D 
conversion at the same time. T h e issues of sensitivity of the parameters 
to the channel selection and channel error tolerance level in terms of 
inband noise, which are associated with the implementation of channel 
•selective S A A/D converter is mobile communication environment, 
are discussed. All the simulation and calculation are based on the sim­
plified second order bandpass structure, and their results have given 
some indication to the trade-off between sensitivity and the overdesign 
necessary to meet the system sensitivity requirement. 

I. INTRODUCTION 

Oversampled Sigma-Delta (XA ) modulation-A/D con­

veners have been attracting much attention recently in the 

VLSI industry. It has many attractive characteristics which 

naturally and advantagely lend themselves to VLSI signal 

•processing utilizing high levels of integration. In the design 

of X A converter, the benefits include inherent linearity, high 

tolerance to circuit imperfection, and only a small amount 

of analog circuitry is needed. The advantages in imple-

mentabon of LA convener can be found as the circuits do 

not require any component trimming to achieve high reso­

lution in the conversion process, reduced anti-aliasing filter 

requirements, and a system architecture that lend itself to 

switched-capacitor implementation [i] - [4]. The bandpass 

variant of ZA conversion retains these advantages and offers 

promising technique for the use in the developing area of 

digital radio. 

Previous work [5]-[8] has targeted the improvement in 

resolution, signal to noise ratio and dynamic range for audio 

applications, such as digital audio tape (DAT), compact disc 

(CD) player and modems. 

In this paper, we extend The implementation of bandpass 

X A to mobile communication receivers, and plan a future 

receiver in which all tuning can be done in the A/D conver­

sion, then discuss an important issue- sensitivity of circuit 

parameters to channel selection, which may determine the 

minimum number of order the system should have. 

The purpose of the investigation of the runableXA convert­

ers is to explore the usage of the tunable X A A / D convenor in 

mobile communication receivers and its sensitivity (in terms 

of inband noise level) of channel selection against the inac­

curacy of parameters. Fig. 1 illustrates a possible receiver 

The Proposed Receiver 

Direct Converoon 

V IA 
A/D 
A/D 

C 

DSP 

i 

DcBodotaor 

-ft /ifn m h rwn, $DL,Jt! 
KHi 

(•) (b) (C) 

0 I 

(d) 

Fig. 1. The proposed receiver with the rumble X A A / D convenor in it. (») mobile com-
municaboD channels in receiver brad, (b) receiving band down convened to baseband. 
(c) a interested channel is selected by tunable X A A / D convenor, (d) the interested 
channel is decimated further down and convened to baseband for demodulabon. 

(•) Cb) 

Fig. 2. (a) The pole and zero placements of error transfer function for ordinary 
second-order lowpass X o convener and (b) second-order band pa M X A convener 

architecture in which the tunable X A converter is used. 

' n. GENERAL DESIGN OF THE SYSTEM DESIGN 

A. Channel Location and Tunability 

The conventional low-pass band X A converters place zeros 

of noise transfer function at a>c = 0 in order to null quanti­

zation noise near dc. If there is .a need to null quantization 

noise at nonzero frequency, say coc,-then one would obtain 
a high signal-to-noiseTatio in a band around a>c. This noise 

shapping concept was extended by RJSchreierp]. "With a 

narrow-band signal the sampling -rate .-need only be much 

greater than the bandwidth of the signal (not the carrier fre­

quency as with lowpass X A converter). The oversamplins 
ratio, Rb, is defined as one-half the sampling rate divided 
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Spectral Density 
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N(0 - Modulation Noise 

freq ne nc> 

Fig. 3. The comparison of noise spectral density of bandpass Z A convener (shaded 
dark) with that of normal A / D (shaded grey). 

TABLE I 

Sampling 
frequency 

f Bl 

n MHI 

Channel 
<nacui|f 

f b . 

:OOKHI 

Center 
frequency 

f« 

:oo KHz 

400 KHz 

: 
1000 KHz 

1200 KHz 

'• 
2.4 MHk 

; 

Ovenampiiaf 

130 

6J 

: 
26 

21.6? 

: 
I0J3 

; 

Overamptinf 
ratio 

130 

Nofnauzed 
value 

« / 130 

X Hi 

', 

K 126 

K /J 1.67 

: 
* /ton 

I 

' This group of data is chosen for G S M system. 
(TouJbon«»«J^l5MHr.ci»1^Ipao.200)ati..odQoer(rtqi«^-T900MIC.I. 

Fig. 4. Table I - A comparison of oversampling ratio with same parameters 

by the width of the band of interest Table I illustrates the 

comparison of lowpass and bandpass in oversampling ratio. 

The example in [8] shows the advantage the bandpass XA 
has compared with the low-pass case. Fig. 2 illustrates the 

pole and zero placement of the error transfer functions for 
lowpass and bandpass X A converters. Fig. 3 shows the noise 

spectral density for bandpass X A converter. 

Tunabiliry (varying channel location) can be obtained by 

changing either sampling frequency or the noise-shapping 

function (changing the value of components in the noise 

transfer function). Table I illustrates the comparison of low-

pass and bandpass in oversampling ratio. 

The different value of coe represents different ratios of 

carrier frequency to sampling frequency. Setting the chan­
nel near <oc = K can reduce sampling rate compared to a 

lowpass XA converter, but increases the requirement on the 

anti-aliasing filter. 

Fig. 5. A original structure of the second-order bandpass Z A quandzer 

Fig. 6. The simplified structure and sampled-data model of second-order bandpass Z A 
quandzer 

5. System Structure, Modeling and Transfer Function 

It is a basic requirement for bandpass XA modulator to 
notch the quantization noise at the channel of interest. A easy 

way to analyze the XA convener is to model the quantizer as 
an additive noise source. Fig. 5 shows the structure of the 

quantizer and Fig. 6 shows the model of simplified structure 
for analysis. Then input signal and quantization noise have 

their own transfer function. The mathematical modeling and 
system transfer function can be obtained based on Fig. 6 and 
Fig. 2 (in Z domain) as followed: 

Y(z) = Hs(z)-X(z) + Hn(z)-e(z) 

where H,(z) is the signal transfer function (STF): 

H,(i) = 
<t>\z~[ -<hz~2 

I - foz~l + < M - 2 

and Hnlz) is the noise transfer function (NTF): 

l-uz"'+z"2 
Hn{z) = 1 - <hz~[ +<p4Z -2 

(D 

(2) 

(3) 

with 

ft = AAi +A2, 

fe = 2 - k{bx + B) - bi, 

fc = 1 - &2, 

u = 2 - XB. 

It is possible to design and optimize these transfer func­

tions and make the system work better. 
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Fig. 7. The 2nd order bandpass X A convener signal and noise transfer functions at 
notch points of * / 8 and it / 3 respectively. 

Fig. 8. The simulation result of Z A modulation tuning at x I 8 and x I 3 under an ideal 
condition. 

C. The Noise Transfer Function 

The selection of the noise transfer function is the main 

consideration of the design. The noise transfer function , 

H„(z), is selected to provide m a x i m u m in-band attenuation, 

subject to several constraints [8] as followed: -~ 

i) infinity : //„(<») = 1. 

ii) out-of-band : \H„(e>a)\ = 1.625, mtuffi«I0.,]. 

In brief, Lee claims that the condition maxo^roj,], 

\fin(.e
ia>)\ < 2 ensures that the resulting converter is stable, 

and suggests the use of a N T F with a monotonic magnitude 
response. By manipulating the parameters in equation (3), a 

satisfied N T F design can be done. 

D. The Signal Transfer Function 

In this paper a second-order bandpass X A converter is 

chosen for simplicity as shown in Fig. 6. The signal transfer 

function shares poles with the noise transfer function, but has 

one less zero. As such its shape can be limited for low-order 

converters. 
The requirement to the signal transfer function is, firstly 

the nearly constant gain and linear phase in-band, and then 

high attenuation out-of-band. Fig. 7 shows (calculation 

result) the signal noise transfer functions tuning at differ­

ent frequencies. Fig. 8 shows the simulation result of the 

second-order bandpass X A converter shown in Fig. 6. 

in. SENSITIVITY OF CHANNEL SELECTION 

It was mentioned previously that the tuning can be done by 

changing the circuit parameters. The case is shown in Fig. 8 

and the data chosen for calculation is from G M S K , they are 

200 K H z channel space, 25 M H z total bandwidth with carrier 

frequency (e.g 900 M H z ) see Fig. 1. Sampling frequency is 

chosen to be 52 M H z (it is necessary to be, at least, as large as 

that of the total bandwidth for quadrature sampling). A s w e 
know that quantisation noise can not be totally reduced but 

variation of b1.b2 and B versus trie channel selection 

TJ 

a o 

conatroiv samptrajtrequency: 52 MHz(2*pi) 
• total banovndin-25«tHz 
: channel space-200 KHztoi'130) 

rpaO.6. A1-0-5. JeO.5 

; , . • - ' 

B 

62 

20 60 80 100 120 140 
channel 

Fig. 9. The coefficients versus channel selection for 2nd order bandpass Z A convener 

can be pushed away from the interested band by manipulating 

the parameters in the noise transfer function (NTF). Fig. 9 

shows the relationship between channel selection and the 

changing of the coefficients. 

Bepause of the inaccuracy of the coefficients : b\,b2 and 

B ( see Fig. 10), tuning can not be done exactly so it is 

expected, this will cause an increase in inband noise. The 

question of noise sensitivity to coefficient inaccuracy is im­

portant The increase in noise will give some indication 

to the amount of overdesign necessary to meet the system 

sensitivity requirement. 

The influence of each individual coefficient on the N T F ( 

tuning point and shape) is shown in Fig. 10. It is shown that 

B affects both the tuning and the shape of the NTF, while b\ x 
and b2 only affect the shape of the NTF. 

The inband noise can be calculated from the N T F (Eq. 3) 

as follows : 
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Fig. 11. The shadow areas represent noise power, (a) ideal tuning (tone siting in the 
null position), (b) practical tuning, where coefficient errors produce a null offset. 

P*JM = / \NTF(e"a)\2 • Qn(co) • dco (4) 

Jf<-*f 

where Qn(co) is the noise power spectral density. Assuming 

the quantisation noise from the A / D converter is white [9]-

[10](making Qn(co) a constant), Eq. (5) becomes 

PnJnband = Qn / |/VTF(0| 2 • dC0 (5) 

Because of the inaccuracy of the circuit parameters, inband 

noise will be increased to Perjnband • due to change in the 
noise snapping function of NTF'(ca) : 

"erjnband ~ (2n 

fe+¥ 

\NTF{e"a)\2 • dm (6) 
/c-f 

To investigate the influence of each b\, 67 and B to the 
inband noise power of the second-order bandpass XA con­
vener, the following three equations can be used: 

Fig. 12. T h e inaccuracy of each coefficients, o;. iv, and B. causes tuning off-set and 
the increase of inband noise, (a) N T F for rum og at * / 32 (doted lioe) and K I 2 (solid 
line) respectively, normalized frequency (2.t = 52MHz). fb) change of inband noise vs 
% change in coefficient b\, (c) vs coefficient 07, (d) vs coefficient B. 

3P, nJnband 

db. 
= Q« 

><** d(\NTF(eia)\2) 

dP, nJnband 

/«-T 

fc*' 

dbx 

= Qn 
d02 Jfc_ (a 

d(\NTF{e"a)\2) 

db2 

• dco (7) 

dco (8) 

BP, nJnband 

IB 4-' .4= 
1 

dB 
(9) 

To simplify the calculation, Fig. (11) can be used. The 
shadow area in Fig. 11 (a) represents the noise power in 
an ideal tuning and (b) represents tuning in at a practical 

situation. The ratio of one over the other may show the 
sensitivity of channel selection. 

Two examples (tuning at re/32 and nil) are shown in Fig. 

12. Inband noise is less sensitive to coefficients bx and bi 

than to B., The higher the frequency tuned, the more inband 

noise power is generated for the same amount of error in 

coefficients B and b2. One separate example has shown that 
with 10 % inaccuracy in B, there will be about 22 dB inband 

noise increase for a channel at n 12, 10 dB increase for a 
channel at nl 4 and 2dB increase for a channel at nl 2,7. The 

noise increase at higher channel frequencies must be offset 

by using a more complex (higher order) converter. 

IV. CONCLUSION 

Tunable XA bandpass A/D converter provides a new and 
novel way to implement the A / D converter to the proposed 

receiver. It does all the tuning and conversion at the same 
time. The dynamic range of the bandpass XA converter is 

1349 



hexeforemoresensitiveto compODemerrorthan lowpass X A 

convener. The careful selection and optimization of system 

Tain and position of poles could improve tbe sensitivity and 
be performance of the convenor. It is suggested that ibe 

ligber order bandpass X A conveners are necessary .to cover 

he whole bandwidth of mobDe signals. 
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Abstract 

A tunable A/D convenor for mobile commu­

nication terminal by using the IA modulation 

is presented. For input signals with different 
frequencies and relative small bandwidth, the 

bandpass IA convertor could serve both the 
roles of tuning and A/D conversion at the same 

time. The channel selection can be done either 

by changing sampling frequency or changing 

the parameters of the system. The issue of ad­

jacent channel interference on a second-order 

tunable XA modulator is discussed. Simulation 

provides a promising expectation for higher or­

der tunable IA modulator 

1 Introduction 

Oversampled sigma-Delta (ZA) modulation A/D 

converters have been attracting much attention 

recently in the VLSI industry. It has many at­
tractive characteristics which naturally and ad-

vantagely lend themselves to VLSI signal pro­

cessing utilizing high levels of integration. In 

the design of Z A the benefits include inherent 

linearity, high tolerance to circuit imperfection, 

and only a small amount of analog circuitry is 

needed. The advantages in implementation of 

Z A modulator can be found as the circuits do not 
require any component trimming to achieve high 

resolution in the conversion process, reduced 
anti-aliasing filter requirements, and a system ar­

chitecture that lend itself to switched-capacitor 

implementation [1] - [4]. The bandpass variant 
of Z A conversion retains these advantages and 

offers promising technique for the use in the de-
" veloping area of digital radio. 

The Proposed Receiver 

Direct Converuon DSP 

V 
o«£. 

ZA 
A/D 
A/D 

c 

Decimator 

d 

Demodulator 

Local Osdllaux 

M**«nd 

«* 

-«- firm 

* * 

f » 

r- a»i 
KHi 

nWn , iI_,Jffi 
(a-) (b) CO (<n 

Figure 1: The proposed receiver with the tun­

able Z A A/D convertor in it. (a) mobile com­

munication channels in receiver band, (b) re-

ceiveing band down converted to baseband, (c) 

a interested channel is selected by tunable Z A 

A/D convertor, (d) the interested channel is dec­

imated further down and converted to baseband 

for demodulation. 

Previous work [5]-[8] has targeted the im-
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Figure 2: (a) The pole and zero placements 

of error transfer function for ordinary second-

order lowpass Z A modulator and (b) second-
order bandpass Z A modulator 

provement in resolution, signal to noise ratio 
and dynamic range for audio applicationin, such 

as digital audio tape (DAT), compact disc (CD) 

player and modems. In this paper, w e extend 
the implementation of bandpass Z A to mobile 

communication terminals, and plan a future re­
ceiver in which all tuning can be done in the 

A/D conversion. W e then discuss an important 

issue - adjacent channel interference, associated 

with the implementation of mobile communica­

tion terminals. The purpose of the investigation 
of the tunable Z A converters is to explore the us­

age of the tunable Z A A / D convertor in commu­

nication system and its anti-interference ability 

to adjacent channels. Fig. 1 illustrates a pos­
sible receiver archetecture in which the tunable 

Z A modulator is used. 

2 System Design 

2.1 Channel Location and Tunabil-

The conventional low-pass band ZA converters 

place zeros of noise transfer function at coc = 

0 in order to null quantization noise near dc. 

If there is a need to null quantization noise at 

nonzero frequency, say cob, then one would ob­

tain a high signal-to-noise ratio in a band around 

(Oc. This noise-shapping concept was extended 

by R.Schreier[61. With a narrow-band signal 

the sampling rate need only be much greater 
than the bandwidth of the signal ( not the car-

Specal Dautfy 

Sifnal band 

N<0 - MooWmrw Moat 

Figure 3: The comparision of noise spectral den­

sity of bandpass Z A modulator with that of nor­
mal A/D. 

rier frequency ). The oversampling ratio, Rb, is 
defined as one-half the sampling rate divided by 

the width of the band of interest. 

The example in [7-8] shows the advantage the 

bandpass Z A has compared with the low-pass 
case. Fig. 2 illustrates the pole and zero place­

ment of the error transfer functions for lowpass 

and bandpass Z A modulators. Fig. 3 shows the 
noise spectral density for bandpass Z A modula­

tor. 

Tunability (varying channel location) can be 
obtained by changing either sampling frequency 

or the noise-shapping function (changing the 

value of components in the noise transfer func­
tion). Table I illustrates one situation. 

The different value of (oc represents different 

ratio of carrier frequency to sampling frequency. 

The closer the channel is moving to n, the higher 

requirement is needed on the anti-aliasing filter, 

vise versus. 

2.2 System Structure, Modelling 
and Transfer Function 

It is a basic requirement for bandpass ZA to notch 
the quantization noise at the channel of interest. 

A easy way to analyse the Z A modulator is to 

model the quantizer as an additive noise source. 

Fig. 5 shows the structure of the quantizer. 

Fig. 6 shows the model for analysis. Then 
input signal and quantization noise have their 
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Figure 4: Table I - A comparison of oversam­

pling ratios between lowpass and bandpass with 
same parameters 

Figure 5: The second-order bandpass ZA quan­
tizer 

own transfer function. 

The mathmetical modelling and system trans­

fer function can be obtained based on Fig. 2 (in 
Z domain) as followed: 

Y(z) = Hs(z) * X(z) + Hn(z) * e(z) (1) 

where Hs(z) is the signal transfer function (STF): 

01 = 

02 = 

03 = 

04 = 

rl = 

hiAi + Ai %iA i, 

K 
A\A^B + A\A^bi + A^bi, 

Xib2, 

A.\AQB. 

It is possible to design and optimize these 
transfer functions and make the system work as 
expected. 

2.3 T h e Noise Transfer Function 

The selection of the noise transfer function is 

the main consideration of the design. The noise 

transfer function , Hn(z), is selected to provide 
maximum in-band attenuation, subject to several 
constraints [6] as followed: 

i) infinity : Hn = 1. 

ii) out-of-band: \Hn(e
i'°)\ = 1.625,mox(U€[o,)t]. 

In brief, Lee claims that the condition 

max»*[Qji\> |#n(0| < 2 ensures that the result­
ing modulator is stable, and suggests the use of 
N T F with a monotonic magnitude response. By 

manipulating the parameters in equation (3), a 
satisfied N T F design can be done. 

Hs(z) = 
0iz - <hz -2 

l-(2-03)z-
1+(l-04)z-

2 

and Hn(z) is the noise transfer function (NTF): 

l-(2-M)z-1 

(2) 

Hn(z) = 
+ z 

-2 

l-(2-03)z-'+(l-0 4)z -2 
(3) 

2.4 T h e Signal Transfer Function 

In this paper a second-order bandpass ZA modu­

lator is chosen as an initial selection to be inves­

tigated aŝ it is applied to mobile communication 

terminals, and is shown in Fig. 2. The sig­

nal transfer function shares poles with the noise 
transfer function, but has one less zero. As such 

its shape can be limited for low-order modu­

lators. The requirement to the signal transfer 

function is, firstly the nearly constant gain and 
linear phase in-band, and some attenuation out-

of-band. Fig. 7 shows (calculation result) the 

Figure 6: A sampled-data model of Z A quantizer signal noise transfer functions tuning at differ-
from circuit to its caculation model ent frequencies. 

Clock, f -

* % 
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Figure 8: The simplied structure with (a) a satu­

ration unit being set to investigate the intermod­

ulation (included by dot lined block) and (b) no 

saturation unit omiting dot lined block. 

Figure 7: The 2nd order bandpass Z A modula- Figure 9: The simulation result of ZA modu-
tor signal and noise transfer functions at notch lation tuning at 7r / 8 and n I 3 under an idear 
points of K 14 and n 12 respectively. convertion. 

3 Interference from Adjacent 

Channels in the Received 

Band 

Fig. 9 is an example which shows a 2nd order 

B P Z A modulation working in a clear environ­

ment. There will not be any intermodulation if 
the amplitude at each point after addition (Fig. 

8) can be kept below ± 1. The desired in-band 
signal covers a much smaller bandwidth than 

that of the received band. The question of how 

much interference can be tolerated from adjacent 

signals in the received band is important In Z A 
A/ D converter one case of interference from out-

band signal to the inband signal is from system 

saturation ( or running out of dynamic range ). 

Inappropriate selections of gain and the position 
of poles of the signal and noise transfer functions 

are the causes of system saturation. 

In the mobile communication environment, 

the signal reaching the receiver is a wide-band 

signal. A typical case for G M S K could be the 

signals with channel space of 200 k H z and band­

width of 25 M H z after direct conversion from 

carier frequency (e.g 900 M K z ) see Fig. 1. All 

the input signals can add up at a certain point 

in time, and drive the input stages (prior to the 

comparator) into saturation. A Z A A / D con­

verter with a saturation unit is set to simulate 

this design, see Fig. 8. The interference signal 

is modeled as a signal tone in an adjacent chan-

2.5 The simplified structure of the 
system 

In practise of manufacturing a chip, the less com­

ponent it contains, the more easy it is to be made, 

and the more accuracy it is. The first step to sim­

plify the structure is to put X\ and %i back to Al, 

bl, B and A2, b2 respectively (see Fig. 5 ) , then 

take off the addition unit in the integration block 

and connect feedback side of integration to the 
previous addition unit. The final structure of the 

system is shown in Fig. 8. The later simulations 
is generally based on this model. 
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Figure 10: The comparison of dynamic range of 

2nd order bandpass Z A A/D converter (a) work­

ing with no saturation unit and (b) with satura­
tion unit (seting limitation from 1 to -1), (1 volt 
= 0dB). 

nel. Fig. 10 (a) shows the relative inband noise 
level versus the input level of a signal in the ad­
jacent channel with no saturation unit, and (b) 

with a saturation unit. At low interference levels 
, satuation makes no difference to the modula­
tor performance. W h e n the interference level 

rises above -10 dBV, saturation of intermediate 

stages cause the performance of ZA modulator 

to degrade. The dynamic range of the desired 
signal is reduced by up to 14 dB. When the ad­

jacent channel interference (ACT) level reaches 

0 dBV, the ZA modulator is driven into a limit 

cycle pattern caused by output saturation (ie. the 
input signal is larger than the maximum output 
signal). 

4 conclusion 

Tunable bandpass A/D converter provides a new 

and novel way to implement the A/D converter to 

the proposed receiver. It does all the tuning and 

conversion at the same time.The carefull selec­

tion and optimization of system gain and position 
of poles could save upto 14 dB dynamic range. 

Higher order ZA A/D converter is expected to 
give much better performance. 
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