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ON LOWER AND UPPER BOUNDS OF MATRICES

PENG GAO

ABSTRACT. Using an approach of Bergh, we give an alternate proof of Bennett’s result on lower
bounds for non-negative matrices acting on non-increasing non-negative sequences in [’ when p > 1
and its dual version, the upper bounds when 0 < p < 1. We also determine such bounds explicitly
for some families of matrices.

1. INTRODUCTION

Let p > 0 and [P be the space of all complex sequences a = (an)n>1 satisfying:

> 1/p
lally = (D lail”) " < ox.
=1

When p > 1, the celebrated Hardy’s inequality [15, Theorem 326] asserts that for any a € [P,
(1.1) Z‘EZGH < <If1> Z’ak’p-
n=1 ' k=1 k=1

Hardy’s inequality can be interpreted as the [P operator norm of the Cesaro matrix C, given by
cir = 1/j,k < j, and 0 otherwise, is bounded on P and has norm < p/(p — 1) (The norm is in
fact p/(p — 1)). It is known that the Cesaro operator is not bounded below, or the converse of
inequality (1.1) does not hold for any positive constant. However, if one assumes C' acting only
on non-increasing non-negative sequences in [P, then such a lower bound does exist, and this is
first obtained by Lyons in [18] for the case of [? with the best possible constant. For the general
case concerning the lower bounds for an arbitrary non-negative matrix acting on non-increasing
non-negative sequences in [P when p > 1, Bennett [3] determined the best possible constant. When
0 < p <1, one can also consider a dual question and this has been studied in [4], [8] and [6]. Let
A= (aj,k), 1<j<m,1<k<nwith aj; > 0, we can summarize the main results in this area in
the following

Theorem 1.1 ([3, Theorem 2], [6, Theorem 4|). Let x = (z1,...,2p), 21 > ... >z, >0, p > 1,
0<qg<p, then

(1.2) [1Ax[[q = Allx][p,

where

1AxI1§ =D (D ajun)?

J=1 k=1

and

(1.3) N = 1glrign rma/p Z(Z ajr)l.
=r= J=1 k=1
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Inequality (1.2) is reversed when 0 < p < 1 and ¢ > p with min replaced by max in (1.3). Moreover,
there is equality in (1.2) if x has the form xp = x1,1 < k < s and x, = 0,k > s where s is any
value of r where the minimum or maximum in (1.3) occurs.

One may also consider the integral analogues of Theorem 1.1 and there is a rich literature on
this area and we shall refer the reader to the articles [8], [19], [11], [21], [16], [9], [10], [2], [12] and
the reference therein for the related studies. We point out here one may deduce Theorem 1.1 from
its integral analogues by considering suitable integrals on suitable measure spaces (see for example,
[2] and [12]).

A special case of Theorem 1.1 appeared in [4], where Bennett established the following inequality
forO<p<l,zy>a290>...20,

[eS) 1 [eS) P ™ [eS)

1.4 <7 ) < b,

(1.4) 2 (G m) < g 2o
n=1 k=n n=1

The constant 7p/sin(mp) is best possible. An integral analogue of the above inequality was es-
tablished by Bergh in [8] and he then used it to deduce a slightly weaker result than inequality
(1.4).

Our interest in Theorem 1.1 starts from the following inequality (0 < p < 1) for any non-negative

X
(1.5) Z (%Zxk)p > cprfL.
n=1 k=n n=1

It is shown in [15, Theorem 345] that the above inequality holds with ¢, = pP for 0 < p < 1
and it is also noted there that the constant pP may not be best possible and the best possible
constant was in fact later obtained by Levin and Steckin [17, Theorem 61] to be (p/(1 — p))P for
0 < p < 1/3. Recently, the author [14] has extended the result of Levin and Steckin to hold for
0 < p < 0.346. Inequalities of type (1.5) with more general weights are also studied in [14], among
which the following one for 0 < p < 1,a > 1:

Z (n—a Z((k +1)* - ka)ack) > Cpa chﬁ
n=1 k=n n=1
Here ¢, is a constant and note that the above inequality gives back (1.5) when o = 1. In view
of (1.4), it’s then natural to consider the reversed inequality if we assume further that 7 > x9 >
...>0.
It is our goal in this paper to first give an alternate proof of Theorem 1.1 in Section 2 using the
approach of Bergh in [8] and then using Theorem 1.1 to prove the following result in Section 3:

Theorem 1.2. Let0<p<l,a>1l,ap<1,0<t< 1,21 > 20> ...>0. We have

(16) S (e S0 = (bt - D)) < SBC —pp )Yl

n=1 k=n n=1

where B(x,y),x > 0,y > 0 is the beta function

1
B(a:,y):/o t* 11 — t)yLdt.

Inequality (1.6) also holds fort =1,0 < a <1, (1 —a)/(1+a?)
is best possible. Inequality (1.6) reverses when t = 1, > 0,p
(2% = 1)P.

We note that the case & = 1, = 1,0 < p < 1 in the above theorem gives back inequality (1.4)
and the integral analogue of Theorem 1.2 has been studied in [16]. Some consequences of Theorem
1.2 are deduced in Section 4 and other applications of Theorem 1.1 are given in Sections 5 and 6.

< p < 1. Moreover, the constant
1 with the best possible constant
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2. PROOF OoF THEOREM 1.1

We need a lemma first:

Lemma 2.1. Let p > 1,0 < q < p, then for any positive sequences (aj)1<j<m and any non-negative
sequence (bj)i1<j<m, we have

(2.1) (i(aj + bj)q)p/ql(i(aj ) ) . (ia;])p/q
: =

Jj=1 7j=1
The above inequality reverses when 0 <p <1,q > p.

Proof. We shall only consider the case p > 1,0 < ¢ < p here, the other case is being analogue. We
recast inequality (2.1) as

(i(ag’ + bj)q)l_q/p<§:(% +b;) )q/p Z“g

j=1 7=1

Applying Hoélder’s inequality to the left-hand side expression above, we obtain

(Zm:(aj + bj)q>1—q/p(zm:(aj + ;)9 aj)Q/p S i (a; + b;)1 a(1-1/p),, ia

Jj=1 Jj=1 Jj=1

This completes the proof. O

We now prove Theorem 1.1. As the proofs are similar for both cases, we shall focus only on
establishing (1.2) for p > 1,0 < ¢ < p and we shall also leave the discussion on the cases of
equality to the reader. We may also assume a;; > 0 for all j,k and the general case follows from
a limiting process. By homogeneity, we see that one can make inequality (1.2) valid by taking A
to be Ao = min{||Ax||, : ||z||, = 1,21 > ... > x, > 0}. By compactness, \g is attained at some
xp # 0. We may assume the right-hand side expression of (1.3) is > 0 for otherwise inequality
(1.2) holds trivially. This readily implies that Ay # 0. Certainly Ag is no more than the right-hand
expression of (1.3) and suppose now that Ag is strictly less than the right-hand expression of (1.3)
and it’s attained at a vector xq satisfying: (x0)r = x,1 < k < i for some k with 1 < i <n—1
and (x¢)i+1 = 1 < = (by homogeneity). We now regard z as a variable and consider the following
function:
|1 Ax0l[q

[Ixoll5

fz) =

We then have at xg,

p ShY i 140 1
- — — 0
$1) = g (= sl 2o asatxa)e)”™ 3 aseleoh —ia” ).

p j=1 k=1 k=1

1ol 5

We set a; = Zk 1ajk(%0)k and bj = 371 a;x(Xo)r (note that a; > 0) in Lemma 2.1 to see that

[ Axo |21 3¢ Za]k (x0)k)* D ajp(xo)k > (Z(Z aa‘vkl’)q)p/q‘
j: k=1 — —

It follows that

This leads to a contradiction and Theorem 1.1 is thus proved.
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3. PROOF OF THEOREM 1.2

We first consider the case when 0 < p < 1. We may certainly focus on establishing our assertion
for inequality (1.6) with the infinite sums there replaced by any finite sums, say from 1 to N. We
now consider the case o > 1,t = 1. Theorem 1.1 readily implies that in this case, the best constant

is given by maxj<,<n S,, where
0%
_1 Z ( r—+ 1 —k ) '

Suppose we can show that the sequence (sr) is non-decreasing, then the maximum occurs when
r = N, and as N — oo, one obtains the constant in (1.6) easily and this also shows that the
constant there is best possible. It rests thus to show the sequence (s, ) is non-decreasing. To show
this, we use the trick of Bennett in [4] (see also [7, Proposition 7]) on considering the following

function:
ot = (52 + (52

For n > 1 and any given function f defined on (0, 1), we define
1< r
T TZ:I f(n + 1)'

Note that we then have s,, = 24,,(fa,p). It then suffices to show that A, (f,p) increases with n. A
result of Bennett and Jameson [7, Theorem 1] asserts that if f is a convex function on (0,1), then
A, (f) increases with n. Thus, it suffices to show that f, ) is convex on (0,1) and direct calculation
shows that

£ (@) = apz™ P72 (1 — 2P *(ap+ 1 — (1 + a)z®)
+ap(l—2) P21 = (1 =) *(ap+ 1 - (1 +a)(1 —2)%).

As fi ,(x) = fo (1 — ), it suffices to show fJ (x) >0 for 0 <z < 1/2. Assuming 0 < z < 1/2,

we recast fy ,(v) as
fpl) = ap(l =)0 = (1= )
. <9a,p(ﬂf)(ap +1-— (1 + a)gja) + (ap +1 - (1 + Ol)(l _ $>a)>7

Jap(¥) = (1 ;fa 1 9(] f);)ay' (11—_;; ‘ 11_—((11_—23;)2’

It is easy to show that both factors of g, p(z) are > 1 and that ap +1 — (1 + a)z®* > 0 when
0 <z <1/2. We bound g, p(z) by

where

l—2z 1—-(1—x)*
> . .
9ar(*) 2 T8 T (1

It then follows that f, ,(z) > 0 as long as
l—-z 1—-(1—2)°
l—z0¢ 1-(1-2)

It suffices to establish the above inequality for p = 0 and in this case we recast it as hq(x) + ho (1 —
x) > 0 where

(ap+1—-—(1+a)z*)+ (ap+1—-(14+a)(1—x)%) >0.

1— a(l —x)

ha(@) = == (1= (1+a)2%) = (1+a)(1 - 2) - 2.
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It is easy to show that hq(z) is concave on (0,1) and it follows from the theory of majorization
(see, for example, Section 6 of [7]) that for any 0 < z < 1, we have
hao(z) + ho(l —x) > li%lJr(ha(x) + ho(l—2)) =0.
Tr—

This now completes the proof of Theorem 1.2 when 0 < p < 1, > 1,f = 1. Before we move
to the proof of other cases, we point out here an alternative proof of hy(z) + ha(l —2x) > 0
is that one can show easily that h,(x) is an increasing function of > 1 for fixed = so that
ha(x) + ho(1 — ) > lim,_ 1+ (ha(x) + ho(l — x)) = 0. This will be our approach for the case
0<p<1,0<a<1in what follows.

Now the general case 0 < p < 1,a > 1,0 <t < 1, we note that the left-hand side expression of
(1.6) is termwise no larger than the corresponding term when ¢ = 1. Therefore, inequality (1.6)
follows from the case t = 1. To show the constant is best possible, we use Theorem 1.1 again to
see that the best constant is given by maxj<,<n s(t),, where

,lz<r+t k:+t—1 ) IZ(

It follows that limy_. s(t)y > 1B(L — p,p + 1), this combining with our discussions above
completes the proof of Theorem 1.2 when 0 < p <1, > 1.

For the case 0 < p < 1,0 < a < 1, we can use the same approach as above except this time we
bound gq.p(z) by

Jap(T) >

(1—95 1—(1—1‘))0‘)2'

1—2¢ 1-(1—=
We define for 0 < x < 1,

1—z

tap(@) = (1) (ap +1— (1 + a)a),

It remains to show g p(z) + uap(l — ) > 0 (note that this also implies that that uq,,(1/2) > 0).
On considering the limit as * — 0T, we see that it is necessary to have (1 — a)/(1+a?) <p < 1.
We now assume this condition for p and note that it suffices to establish uq p(2) + wap(1 —

for p = (1 — ) /(1 + a?). We write uq (1_q)/(14a2) () = (1 + a)/(1 4 &®)v(e, z) with

<
x) >0

B 1— (14 a?)z®
v(a,z) = (1— $)2W

It remains thus to show v(a, z) + v(a,1 — x) > 0. Calculation shows

ov  x(1—x)?

da  a(l— xa)3wa(x )

with wa(t) = =202 + (1 — a?)Int — (1 + a?)tInt + 22,0 < t < 1. As w,(1) = wl (1) = 0 and
wl(t) < 0, one sees easily that w,(t) <0 for 0 < ¢ <1 and it follows that when 0 < x < 1,

v(a,z) +v(a, 1 —x) > linll (v(a,x) + v(a, 1 —x)) = 0.
Panct
This completes the proof of Theorem 1.2 when 0 < p < 1,0 < a < 1.

Lastly, when p > 1, the assertion of the theorem follows as long as we can show the sequence
(sy) is increasing, where (s,) is defined as above. In this case, it’s easy to see that the function
x — (1 —2%Pr= is convex on (0,1) when o > 0,p > 1 so that our discussions above can be
applied here and this completes the proof.
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4. SOME CONSEQUENCES OF THEOREM 1.2

In this section we deduce some consequences from Theorem 1.2. We note that (k 4+ 1)* — k% >
ak® ! when a > 1 and it is also easy to show by induction that

T
aZn“_l > r® — k%
n=~k
A similar argument to the proof of Theorem 1.2 then allows us to establish

Corollary 4.1. Let0<p< l,a>l,ap<1l,z1 > 22 > ... > 0. We have

S p 1 1 >
41 (7 jo1 ) < B(=—pp+1 P
(4.1) Do (e Dok lay) < —B(~—pp+ );wn

n=1 k=n
The constant is best possible.

We recall here the function L, (a,b) for a > 0,b > 0,a # b and r # 0,1 (the only case we shall con-
cern here) is defined as L""!(a,b) = (a" —b")/(r(a—b)). We also write Lo (a,b) as lim, o L.(a,b)
and note that Lo (a,b) = max(a,b). Using this notation, the matrix (a;j) associated to inequality
(4.1) is thus given by a;r = L& (k,k—1)/> 7 L& (i,i— 1) when k > j and a;; = 0 otherwise.

It is known [1, Lemma 2.1] that the function r — L,(a,b) is strictly increasing on R, this
combining with Corollary 4.1 allows us to establish the first assertion of the following

Corollary 4.2. Let0<p<1,8>a>1l,ap<l,x1 >x9>...> 0. We have

Z(Z LO‘ o) ZLa Yk ke — )ak)pﬁéB(é—p,p+1)Z$ﬁ.
i=1

n=1 n=1

The constant is best possible when o > 2.

To show the constant is best possible when o > 2, we first show that forn > 1,8 > a > 2,

S LG i — 1) L (n+2)°
S LN —1) T (n+ 1)

(4.2)

By [13, Lemma 3.1], it suffices to show for n > 1,

Ly n+1n) _ (n+2)2— (n+1)
Lgfl(n,n— 1)~ (n+1)*—n°

The above inequality follows from the following inequalities:

L Yn+1,n 1)e-1 2)e — 1)@
(4.3) 5_1( ) > (n+ )1 > (n+2) (n+1)
L5 (n,n—1) ne- (n+1)® —no

As B > 2, we have by convexity,

- ( e G )

n n n n n n “n+1

1 n—-1n-1 1 n—-1 n-—1 n
+ p-1 . A=l > )AL

One checks easily that this implies the first inequality in (4.3) and the second inequality of (4.3)
can be shown similarly.
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Now, to see the constant is best possible, we note that Theorem 1.1 implies that the constant is
no smaller than

i L3 (e H Rk Dy
N—oo N < I Ly (i - 1)

J:1
. S Ly k—D\e 1L (N1
| — 1 — ALV
> N%N;( Zgzng 1(,1—1) ) >N1_I>I<I>ON;((]'+1)0[ 1),

where the last inequality follows from (4.2) and the last limit also gives the constant in Corollary
4.2.
Note the particular case 8 = oo of Corollary 4.2 gives

- 1 = P11 -
—1
Z(Wzka ak) SEB(E—PJ?-F 1);552-

. 1
n=1 i=1 k=n

5. APPLICATIONS OF THEOREM 1.1 TO WEIGHTED MEAN MATRICES

In this section we give more applications of Theorem 1.1. We remark first that the problem
of finding lower bounds of non-negative weighted mean matrices acting on non-increasing non-
negative sequences in [P when p > 1 has been studied in [5] and [20]. Here we recall that a
weighted mean matrix (a; ) is given by a;, = Ap/A; for 1 <k < j and a;j = 0 otherwise, where
Ap =301 A, A1 > 0. We also recall that a Norlund matrix (aj ) is given by aj i = \j_g41/A; for
1 <k <jand a;i = 0 otherwise. In what follows, we shall say a weighted mean (or a Nérlund)
matrix A is generated by () if its entries are given as above. In the weighted mean matrix case, it
is shown in [5, Theorem 4] that when \; = i% a > 1or —1 < a <0, (14 «)p > 0, the corresponding
minimum in (1.3) is reached at » = 1. The case o > 1 is also shown in [20, Corollary 9]. We now
give an alternative proof of the case —1 < a < 0 based on the idea used in the proof of Theorem 4
in [3]. We also give a companion result concerning the upper bound when 0 <« < 1land 0 <p < 1.
We have

Corollary 5.1. Let x be a non-negative non-increasing sequence, p > 1, =1 < a <0, (a+1)p > 1,
then

(5.1) (Y m—a) =X (o) Il
j > i” j=1 >l i”
The above inequality reverses when 0 < p < 1, 0 < o < 1,(1 + a)p > 1. The constant is best

possible in either case.

Proof. Note that the condition (a+1)p > 1 ensures that the constant in (5.1) is finite. We consider
the case p > 1 first. For any weighted mean matrix A generated by (\,,) with A; > 0, Theorem 1.1
implies that for any non-increasing sequence x, ||Ax||, > A||x||, with

A= ir;frli g j; p—l—i—lnfr i (%)p
(

<.

j—l k=1 j=r+1

= 1+1anr 1 -

k=1 =1

Amm)'

To show the infimum is achieved at r = 1, it suffices to show A,/A(;y1) > A1/Agqy for any & > 1.
When A\, = n® with —1 < « < 0, this is easily shown by induction and this completes the proof
for the first assertion of the corollary.
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Now consider the case 0 < p < 1. Let A; = Z;Zl 7%. Theorem 1.1 and our discussions above
imply that the best constant for the reversed inequality of (5.1) is given by

1+supr ! Z ( > =1+4supay.
Jj=r+1 T
The assertion of the corollary follows if we can show the sequence (a,) is decreasing and by Lemma
7 of [5] (see the remark after that) with x,, = A,? there, it suffices to show 1 + n(A,+1/A,)P <
(n+1)(Apy2/Ans+1)P for n > 1 and one can see easily that it suffices to establish this for p = 1 but
in this case, this is given by Lemma 8 of [5] and this completes the proof. ]

Our next result concerns with the bounds for the weighted mean matrix generated by \; =
=G -1 ap>1:
Corollary 5.2. Let x be a non-negative non-increasing sequence, p > 1, a > 1/p, then
00 J
kY — (k=1 \p
(5.2) Z (Z j—awk> > C(QP)HXH£7
j=1 k=1

where ((x) denotes the Riemann zeta function and the constant is best possible. The above inequality
reverses when 0 < p < 1,ap > 1 with the best constant ap/(ap — 1).

Proof. The proof for the p > 1 case can be easily obtained by applying similar ideas to that used
in the proof of Theorem 4 in [3] so we shall leave it to the reader. When 0 < p < 1, we note by
Theorem 1.1 and the proof of Corollary 5.1, the best constant for the reversed inequality of (5.2)
is given by

) = 1+supzz(k+i7{r)_ap.

A
kr+ T ok=1i=1

1+sup2r 12(

It follows from Theorem 3A of [7] that the term inside the first sum of the last expression above
is increasing with 7, and it is easy to see that as » — oo, it approaches the value (k'=%? — (k +
1)'=2P) /(ap — 1) and this completes the proof. O

It is an open problem to determine the lower bounds of the weighted mean matrices generated
by A, = n% 0 < a < 1 acting on non-increasing non-negative sequences in [ when p > 1. In
connection to this, Bennett [5, p. 65] asked to determine the monotonicity of the following sequence
forp>1(1+a)p>1 when A, = >0 i

(5.3) ?’"‘ S OALR

k>n

The following condition is sufficient for the above sequence to be increasing, given by [5, Theorem
3] (see also [20, Theorem 8]):

A A
(5.4) L () = e ) (£2) > 0,
An An+1
Suppose the above condition is satisfied, then we deduce from it that

n(AX?)p > (n+ 1)@:1?)” 1> ("”)(ﬁ:i)p 2> > (n—i—k)(AX::l)p “k,

for any n,k > 1. When A,, = """, 4%, we note by the Euler-Maclaurin formula, one easily finds
that for a > 0,

n a+1
(5.5) D i = + — +0(1+n*Y).
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We then deduce from this that when A,, =37 | i% a > 0,

: Aptrs1\P
1 () k=t (14 a)p.
kirfm(n + k) . kE=n+(1+a)p

It follows from this that we have
An+1

> (1+ (120‘)}’)1/1{

n
Using Taylor expansion and (5.5) again, we find that in order for the above inequality to hold, it
is necessary to have p > 2/(1 4+ «). It is therefore interesting to ask whether the above inequality
holds or not for p = 2/(1 + «) and this in fact is known, as we have the following

Lemma 5.1. For 0 < a <1 ora >3, we have fork>n > 1,

o i n(n+ 1)\ *3
(56) ZLLQS<Mk+n>

The above inequality reverses when 1 < a < 3. In particular, we have for 0 < a <1 or a > 3,

a+1

(5.7) S i< W
=1

The above inequality reverses when 1 < a < 3.

Proof. This lemma is a restatement of Corollary 3.1 of [13] (note that in the statement of [13,
Corollary 3.1], one needs to interchange the place of the words “increasing” and “decreasing”). In
what follows, we shall give a simper proof. We first note that inequality (5.7) follows from the
corresponding cases of (5.6) on letting k& — +oc in (5.6) so that it suffices to establish (5.6). We
shall only prove the case for @ > 3, the proof for the other cases are similar. We may assume
k = n + 1 here and by Lemma 3.1 of [13], it suffices to establish (5.6) for n = 1 as well as the
following inequality for all n > 1:

((n+2)(n+1)>( - (n(n+1)

(1+a)/2
((n+3)(n+2) ~ (1) +2)
The above inequality is easily seen to be equivalent to f(n +2) < f(n+ 1) where
(1+a)/2 _ _ 1\(1+a)/2 1
flz) = &+ (z—1) = O (@ /)2 g (1 1)),
x(oc—l)/Q 2 0

One shows easily the last expression above is a decreasing function of z > 1 when a > 3 so that
(5.8) holds. Moreover, the case n = 1,k = 2 of (5.6) is just f(2) < f(1) and this completes the
proof. O

1+a)/2 )(1+a)/2

(5.8)

< )(1+a)/2'

The above lemma implies that (in combining the arguments given in [5, Theorem 3] or [20,
Theorem 8]) the sequence defined in (5.3) for A,, = Y1 |4 is increasing for n large enough when
0<a<lora>3 aslongasp >2/(1+«) and it is decreasing for n large enough when 1 < o < 3,
as long as 1/(1+ ) < p < 2/(1 4 «). It’s also shown in [5] that the sequence is increasing for
a > 1,p > 1 and decreasing for 0 < o < 1,1/(1 + &) < p < 1. In what follows, we shall give an
extension of this result. But we first need a few lemmas:

Lemma 5.2. For1l < o < 3, we have

n

1 4n%(n+1)°
5.9 & > )
(5-9) ZZ;Z T l+adn+1+4+a

The above inequality reverses when o > 3.
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Proof. We only give the proof for the case 1 < a < 3 and the proof for the other case is similar. It
follows from (5.6) with £ = n + 1 that we have for 1 < a < 3,

Doy 1 no\
(5.10) i1 z( 2) .
Doy i n+
We deduce from this that for 1 < a < 3,
n (1+a)/2( + 1>a
n n
o
(5.11) ;z 2 (0 2 (T

It suffices to show the right-hand side expression above is no less than the right-hand side expression
of (5.9). One easily sees that this follows from the following inequality for 1 < a < 3,0 <z < 1:

1 2,.2
14+ (1+ o)z + (Jrj)x — (1 4+ 22)1H0)/2 >
The above inequality can be shown easily and this completes the proof. ([l

Lemma 5.3. Let 0 < x < 1, the following inequality holds when 1 < o < 3:

(5.12) ((1 4 )21+ 20) (@ D/2 1) ((1 +2g) (1402 _ 1) (14 a)z? > 0.

The above inequality reverses when o > 3.

Proof. We regard the left-hand side expression of (5.12) as a function of « and note that its second

derivative with respect to a equals (1 + 2z)@1/2h(a; ), where

142
h(ozz) = 1In? ( 1_:_ ;) (14 2)27%(1 + 22)@+D/2 _ (

1/2
-t (S )

We again regard h(a;z) as a function of @ and note that

W (a;z) = (1+2)* *In (7(1 Tiﬁlﬂ) (1112 <11++2;> (1+22)@+D/2 41y (7(1 Jlrix;l/g) In(1 + a:)).

We want to show the last factor of the right-hand side expression above is non-negative when a > 1
and it suffices to show this for & = 1 and in this case, this expression becomes

o (1422 (1 + 2z)1/2
In <1+x>(1+2x)+ln<71+x )ln(l—i—x)

= (1+22)In*(1 4 22) — (2(1 +2z) — 1/2) In(1 + 22) In(1 + ) 4 221n*(1 4 z)
> (14 22)In%(1 +2x) — (2(1 +2z) — 1/2) In(1 + 22) In(1 + z) + zIn(1 + ) In(1 + 22)
— (1+22)In(1+ 21:)(111(1 +22) — 3In(1 + x)/2> > 0.
It follows that h'(c;x) < 0. As the left-hand side expression of (5.12) takes value 0 when o = 1

and 3, the assertion of the lemma follows if we can show the derivative with respect to a of the
left-hand side expression of (5.12) is > 0 (> 0 for x # 0) at a = 1. Calculation shows this is

| <1 + 2z In(1 + 22) (1 + 2x)1/2
. i Sl Ut zr)7”
1+2 2 1+

- x<(3/2 +22) In(1 4 22) — 2(1 + ) In(1 + z) — x)

In(1 + 2z)
2

)2(1 + 2)

)(1+x)(1+2x)— (1—1—23:)—111( )(1+x)—x2

It is easy to show the second factor in the last expression above is > 0 for 0 < 2 < 1 ( > 0 for
x # 0) and this completes the proof. O

Now we are ready to prove the following
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Theorem 5.1. For 1 < o < 3 and 1/(1 + a) < p < 1/2, the sequence defined in (5.3) for
Ap =30 1% is decreasing. For a > 3 and p > 1/2, the sequence defined in (5.3) for Ay = > 0", i®
18 Increasing.

Proof. We only prove the case for 1 < o < 3 here and the proof for the case o« > 3 is similar.
We only point out that in the v > 3 case, one needs to use the fact (which is easy to show)
that the right-hand side expression of (5.10) is no greater than n(n + 1)*/(1 + «) (and hence
<n(n+1)*/v/1+ «a). Now we return to the proof of our assertion for 1 < o < 3 and by the remark
after Lemma 7 of [5] (with z, = A,” there), it suffices to prove the reversed inequality of (5.4) for
p = 1/2, which is equivalent to

1/2 a 2 a2
2”<AXH>/ < (n+2)%(n+1)° (n+1)n +om.

An+1 An
We now show for 1 < a < 3, we have

(n+2)*(n+1)*  (n+1)*n?

(5.13)

5.14 >1 .
( ) An-‘rl An = hta
We recast this as
1 20,2
(5.15) (n+2)%n+1)% = (n+1)*n2 > (1 + a)(n+ 1) + (1 + a)An + (”JFA)”

We now regard A, as a variable on the right-hand side expression above and it is easy to see
this is a convex function with the unique critical point being n(n + 1)*/v/1 + a. Note that we
have > ;i < n(n+1)*/(1 4+ «) for o > 1 (this follows from [5, Lemma 8]). It follows that it
suffices to establish (5.15) with A,, replaced by the lower bound given in (5.11). Equivalently, we
can then multiply both sides of (5.14) by A, and in the resulting expression replace the values
of Ap/Any1 and A, by the values given by the right-hand side expressions of (5.10) and (5.11)
respectively. Then after some simplifications and on setting z = 1/n, we see that inequality (5.14)
is a consequence of inequality (5.12) for 0 < x < 1. Substituting (5.14) in (5.13) and squaring
both sides, we find that it suffices to show (5.9) and Lemma 5.2 now leads to the assertion of the
theorem. O

We now apply our results above to prove the following

Theorem 5.2. Let x be a non-negative non-increasing sequence, 0 < p <1, a > 3, (a+ 1)p > 2,
then

o0 J
k P (I1+a)p

(5.16) ( 7:%) < [l

2 Z ) Sarap-1
The constant is best possible. The above inequality also holds when 1 < a < 3,1/(1+a) <p<1/2

; -p

with the best possible constant Z;; ( y ia) .
Proof. The second assertion of the theorem is a direct consequence of Theorems 1.1 and 5.1. To

prove the first assertion of the theorem, we let A, o = > 1 ;4* and Theorem 1.1 implies that the
best constant in (5.16) is given by

00 (A+a)p
Ay o \P A\ 2
1+supr! g <ﬂ> <1+supr! ( &
rp Aj B rp

=1+ supb,,
j=r+1 ,Q r

A
jer1 L

by Lemma 5.1. We want to show (b,) is increasing and by Lemma 7 of [5] with z,, = A;(lHa)p /2

there, it suffices to show 1 + n(AnH,l/A,%l)(l*a)p/2 > (n+ 1)(An+271/An+1’1)(1+0‘)p/2 forn >1
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and one sees easily that it suffices to establish this for (1 + «)p = 2, in which case the inequality
becomes an identity. It follows that sup, b, = lim, 4 b, and we note that

S R e VR IR P
br_;T;((kr"i_i)(kr‘f‘i—f—l)) _;r;«k“/” (1) —i—O(l/r))_

It follows that as r — oo, the inner sum of the last expression above approaches the value
(1=t Dp (k1)1 (@+DP) /(1 +a)p—1) so that lim, 4 oo b = 1/((1+a)p—1). We then deduce
that the best constant in (5.16) is < (1+«a)p/((1+«a)p—1). On the other hand, the first inequality
of [13, (1.3)] implies that A, /Aja > (7/5)17 when j > r so that Corollary 5.2 implies that the
best constant in (5.16) is > (1 + «)p/((1 + a)p — 1). This now completes the proof. O

We now return to the question of determining the monotonicity of the sequence given in (5.4)
for Ap, =7 | i* and note that the most interesting case here is 0 < ao < 1 < p (see [5, p. 65]), in
view of the connection to the open problem of determining the lower bounds of the weighted mean
matrices generated by A\, = n% 0 < a < 1 acting on non-increasing non-negative sequences in [”
when p > 1. In what follows, we shall give a partial solution to this and we point out here that we
have not tried to optimize the choice of the auxiliary function appearing in the proof of Theorem
5.3 and one may be able to obtain better lower bounds for o appearing in Theorem 5.3 as well as
Corollary 5.3.

We now prove a few lemmas:

Lemma 5.4. Let A, =" 1* For0.14 <a <1,n>1, we have

nn+1°  (n+1)(n+2>*  0.94(1+a) -0
A2 A%H (n+1)2 — 7

(5.17)

Proof. We first prove inequality (5.17) holds when n =1 for all 0 < a < 1. In fact we shall prove
the following stronger inequality:

.22«
7 2-3 71+a>0.

220&
(14 20)2 2 =

Now using the bound 1 + 2% > 21+2/2 we see that the above inequality is a consequence of the
following inequality:
220l _(9/2)* —1 —a > 0.

It is easy to show that the left-hand side expression above, as a function of o, 0 < o < 1, is convex
and increasing and as it takes the value 0 at o = 0, this completes the proof for the case n = 1 of
(5.17).

Now we assume n > 2 and note that the reversed inequalities (5.10) and (5.11) are still valid
when 0 < a < 1 and it is easy to see, using the reversed inequality of (5.11) for 0 < a < 1,
that the left-hand side expression of (5.17) is a decreasing function of A, and hence it suffices to
establish (5.17) on multiplying both sides of (5.21) by A2 and in the resulting expression replacing
the values of A, /A,+1 and A, by the values given by the right-hand side expressions of (5.10) and
(5.11) respectively. We are now led to show the following inequality:

2

. on o\t 0.94(1+a) .. . . e\ -
n(n_|_ 1)2 > (n+1)(n+2)2 (m) _|_(n(+1)2)n1+ (n+ 1)2 ((n+2)( +1)/2_n( +1)/2> )

After some simplifications and on setting = 1/n, we can recast the above inequality as

0.94(1 + a)a? -2

(5.18) L2 (142) (1 207+ =

((1 + 2g)(@D)/2 _ 1)
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By Hadamard’s inequality, which asserts for a continuous convex function h(u) on [a,b],

1 b a+b
>
b_@/@h(u)du_h( )

we see that
_ 1+«

2x
(14 22)+D/2 _q / (1+8) @ D20t > (1 + @)z (1 4 z)@~V/2,
0
It suffices to prove (5.18) with (1 + 22)(®T1/2 — 1 replaced by this lower bound above which leads
to the following inequality (with x = 1/n) for 0 <z < 1/2:

l+z ( 1+ 2z )a 0.94z(1 + z)~ 1~
( 2 '

(5.19) = 1+2) 1+ a)

1+ 2x

Note that we have

l+x 7 14+2z\o 0.94x(1 +x)" 1@
1+2x((1+m)2> 1+
l+2 /1422 \«@ x 0.94(1 + 2x) 1/aya
1+2rc((1+oc)2> 1+2x(((1+a)(1+x)1+a> )

l+2 1422 x 0.94(1 + 2x) 1/aya
(1"‘237 (1t T <(1—|—Oz)(1—|—x)1+0‘) )
Hence it suffices to show the last expression above is < 1, which is equivalent to showing for
a>014,0<x <1/2,
(5.20) (1+a)(1+ ) —0.94(1 + 2z)1 7 > 0.

To see this, observe that the left-hand side expression above is an increasing function of «, hence it
suffices to check the above inequality for a = 0.14, in which case we also observe that the left-hand
side expression above is a convex function of x and its derivative at x = 1/2 is negative. It follows
that one only needs to check the case when x = 1/2 and one checks easily that (5.20) holds in this
case. This now establishes inequality (5.19) and hence completes the proof. ([l

Lemma 5.5. Let A, => " 1% For0.14 <a <1, n>1, we have
n(n+1)" 2n+1(n+2)°  094(1+a)
A, An+1 (n + 1)2 =7

Proof. We first prove inequality (5.21) holds when n = 1 for all 0 < a < 1, in which case the
inequality becomes

(5.21)

4-3*  0.94(1+ «)
>0
142« + 4 -
Now using the bound 1 + 2% > 21+a/2 e see that the above inequality is a consequence of the
following inequality:

20é+l _

29FL _ 2. (3/v2)* +

It is easy to show that the left-hand side expression above, as a function of ;, 0 < a < 1, is concave
so that it suffices to check its values at @« = 0 and a = 1, in both cases the above inequality can be
verified easily and this completes the proof for the case n =1 of (5.21).

Now assume n > 2 and we recast inequality (5.21) as

2n(n+ 1) 0.94(1 + @) 0.94(1 + )
A, (n+1)? (n+1)2

We now regard A,, as a variable on the left-hand side expression above and it is easy to see
this is a convex function with the unique critical point being +/(2n)(n + 1)**1/,/0.94(1 + «).

0.94(1—1-04) 0.

Ap+2n(n+1)*=2(n+1)(n+2)% + (n+1)*>0.
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Note that the reversed inequalities (5.10) and (5.11) are still valid when 0 < o < 1 and we
want to show first that the upper bound given in the reversed inequality in (5.11) for A, is no

greater than +/(2n)(n + 1)**1/,/0.94(1 + ). In fact it suffices to show it is no greater than
V2n(n 4 1)*t1/2/\/T § a, which is equivalent to showing the following inequality

(a—1)/2 < ﬂ 1/2 (a+1)/2 . (a+1)/2
(5.22) n < =+ <(n +2) n )
Note that it follows from the mean value theorem, we have (n + 2)(@+D/2 —p(@+D)/2 > (1 4 o)(n +
2)(@=1/2_ Using this in (5.22), we see that it remains to show

(1+42/n)1=9/2 <\ /2(1 + a)(n + 1)"/2.

But we have (1 +2/n)~*/2 < (1+2/n)'/? < /3 and on the other hand, we have 1/2(1 + a)(n +
Y2 > /2(1 +1)/2 = 2 s0 (5.22) holds. This being given, it follows from our discussions above
that in order for (5.21) to hold, it suffices to multiply both sides of (5.21) by A, and in the
resulting expression replace the values of A, /A,+1 and A,, by the values given by the right-hand
side expressions of (5.10) and (5.11) respectively. Then after some simplifications and on setting
x = 1/n, we see that it suffices to show for 0 <z <1/2,

3 -1

By the mean value theorem again, we see that (1 4+ 22)(17®)/2 — 1 < (1 + a)z. Replacing this in
the above inequality, we see that it suffices to show hq(22/(1 + x)?) > 0, where

ha(t) =2 — 2(1 — )@ 1/2 1 0.94¢.

As h,(t) is a concave function of ¢, and note that 22 /(14x)? < 1/9, in order for hq(2%/(1+2)?) > 0,
it suffices to check ho(0) > 0 and hq(1/9) > 0. This leads to the condition o > 1 — 2In(1 +
0.94/18)/1n(9/8) < 0.14. This now completes the proof. O

2—2(14z) (1 +2z)@" D2 4

Now we are ready to prove the following

Theorem 5.3. For 0.14 < o < 1 and p > 2, the sequence defined in (5.3) for A, = Y 1 i% is
1ncreasing.

Proof. By Lemma 7 of [5] (with z,, = A, there), it suffices to prove inequality of (5.4) for p = 2,

which is ( ) ( )
4 1)2y2 14 2)2\ 2
ALILILA AL/ )
1+n<1+ . ) (n+1)<1+ e ) >0

Expanding the squares, we can recast the above inequality as

2n(n+1)*  2(n+1)(n+2) . nn+1)2  (n+1)(n+2)%

— > 0.
Ay An-‘rl A% A%—i—l B
The assertion of the theorem now follows by combining Lemma 5.4 and Lemma 5.5. U

We will now show the sequence defined in (5.3) for A,, = >"" | i® is increasing for all 0 < a < 1,
provided p is large enough. We first need two lemmas:

Lemma 5.6. Forn>1,0<a <1 andp > 1, the function

(n+1)°‘)p (n+2)« )p

fn(a:):1+n<1+ [CES

—(n+1)<1+

TL(1+Q)/2(’H,+1)&

is a decreasing function for x < (7 2) (T2 (a2
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Proof. We have

o=t D1 ) B (1 BTy

(n+1)+z n+1)*+x)? x x?
To show f/(z) <0, it suffices to show the following inequalities:
o o
(n+2) < 14 (n+1)
(n+1)*+=x x
(n+1)(n+2)~ < n(n+ 1)«
(n+1)>+x)2 — 2

Y

n(1+0‘)/2(n+1)a
(n+2)(1+a) /2 —p(+a)/2>
in which case both inequalities are easy to prove and this completes the proof. m

It’s also easy to see that one only needs to show the above inequalities for x =

Lemma 5.7. Forn >1,0 < a <1, we have

n(1+a)/2(n + 1)a - (n+ 1)(1+a)/2(n + 2)a

) ) — a2 2 (31 1) — (s 4 0T

Proof. Let = 1/n, it is easy to see that we can recast the above inequality as f(a;x) > 0 for
x = 1/n, where

flasz) = (143z+2%) 102 (142) @ D2 (1422) 1702 — (142) ™ (14-22) =2 = (14 22) T2 41,
We regard f(a;x) as a function of a and note that

(1+ 2w)7(1+a)/2f’(a; x)
B ;1n<(1+3$+x3)(1+x)> . (1+3x+w3>1/2' ((1+3x+x3)(1+x))a/2

(1+22) . Eent
—hn ((ﬁéjﬁp) ' (fi;;)a —In(1 + 22)"/?

e e
I ((1(:;?1/2) CIn(L+ 22)V2,

It’s easy to see that when 0 < x < 1/2, we have (1 + 3z + 23)(1 +z) < (1 4 2z)? and one verifies
directly that when = = 1, the last expression above is > 0 for either @ = 0,1. Therefore, in order
to show f'(a;x) > 0 for = 1/n, it suffices to assume 0 < z < 1/2 and assume o = 1 in the last
expression above. Therefore, it rests to show h(z) > 0 for 0 < z < 1/2, where

1—|—3x—|—x3)(1—i—x)) 1+ 3z + 23

1
h(x)ziln( (1+ 2z) 1+ 2z

—1In(1 + x).

Direction calculation shows that
2(1 + 2z)° () = 2(-2+ x4 82 4 62°) ((1+3x+x3)(1+x))
1+ 3x2 + 423 (T4 2)(1 + 322 4 4a3) (14 2x) '

and the derivative of the last expression above equals x2hy(z)/((1 + 2)(1 + 2z)(1 + 3z + 23)(1 +
322 + 42°)?), where

hi(z) = 962® + 29227 + 4362° 4 5922° + 6102 + 6032> + 51122 + 2587 + 56 > 0.



16 PENG GAO

As it is easy to check h’'(0) = h(0) = 0, this now implies h(z) > 0 for 0 < x < 1/2 and it follows
that f(«;z) is an increasing function of a for = 1/n. In order to completes the proof, it remains
to show f(0;x) > 0 and we recast this as

(14 3z +2°) 21 +2) 2+ (1+22)" 2 > 2,
The above inequality can be verified by taking squares and this completes the proof. O

Now we are ready to prove the following

Theorem 5.4. For 0 < a <1 and p > 8/(1 + «), the sequence defined in (5.3) for Ay, = 1 ;i
18 Increasing.

Proof. Let A, =Y ;" ,4“ and it suffices to show inequality (5.4) for p > 8/(1 + «). Note that in
our case we can recast inequality (5.4) as f,(A,) > 0 where f,,(x) is defined as in Lemma 5.6. It
follows from the reversed inequality of (5.11) (note that it holds when 0 < o < 1) and Lemma 5.6

. (1+a)/2 @ . .
that it suffices to show fi,( (n+;) Rt /2(7_‘:(11)+a)/2) > 0. Equivalently, this is

2 2)« P
14 n(n * )p(1+0l)/2 - (n + 1) (1 + (n _:(I-Za)/Q(n—i-l)a ) > 0.
n (n + 1)04 + (n+2)(TFe)/2 Zp(i+a)/2

We now apply Lemma 5.7 to see that it suffices to show

+ 2 +3+1/n?
14+ (X242 o 4 1)(u
n n+1

As p > 8/(1 + «), it suffices to prove the above inequality with p(1 + «)/2 replaced by 4. In this
case, on setting x = 1/n, we can recast the above inequality as

(142)3(z+(1422)") — (1+3z+2°)* = 23(204+ 762+ 602 — 3423 — 2021 —542° —42° — 122" —2%) > 0.

ypi+e)/2 > g,

This now completes the proof. ]
It follows readily from Theorem 1.1, Theorem 5.3 and Theorem 5.4 that we have the following

Corollary 5.3. Let x be a non-negative non-increasing sequence, then forp>2,0.14 < a <1, or
for0<a<1,p>8/(1+a), we have

0o J 00

k< P 1 P
> (X ) 2 X () Il
j=1 k=1 Di—1 j=1 i=1"

The constant is best possible.

6. APPLICATIONS OF THEOREM 1.1 TO NORLUND MATRICES

It is asked in [20] to determine the lower bounds for Nérlund matrices and motivated by this,
we apply a similar idea to that used in the proof of Theorem 4 in [3] to prove the following

Lemma 6.1. Let x be a non-negative non-increasing sequence. Let p > 1 and let A be an infinite
Norlund matriz generated by (A\;) with Ay > 0. Suppose that Aj/Ajiq is increasing for j > 1 and
for any integer k > 1,7 > 1, Ag/Apy1 > Mgr/Agoyryr- Then [|Ax||, > M|x||p with the best possible
constant (provided that the infinite sum converges)

AP:1+§:u—A
j=2

J=1\p
Aj)'
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Proof. Theorem 1.1 implies that ||Ax||, > A||x]||, with

co  min(r,j)

A Ai_
N = mfr 12 i— k+1)p—1+1nfr ! Z ZijAk'H)p
j=1 k=1 ] j=r+1 k=1 J
= 1+1nf7" 1 Z p—l—l—lanak
Jj=r+1
where
(k+1)r A
ap(r) =r-1 Z (1— /]\‘T)p.
j=kr+1 J

It therefore remains to show that ag(r) > ax(1). To show this, it suffices to show that for k >
L,r>1,kr+1<j<(k+1)r, we have

1— h >1-— Ak .

Ay Apy1
The assumption A;/Aj41 is increasing for j > 1 implies that
Aj_, S1-
A; A1y

A r—r
- Aprvr—r

This combines with the other assumption implies the assertion of the lemma. O

If we take Aj = j% o > 0 in Lemma 6.1, then the assumptions there are easily verified and we
thus have

Corollary 6.1. Let x be a non-negative non-increasing sequence, p > 1, a > 0, then

S (S UTERDR R g S (0

[0
i J =1 J

The constant is best possible.

We remark here that when the assumptions of Lemma 6.1 are satisfied by some sequence (A;),
then the same assumptions are also satisfied by the sequence (3°7 | A;). To see this, we let A}, =
Z? 1Ay and note that the fact A7, /A] ., is increasing follows from [13, Lemma 3.1]. To show

o/ N1 = /A(k+1 .» we apply [13, Lemma 3.1] again to see that it suffices to show for r >
1,n >0,

r(n+1
An+1 > Zzir;;& A

— r(n+2) '
Anta Zi:r(nJrl)Jrl Ai

The above inequality holds since by our assumptions for (A;,), we have for 1 <7 <7, Appti/ A (g1) 44
< Arn+r/A (n+1)+r < An+1/An+2-
We now take A’ J_1i% a > 0 so that by our remark above and Corollary 6.1, we have

Corollary 6.2. Let x be a non-negative non-increasing sequence, p > 1, a > 0, then

0o J . 00 .
—k+1)¢ p @ p
S (U S (Y
j=1 k=1 > ie1l j=1 i=1"
The constant is best possible.
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