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Abstract

Orthogonal _FFequency _livision Multiplexing (OFDM) is a digital transmission
method developed to meet the increasing demand higher data rates in
communications which can be used in both wired wndless environments. This
thesis describes the issue of theal to_Asrerage_Bwer Ratio (PAPR) in OFDM

which is a major drawback, and presents new andti@rs to existing algorithms to

reduce it.

Initially the theoretical principles behind OFDMeadiscussed elaborating on the
advantages and disadvantages of OFDM. This isvieltl by analysis of the PAPR in
OFDM where it is shown through theoretical analyarsd simulation that the
occurrence of large peaks in OFDM is actually quaee. The effect on system
performance in terms of the Bit Error Rate (BER( &ower Spectral Density (PSD)
is simulated for an OFDM transceiver with a satndlatigh Power Amplifier. This is
followed by a study of published PAPR reduction moets

The first contribution is a low complexity variaticof Partial Transmit Sequences
(PTS). In PTS several alternate transmit signeéssaeded from the same source,
each alternate transmit signal has a reversibledéfetent phase rotation performed
on the data. The transmit signal with the lowesPRASs chosen for transmission. In
novel variations, called Cyclic Shifted Sequenc€$$) and Time Inversion (TI),
different shifts of the data are performed whichoidvthe need for complex
multiplications. In certain cases a whole IFFT rapien can be removed with a
negligible effect on performance when CSS is comtbiwith PTS. Furthermore it is
shown that the peak regrowth of Tl and CSS aftelsgshaping filtering is
considerably less than for PTS.

Next, new clipping techniques are presented whielduce substantially the

complexity of clipping algorithms by using novel tneds to calculate the magnitude,
avoiding the use of multiplications. One methoaljed Sector clipping uses a rule
base to clip the signal, dividing the clipping @giinto a series of sectors. When the

rule base is expanded to include more sectors éhfermance is shown to approach




more complex existing clipping methods. This aipon is implemented in silicon in
a 3 metal layer Ojbprocess. Another clipping scheme caléettor Subtractions a
variation of another low complexity magnitude estien method which further
reduces complexity by alleviating the need for a@liag operation. The performance
of the new methods was ascertained through siroulati a whole OFDM transceiver
chain and shown to have relative BER’s. FinaWector Subtractionwas
implemented in a previously proposed clip and ffidlgorithm where its low latency

and accuracy proved it to be suitable for the atlgor.
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Chapter 1: Introduction

Chapter 1 "We are all interested in the future, for that is

where you and | are going to spend the rest of
our lives. And remember my friend, future
events such as these will affect you in the
future."

---Criswell, Intro to "Plan 9 From Outer Spac

| ntroduction (1958)

With the advance of communications technology cothesdemand for higher data
rate services such as multimedia, voice, and data looth wired and wireless links.
New modulation schemes are required to transferddige amounts of data which
existing 3 generation schemes such astal S/stem Mobile (GSM), its enhanced
version_HEhanced_[ta Rates for_Gobal Evolution (EDGE), and Wdeband_@de
Division Multiple Access (WCDMA) cannot support. These new modulation
schemes must be able to act over point to poiks land in broadcast mode, support
bi-directional communications, and be able to adapdifferent requirements of
individual services in terms of their data ratdowbble Bt Error Rate (BER), and

maximum delay.

One new modulation scheme which has received signif attention over the last
few years is a form of multicarrier modulation eallQthogonal_Fequency vision
Multiplexing (OFDM). OFDM has been used foigidal Audio Broadcasting (DAB)
and [Ogital Video Boadcasting (DVB) in Europe, and forsymmetric _Dgital
Subscriber _line (ADSL) high data rate wired links. OFDM hassalbeen
standardized as the physical layer for the wirelesstworking standard
‘HIPERLANZ2’ in Europe and as the IEEE 802.11a, gnstard in the US, promising
raw data rates of between 6 and 54Mbps.

OFDM has various properties that make it desirabler existing single carrier

systems, the main advantage is OFDM’s immunity rejdiency selective fading.
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Single carrier systems can increase their databwtehortening the symbol time,
thereby increasing the occupied bandwidth. Widdbahannels are sensitive to
frequency selective fading which require complexadigers in the receiver to recover
the original signal. OFDM overcomes this probleyrdividing the wideband channel
into a series of narrowband channels which eaclerexqce flat fading. Therefore

only 1 tap equalizers are required in the recengghucing complexity greatly.

Other factors such as advances in silicon argitd) Signal Rocessing (DSP) allow

the use of efficient Fourier transforms in the smaitter and receiver to perform the
modulation, demodulation respectively. Due to déhogonality of the subcarriers
the transmission bandwidth is used efficiently he subcarriers are allowed to

overlap each other and still be decoded at thewerce

Despite the many advantages of OFDM it still sEfEom some limitations such as
sensitivity to carrier frequency offset and a lafggak to_Average_Bwer Ratio
(PAPR). The large PAPR is due to the superposaidd independent equally spaced
subcarriers at the output of theverse st Fourier Transform (IFFT) in the
transmitter. A large PAPR is a problem as it reggiincreased complexity in the
wordlength at the output of the IFFT and thagital to Analog_nverter (DAC).
Perhaps the most serious problem is the reducedieeify of the _Hgh Power

Amplifier (HPA) which must cater for these low proiday large peaks.

If the high PAPR is allowed to saturate the HPA oluband radiation is produced
affecting adjacent channels and degrading the BERhe receiver. As portable
devices have a finite battery life it is importdatfind ways of reducing the PAPR
allowing for a smaller more efficient HPA, which iarn will mean a longer lasting

battery life.

1.1 Structure of thesis

This thesis analyses the principles of OFDM comreginty on the PAPR problem in

OFDM. The thesis is structured as follows:
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Chapter 2 provides an initial overview of OFDM stag with a brief history
of multicarrier networks and their evolution towsf@FDM. The multicarrier
principle is explained mathematically encompassdimg use of the Fourier
transform and the principle of orthogonality. OFDitime varying channels
is discussed, its advantages in terms of multipmtpagation, the use of a
cyclic prefix, frequency selective fading, and dqaion. Problems with
OFDM are also discussed such as synchronizatiomgchwimcludes timing
errors, carrier phase noise, and frequency errditse issue of the PAPR is
also briefly presented. The chapter concludes \aitldiscussion on the

applications of OFDM in society.

Chapter 3 explores the issue of the PAPR in motaildstarting with a
mathematical definition of the PAPR. Theoretical un@ilative
Complementary _Btribution Runction (CCDF) results are compared to
simulated CCDF results identifying the processeglvimfluence large peaks
such as the number of subcarriers and oversampliNgn linearities are
treated with a description of various models f@& HPA, and finally the effect
of saturation of the HPA is analyzed in terms & BSD and the BER.

Chapter 4 begins the literature review for PAPRuotidn techniques

reviewing distortionless techniques. Distortiosléschniques do not corrupt
the data and encode it in such a way that it cacobepletely recovered at the
receiver. Initially the family of coding technigs such as block codes, cyclic
codes, Shapiro-Rudin Sequences, Golay complemes¢éapyences, and Reed
Muller codes are presented. Multiple represematiechniques such as
Selective Mapping (SLM),_Rrtial Transmit_®quences (PTS) are reviewed
with and without oversampling. Finally modified nstellation techniques

Tone Reservation (TR) anddne_hsertion (T1) are examined.

Chapter 5 introduces several new alterations to Balfed _Gyclic Shifted
Sequences (CSS) andnie Inversion (TI). PTS produces alternative transmit
signals by dividing the bit source into a V subdi® which each have an

IFFT performed on them. Sub-blocks are then rdthtea set phase rotation




Chapter 1: Introduction

(which must be sent as side information to the iveck and combined to

produce a possible transmit symbol, after a nunobeet phase rotations the
transmit symbol with the lowest PAPR is chosentfansmission. CSS and
Tl reduce complexity and improve performance of Bylising time shifts of

the data instead of phase rotations which can bereed with standard PTS
to reduce complexity and in some cases allow ferrémoval of a whole IFFT

operation without degrading performance. It igtifar shown that CSS and TI
perform better after oversampling and filtering thBTS. This work is

published in [1, 2].

* Chapter 6 continues the literature review for disidw PAPR reduction
techniques which do not attempt to create a transiginal with a low crest
factor, instead they take the output of the IFFd #ren limit the amplitude of
large samples which invariably causes distortiograding the BER. Methods
reviewed are pulse shaping (or windowing), andpatig at every stage from
the output of the IFFT to limited backoffs in then@lifier. Results are
analyzed in terms of their BER and affect on th®PS

» Chapter 7 introduces new low complexity clippinghteiques starting with a
comprehensive analysis of an OFDM transceiver wiihping at various
points in the transmission chain and under othelalke conditions such as
the amount of oversampling in the IFFT, pulse shgpaps and roll off, and
the HPA parameters. New low complexity clippingthoels are introduced
which avoid complex hardware operations while nambg similar
performance to conventional clipping. The new mlyg algorithms called
Sector clipping and Vector Subtraction are thenlémented in a new clip and
filter algorithm which is much less susceptible peak regrowth after

baseband filtering. This work is published in [3].

1.1.1 Contributions

The contribution that this research work has madéhé wireless communications

field is summarized as follows:
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A thorough analysis of the theory, principles, achniques of OFDM based
wireless systems including a detailed analysis PR reduction techniques

are presented (Chapters 2, 3, 4, and 6).

A new method for producing Partial Transmit Seqesn(PTS) signals and

their performance under oversampling conditionzagposed (Chapter 5).

A detailed analysis of the effect of clipping on @kRDM transceiver under

various system conditions (Chapter 7).

Several new low complexity clipping algorithms areposed (Chapter 7).

Implementation and analysis of a proposed clip ftet algorithm utilizing

one of the new low latency clipping algorithms (Qtea 7).
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Chapter 2

Orthogonal Frequency Division

Multiplexing

This chapter provides an initial overview ofrt@bgonal FFequency _[vision
Multiplexing (OFDM). Section 2.1 provides a briggtory of multicarrier networks
and their evolution towards OFDM. Section 2.2 ek the multicarrier principle
and Section 2.3 explains how it is applied to OFDRidtailing the use of the Fourier
transform, and the importance of orthogonality.ct®a 2.4 explores OFDM in time
varying channels describing its advantages in texhmaultipath propagation, the use
of a cyclic prefix, frequency selective fading, aedualization. Limitations of
OFDM, such as synchronization, which includes tgnarrors, carrier phase noise,
and frequency errors are discussed in Section I[9¢n linearities are also introduced
as a major hindrance to a practical OFDM systethigisection. Section 2.6 looks at
applications of OFDM in society and discusses whéie new communications
technology will be used. Finally Section 2.7 summaes the chapter with a brief
recap of the chapter.

2.1 History of multicarrier networks

Multicarrier networks such asrégquency_[vision Multiplexing (FDM) have been
around since the late 1950’s [4], however due &rtimplementational complexity
and inefficient use of the frequency band they westricted to military applications.

A multicarrier system is basically a number of mmi@ation bearing carriers
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transmitted in parallel. Multicarrier systems inireless applications are less
susceptible to channel induced distortions thaglsioarrier systems at corresponding

data rates.

Chang [5] and Saltzberg [6] further developed FDiMhe mid 60’s by introducing
multiple carriers which overlap in the frequencyrdon without interfering with each
other, utilizing the frequency spectrum more effitly, hence OFDM. However the

complexity issue still remained.

In the 1970’s Weinstein and Ebert [7] used_awerse_[screte_eurier Transform
(IDFT) and Dscrete _Burier Transform (DFT) to perform the modulation and
demodulation respectively, exploiting the sinusbitture of the Fourier Transform

and significantly reducing the complexity of an QWBystem.

In the last 10 years more advances in practical @Fystems have been made,
particularly in Europe where various projects amotq@ypes were initiated such as
Dlgital Video MNarrowband _ission (HD-DIVINE), S§stem de _Elevision
Radiodiffusion_NumeriquE(STERNE), and igital Terrestrial Elevision_soadcasting
(dTTb). This has led to the adoption of OFDM inmp&uropean standards.

OFDM has progressed to the point where it has n@enbused for various
communication applications such agyital Audio Broadcasting (DAB) and iital
Video Broadcasting (DVB) in Europe. It has also been &stbps the physical layer
modulation scheme for wireless networking standatesh as Hiperlan2 in Europe
and the mstitute of Hectrical and fectronic_Ehgineers (IEEE) 802.11a, g standards in
the United States.

However while OFDM successfully alleviates the peai of dispersive channels
there are still some problems which need to beesdad such as time and frequency
synchronization, frequency selective fading, anel Fhak to_Average_Bwer Ratio
(PAPR).
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2.2 Multicarrier principle

An early form of a multicarrier system is showrHigure 2.1. The basic principle of
multicarrier modulation is to divide the data streal, into N parallel data streams
with a reduced data rate of d/N. Each low rate g¢aeam is then modulated on a
separate narrow band subcarrier and summed togé&thetransmission, thereby
providing the same data rate as an equivalentesicayrier system. At the receiver a
set of filter banks separate the wideband sign&b itihe original narrowband
subcarriers for demodulationThe advantage of this structure over single carrier
systems is that the extended symbol time (duevier Idata rate) makes the signal less
susceptible to effects of the channel such as patittipropagation which introduces
Inter §ymbol hterference (I1SI). Each subchannel will theref@axperience flat
fading reducing the equalization complexity in tkeeiver dramatically This issue
will be explored in more depth in Section 2.4.

A disadvantage of the method shown in Figure 2theésimplementation complexity
due to the large number of filter banks requirethi transmitter and receiver as well
as the inefficient use of the available frequenagd[8]. The spectra of the different
carriers cannot overlap as this would introducetodi®n degrading system

performance.
2.3 OFDM implementation of multicarrier modulation

A more spectrally efficient implementation of tHer@mentioned multicarrier system
is OFDM (Figure 2.2). In OFDM the transmit signal® constructed in such a way
that the frequency spectra of the individual subclets are allowed to overlap

thereby utilising the frequency spectrum much nedfieiently.

Mathematically the continuous time representationthe OFDM transmit signal

depicted in Figure 2.2 is

Vs
X, () = T ; Xoe€@ " w(t=mT) 0>t>T (2.1)
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Figure 2.1: Block diagram of a basic multicarrigstem.
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where X, is the mapped (QAM, PSK, etc) data to be transahitbn the R

ekt is the K' subcarrier, Af is the

subcarrier of the ff transmitted symbol
frequency spacing between subcarriers, av,;cﬂt—mT) Is a rectangular window

applied to each subcarrier, N is the number of auters, and T is the total time of

the transmit symbol. To ensure the orthogonatimgiahip between subcarriefd is

set asvﬁv :% (W is the total bandwidth of the signal).

In the receiver an integrate and dump operatigreréormed over time T to recover
the data.

2.3.1 Useof Fourier Transform for modulation and demodulation

In order to make multicarrier systems a more pcattechnology an IDFT and DFT
are used for the baseband modulation and demoolulagspectively, as first
suggested in reference [7], where the sinusoidaireaf the Fourier transform basic
functions is exploited. Advances in silicon teclogy have made the production of
the DFT more cost efficient [9-11]. Figure 2.3 wi3oa block diagram of a basic
OFDM system in the baseband utilising the IDFT, Of4lr.

A discrete time representation of (2.1) can be iobthby sampling the continuous

signal. Under the condition th&f = NAf and Af =% the signal can be determined

by its samples if sampled at:% . Under this condition (2.1) then becomes (2.2)

X, :iNz_lx o "N = IDFT{ X,} O0<nsN-1 (2.2)
n m k* m - - '
NIN=:

where ‘n’ are the discrete sampling points. Thjsation describes exactly the IDFT
operation. In hardware the more efficient formlod tDFT and DFT, thenlverse st
Fourier Transform (IFFT) and_&st Fourier Transform (FFT) is used for the

modulation, demodulation respectively, where Neists be a power of 2.

11
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Figure 2.3 shows a baseband transceiver strucaur®©FDM utilising the Fourier

transform for modulation and demodulation. Hewe ghbrial data stream is mapped to

complex data symbols (PSK, QAM, etc) with a symiabé of%. . The data is then

demultiplexed by a serial to parallel converteruhisg in a block of N complex
symbols, X% to Xn.1. The parallel samples are then passed throudh point IFFT
(in this case no oversampling is assumed) withctargular window of length NgI'
resulting in complex samples %0 xy.1. Assuming the incoming complex data is
random it follows that the IFFT is a set of N indadent random complex sinusoids

summed together. The samples,to x,_, are then converted back into a serial data

stream producing a baseband OFDM transmit symbienofth T=N.T.

Xo R Xo R
. X1 i X1 e
Data Constel- Serial - - Parallel
source |—»| lation o to IFFT to | CP
mapping Parallel | ! ! Serial
XN-]_‘ XN_]_‘
Channel
+ noise
_ Yo _ Yo
Parallel |2 1| Serial
Data Constel- arallel ¢ < eria
sink [« lation |g to FFT | to |
demappi- Serial | : Parallel [*
no - Yna YN

Complex data —
Binarydata ———*

Figure 2.3: Basic OFDM transmitter and receiver pélizing Fourier transform.

A Cyclic Prefix (CP), which is a copy of the last part of ttemples is appended to

the front of the serial data stream befor@di® Fequency (RF) up conversion and

12
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transmission. The CP combats the disrupting effettthe channel which introduce

Inter Symbol Interference (ISI) and is discussed in more detaskiction 2.4.2.

In the receiver the whole process is reverseddover the transmitted data, the CP is
removed prior to the FFT which reverses the effgcthe IFFT. The complex
symbols at the output of the FFTy Y. Yn.1 are then decoded and the original bit

steam recovered.

Mathematically the demodulation process (assumimg @GP and no channel

impairments) using the FFT is (2.3)

Y, = FFT{ x, }
1 N1 —jZmV
= ne N
NE
N-1N-1 j2rm(d-k)
:%Z Xm,deJ A
1 ;:—(idzo N-1 j27m(d-k) (23)
DI I
N d=0 Y n=0
1 N2
=— > X, 4No|d-
N i m,d [ k]
= Xm,k

2.3.2 Orthogonality in OFDM

One of the key advantages of OFDM is its efficies¢ of the frequency band as the
subcarriers are allowed to overlap each othererfrdiquency domain. The N equally

spaced subcarriers will be orthogonal if the fregpyeseparation between subcarriers

is Af :}{\l T, =%., where N.T is symbol duration, and rectangular windowing of

the IFFT is performed. Under these conditions shbcarriers will have a sinc

waveform frequency response. Figure 2.4 show§éngiency response of a 5 carrier
system where it is seen that because of the ortfaygelationship the maximum of a
particular sample corresponds to a null in all otteariers, therefore eliminating the

effects of interference. Smoother window functi¢eg. Raised Cosine Filter) reduce

13
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the out of band emissions antddr CGarrier Interference (ICI) susceptibility to system

imperfections (e.g. frequency offset) but they @ase the symbol period.

Mathematically, orthogonality of two signalg, (t)and ¢, (t) over time period N.J

is described in reference [12] and expressed Ie(2.4)

0,k=#l

", (t)(//,D(t)dtz{C 7! 4

where C is a constant.

Carrier Spectrum with no carrier offset
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Figure 2.4: Frequency spectrum of 5 orthogonal aubmrs of an OFDM transmit signal

2.4 OFDM transmission over time varying channels

OFDM is being primarily deployed in the wirelessvieonment. This section
describes properties of the wireless channel arstribes the advantages and

disadvantages of OFDM in this environment.

14
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2.4.1 Multipath propagation

The wireless channel is a harsh one, electromagsggnals travelling through this
medium are fraught with disruptive and warping effe The transmitted signal does
not only have a direct path to the receiver (indase of line of sight). The signal is
reflected of buildings and mountains and other atdes so that multiple delayed
copies of the same transmitted signal arrive atréloeiver affecting other symbols.
This causes ISI which degrades theBror Rate (BER). The longer the delay of the
paths the greater the ISI, a measure of the dslayvien by the aot-mean-gjuare

(rms) delay spread which is a measure of the detpgrienced by a single pulse.

It is this effect which restricts single carrierssgms from achieving high data rates
The data rate in a single carrier system can beeased by shortening the symbol
time of the transmitted pulses, but they will berewnore affected by the rms delay
spread and require more complex equalisation inrdoeiver. As the rms delay
spread is a result of the physical channel it cafweochanged and systems must be
designed to accommodate it. This phenomenon ltaepgied the use of multicarrier
techniques where the transmitted bandwidth is diidnto many narrow band
channels which are then transmitted in paralleachEsubcarrier is modulated at a

sufficiently low data rate so that it is not affedtby the delay spread.

2.4.2 Use of a Cyclic Prefix

In order to protect successive OFDM symbols fronitipath a CP of length Nis
used which is a copy of the last part of the samglea OFDM transmit block
appended to the front before transmission as dspict Figure 2.5. The transmitted
signal is therefore N+jNsamples. Provided that the length of the CP aseh so that
it is longer than the longest expected delay patitessive OFDM symbols will be
free of ISI [13].

At the receiver a window of N samples is chosemfrihe N+N, length block for
maximum power, the rest of the repeated samplediscarded. After cyclic shifting
to get the samples back into the original ordeF& 5 performed to demodulate the

data.

15
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Obviously the use of a CP decreases the datayatddrtor of

(2.5)

N+ N,

as the repeated samples are discarded in the eecsvit is important to keep the
length of the CP as short as possible with resjoettie rms delay spread. A loss in
the SNR of the received signal is also incurred ttu¢he lost energy in the CP.

However there are techniques which use the CPdthr iequency offset estimation

and symbol synchronization [14]. Also when filtegithe signal there is a delay
before the filter is at full power, by using a G delay will occur in CP so that N of

the samples will be at full power. The CP (witlpeated samples) retains the cyclic
nature of the symbol by creating a periodic reagisignal for processing, eliminating

ICI.

> time
0 N-1
a) Original N point OFDM symbol
> time
|<' Ng ¢ Original N samples—>

b) OFDM symbol with Cyclic Prefix (CP)

Figure 2.5: OFDM symbol a) without cyclic prefixaab) with cyclic prefix.
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More recent work has shown that it is possiblege null values for the CP provided
additional processing is done at the receiver. fHoeived signal in the null sample
positions is wrapped around and added to the sangtl¢he start of the symbol to
restore orthogonality and eliminate ICIl. This rem®f the proposals for the new IEEE
802.15.3a ultra wideband standard.

Other forms of the CP have also been investigaitedyarticular reference [15]
examines the effect that using null values in tiev@ll have. It was concluded that

null samples have a detrimental effect through édssthogonality increasing ICI.

2.4.3 Frequency selective fading

Multipath propagation as discussed in the previsagstion can be combated
successfully through the use of a cyclic prefixrequency selective fading is the
reciprocal effect of multipath propagation in thre¢ domain and can be defined thus.
If the channel has a constant magnitude and plesp®mse over a bandwidth that is
smaller than the bandwidth of the transmitted signal thantel creates frequency
selective fading [16]. Under this condition thgnal experiences multipath

introducing ISI, this effect shows itself in theeduency domain where certain
frequency components in the received spectrum hesater or less power than the

transmitted spectrum.

Narrow pulses in time (such as high data rate siigkrier transmission) occupy a
wide frequency bandwidth, conversely pulses witloreg duration (such as OFDM)
occupy a relatively narrow frequency band. Fig@ré compares a single and
multicarrier signal in the time and correspondinggfiency domain with equivalent
data rates. Here we see that the many narrowblaadnels of the OFDM signal

experience fading, however each subchannel hasnstard gain within its own

frequency band. Constant fading over the occup@aiwidth is known as frequency
flat fading and is a much easier effect to correcthe receiver than frequency

selective fading.
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2.4.4 Equalization

In order for the receiver to correct the effectarfing equalization is performed in the
receiver which is the process of measuring the mblanesponse and using this
information to correct the received signal. Selverathods have been suggested, one
of the more popular methods utilize pilot tones-IB] which are certain (usually
evenly spaced) subcarriers with a known amplitude phase at the receiver. By
measuring the difference between the received laadransmitted value a picture of
the channel can be extrapolated. Other method$lusk estimation techniques [20,
21] which do not require pilot tones. The equdi@a technique depends on the
modulation scheme and the channel properties. |Eqtian algorithms are usually
implemented as tapped delay lines. The relatidwdsn the number of taps required,
Te and the occupied bandwidth, W, of the signal &.[2

T, =(BW)* (2.6)

Signals which experience frequency selective fadingh as single carrier systems
require complex equalization (i.e. more taps) wh#re complexity is directly
proportional the bandwidth of the signal. Sigmnadeh as OFDM which experience
frequency flat fading only require a 1 tap equaliz&his reduction in equalization

complexity is a driving force for the use of OFDM.
2.5 Limitationsin OFDM

Previous sections have detailed the advantage$bM) however the advantages are
offset by some problems that are unique to OFDMnelg time and frequency

synchronization problems and non linearities.
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Figure 2.6: Time and frequency properties of simgigier and OFDM techniques.

2.5.1 Synchronization

Both time and frequency synchronization are a maj@wback in OFDM, the
following sections detail the problem and providbasic introduction into solutions

for these problems.

2511 Timingerrors

Timing synchronization is the process of finding gtart of a symbol in the receiver.
If the timing mismatch is within the CP the demadidn produces a linear phase

rotation at the output of the FFT which can be ecterd with a channel estimator.

N-1 ,
)N(b (t) - Z a[ k] é2n[kAft+( fo+kaf)dt] (2.7)

k=0
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where
édt[k] — a{ @ é’Zﬂ(fc+nAf)6t (2.8)

is the phase shift.

If the timing mismatch is not corrected additiomaterference (ISI) is generated.
Therefore a sufficient length of the CP needs tohmesen. An alternative approach is
to use pilot based methods [13] which uses cedainiers with a known amplitude
and phase at the receiver. By analyzing the pt@aéon and amplitude change, an

estimate of the channel can be made.

2.5.1.2 Carrier phase noise

Carrier phase noise is caused by a mismatch irREh@scillators in the transmitter

and receiver and manifests itself in the basebanddalitional phase rotation and
amplitude attenuation [13]. No distinction can fpade between phase rotations
introduced by timing errors and carrier phase o¢ffs4]. The effect of phase noise is
more pronounced in differential detection schenmas tcoherent detection schemes
[13]. Several references [23, 24] have analyzedetfifiect of carrier phase noise on

the performance of OFDM schemes.

2.5.1.3 Frequency errors

Frequency offset errors are caused by mismatchdegtihe RF oscillators, Doppler
shifts, and phase noise introduced by non lineanctls [14]. Frequency offset
causes the received signal to not be sampled gidhk, this means that the sample
under consideration is not at maximum power. Pdin@mn adjacent subcarriers is
also sampled as well. A simplistic representatdrthis effect in the frequency

domain is visualized in Figure 2.7.
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Figure 2.7: Effects of frequency offs&F: reduction of signal amplitude (star), and (€ircle).

OFDM is more sensitive to frequency offset thargkancarrier systems due to the

tight orthogonal packing of the subcarriers. Refee [14] concludes that to avoid

severe degradation the frequency accuracy shoubetber than 2%.

Suggested solutions to frequency synchronizatiike @ymbol synchronization) are

based on pilot symbols and the cyclic prefix aredus reference [14] where it is

noted that time and frequency synchronization dosety related. Frequency

sensitivity can be made more robust by reducingntimaber of subcarriers within a

set bandwidth thereby increasing the frequencyadcs between subcarriers.

However this shortens the symbol time which incesathe demands on timing

synchronization, therefore a trade off must be made
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2.5.2 Non linearities

Another limiting aspect of multicarrier and OFDM cwation is the high
instantaneous signal peak with respect to the Egneerage power. Large peaks are
due to the superposition of N random phase sineesvan the IFFT. Hardware
components such as thegidal-to-Analog ®nverter (DAC), IFFT/FFT with limited
word length and most importantly thagdH Power Amplifier (HPA) will be driven
into saturation unless they are designed to openate large dynamic ranges. If the
signal is allowed to go into saturation both in d&oise which degrades the BER and

out of band radiation introducing ICI will result.

Therefore many papers (refer to Chapters 4, 5né,7a have been published on ways
to overcome the PAPR and can be divided into twthous: distortionless techniques
which attempt to create a transmit signal withwa RAPR without affecting BER of
the data, and distorted techniques which delibgrateduce peaks but increase
distortion and therefore the BERThis problem is the area of research of this thesis
and will be treated with more detail in the folloywichapters.

2.6 Applications of OFDM

The previous section detailed some of the problestts OFDM, it should be noted
that depending on the application and medium differdesign issues take
precedence. This section identifies some of thveenti and future applications of
OFDM. OFDM takes its place in the next generattdncommunication systems

because of its high data rates and low complexity.

2.6.1 COFDM

Coded OFDM (COFDM) is a practical form of OFDM whemedundant bits are
inserted into the bit stream at the transmitterhese specially chosen bits allow
powerful error correction codes in the receiveraduce the BER. The more bits used
for error correction the better the error corrattmyoperties, however the useful data
rate is decreased.
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Types of error correction codes used for exampleBED¥DM are _Tellis Coded
Modulation (TCM) combined with frequency and timeenteaving. In practice all

the following technologies use some form of COFDM.

2.6.2 Digital Audio Broadcasting

Digital Audio Broadcasting (DAB) using OFDM has been standardireBurope
[25] and is the next step in evolution beyond FMlisabroadcasting providing
The standard #B 3 known as Eureka-147 [26]
and is a multi-service digital broadcasting methtraghsmitting at around 1.5Mbps in
the 1.536MHz band. In DAB between 192 and 1536Giexar are used with
Differential Quadrature_Rase_8ift Keying (DQPSK), which allows the system to

interference free transmssion.

avoid channel estimation techniques. The very Isyimbol time means that large
echo’s can be tolerated and that the redundancyadile CP is not that great. Large
echoes are expected as the broadcasting is oy thstances so that long delay
The PAPR is a problem mutb&B only uses DQPSK

modulation it is more impervious to noise generaterbugh saturation of the

paths will be present.

amplifier. The DAB data payload contains audiotadassociated with audio, and

other optional data services. Table 2.1 displggsesn parameters for DAB.

Table 2.1: DAB parameters.

Parameters Mode

I I 1l
Application SFN Terrestial Satellite
Modulation DQPSK DQPSK DQPSK
Total number of subcarriers 1536 384 192
OFDM symbol duration 1246uS 312uS 156uS
Guard interval 246uS 62uS 31uS
Frequency range <375MHz <1.5GHz <3GHz
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2.6.3 Digital Video Broadcasting

Digital Video Broadcasting (DVB) [27, 28] is alscsing OFDM as the carrier
modulation scheme. DVB promises to deliver fulllimuedia in digital form in a
broadcast format. DVB adapts the baseband TV kfgmra the output of the MPEG-
2 [29] transport multiplexer to the terrestrial nhal characteristics. Maximum
spectral efficiency within the VHF and UHF bandsaishieved by utilizing Single
Frequency Network (SFN) operation. There are tvwoal@s defined in DVB1/ 2K
mode, and/ 8K mode. The 2K mode is used for single trangrgtand small SFN’s
where the distance for transmission is limited.e BK mode encompasses the 2K
mode as well as larger SFN’s. One of the many r@tadgees of OFDM is that different
mapping types can be used on different subcartieis aspect is taken advantage of
in DVB so that the data rate on a channel mirrtgquality. Table 2.2 shows the

system parameters for DVB in 2K mode [28].

Table 2.2: DVB system parameters for 2K mode.

Parameters Value
Information data rate 5-30 Mbps
Modulation QPSK, 16 QAM, 64 QAM
FEC code Reed Solomon outer code

Convolutional inner code

Code Rates Y5, 213, Ya

Total number of subcarriers 1705 (2K mode)
OFDM symbol duration 303uS

Guard interval 75.9uS

Signal bandwidth 5.62MHz

2.6.4 HiperLan2/802.11a

Wireless networking standards such as HIPERLAN2 &®l11a use OFDM as the
physical layer modulation scheme and operate inuthiecensed 5GHz frequency
band. Hiperlan2 promises to deliver raw data ratag to 56Mbps which puts them
in the ballpark of wired LANs which have data ratdsup to 100Mbps. Wireless
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LANs applications are for home and office netwogkiaver short distances (<50
metres) as well as community spaces such as Skarlwitich operates the 802.11b
wireless standard free of charge for customersprodides data rates up to 11Mbps
[52]. Tables 2.3 and 2.4 list Hiperlan2/802.11gcsjications and data rates

respectively.

Table 2.3: HIPERLAN2 parameters

Parameter Value

Sampling Rate£1/T 20MHz

Useful symbol part durationgT 64 x T
3.2uS

Cyclic Prefix duration Ep 16 xT 8xT
0.8uS (mandatory) 0.4uS

Symbol Interval § 80xT 72xT
4.0uS (T+Tcp) 3.6uS (T+Tcr)

Number of data sub-carriergN 48

Number of pilot sub-carriersdu 4

Total number of sub-carrierssiN 52 (Nsp+Nsp)

Subcarrier spacingf 0.3125MHz (1/T)

Spacing between two outmost sub-carriegs N16.25MHz (Ns7 x Af)

Table 2.4: Data rates for HIPERLAN2

Modulation Coding rate R Nominal bit rate (Mbps)

BPSK 1/2 6

BPSK 3/4 9

QPSK 1/2 12

QPSK 3/4 18

16QAM 9/16 27

16QAM 3/4 36
64QAM 3/4 54 (optional)

2.6.5 ADSL

Asynchronous igyital Subscriber_lines (ADSL) utilize OFDM over wired links [30].
Data rates for ADSL standard [14] are 1.54Mbps.fidvibps in the downlink and 9.6
to 192Kbps in the uplink over several kilometersoadinary twisted pair telephone
line, while still supporting the standard telephonEhe unbalanced data rates make
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ADSL particularly applicable to internet type amgglions where the downlink rate is

typically much larger than the uplink rate.

Stationary channels like wireless links do not geaver time, therefore a technique
called bit loading is used. Bit loading assignsmapping type to sub-carriers
depending on its quality, using the available badtwefficiently. Bit loading used
in conjunction with OFDM over wired links is usualtalled Dscrete_MiltiTone
(DMT).

2.6.6 MIMO OFDM

Multiple In Multiple OQut (MIMO) [31] OFDM combines OFDM with multiple
antennas at the transmitter and receiver. Thigtsire allows greater diversity when
techniques such as Singular Value DecompositionD)S&e used. This process,
called spatial multiplexing, proportionally boogtse data-transmission speed by a
factor equal to the number of transmitting antenn&s addition, since all data is
transmitted both in the same frequency band anld s@parate spatial signatures, this

technique utilizes spectrum very efficiently.

2.7 Conclusion

This chapter introduced fundamental properties BDM, identifying its advantages
and discussing its limitations. Specifically thistbry of muticarrier networks was
discussed and its evolution towards OFDM. Theoduction of the Fourier
transform, advances in silicon technology, and effecient use of the frequency
spectrum with orthogonally spaced subcarriers wamewn to make OFDM a
practical technology for the next generation ofitdigcommunications.

OFDM transmission over wireless channels was dssaidocusing on multipath
propagation and the advantages of OFDM in this omadi The use of the cyclic
prefix in OFDM was shown to reduce the equalizenplexity dramatically down to

one tap per subcarrier. This is one of the greaamatages of OFDM over single
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carrier networks which require prohibitively higbroplexity equalizer structures as
the carrier frequency is increased to cater fohéiglata rates. Frequency selective
fading was also introduced as a major advantagerFidM where due to the long
effective symbol time OFDM subcarriers experieriaefading.

Limitations of OFDM were analyzed next, with the otwnain disadvantages;
synchronization errors and non linearities treatedSynchronization errors were
shown to include timing errors, carrier phase nomed frequency errors. Non
linearities due to the Rayleigh distributed sampliethe output of the IFFT were also
briefly introduced and shown to have a degradirfgcafon the quality of OFDM

systems.

Finally applications of OFDM were presented detgilwhere this new technology
has manifested itself in society. Areas of appicain the wireless field were shown
to be COFDM, DAB, DVB where OFDM is used in a broast mode,
Hiperlan2/802.11a for wireless networking potemyighking the place of large wired
networks. OFDM in DMT form is being used in wirggtworks for ADSL.
Extensions of OFDM such as MIMO OFDM were also shdw expand the reach of
OFDM systems.
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Chapter 3

Peak to Average Power in OFDM

Chapter 2 discussed fundamental principles of OFBx\ showed how it is a
practical technology for the next generation ofhhitata rate communication systems.
However several design issues need to be addressedf the most important being
the Reak to_Average_Bwer Ratio (PAPR) of the highly fluctuating transmit sajn

envelope.

Due to the nature of the IFFT which, as descrie&ection 2.3, sums N sinusoids
through superposition, some combinations of thessiids create large peaks. The
drawback of a large dynamic range is that it plapesssure on the design of
components such as the word length of the IFFT/p&if, DAC and ADC, mixer

stages, and most importantly the HPA which mustiésgned to handle irregularly
occurring large peaks. Failure to design companerith a sufficiently large linear

range results in saturation of the HPA. Saturatiozates both in band distortion,

increasing the BER and out of band distortion,pamcsral splatter, which causes ACI.

One obvious solution is to design the component®gerate within large linear
regions, however this is impractical as the comptnwiill be operating inefficiently
and the cost becomes prohibitively high. This speeially apparent in the HPA
where much of the cost and ~50% of the size cdastnitter lies.

This chapter provides a mathematical definitiontltdé PAPR and identifies the

processes which contribute to large peaks. Spatllifi section 3.1 gives a
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mathematical definition of the PAPR, section 3.2vides a statistical analysis of
PAPR and identifies contributing factors to largeaks. Section 3.3 introduces
oversampling of OFDM signals while section 3.4 shgates the effect of non
linearities on OFDM, finally section 3.5 summarizee chapter reiterating the main
points of this sectionNote that the terms subcarrier, tones, and N well used

interchangeably to signify the number of subcasrieran OFDM symbol.
3.1 Peak to Average Power Ratio

The PAPR is the relation between the maximum pate@rsample in a given OFDM
transmit symbol divided by the average power ot @&DM symbol. The mean
envelope power of the baseband expression (assusaimg constellation on each

subcarrier) is defined as (3.1)

(3.1)

‘2

1 1
P [l (9 dt= X ]

where x.(t) is defined in (2.1), ¥« are assumed to be complexudature

Amplitude Modulated (QAM) data which are statistically indegent, identically

distributed (i.i.d) random variables with 0 mear aarianceo” = EU mekﬂ. The

average power is defined as (3.2)

P, = E[F= g (1 ] 32)

The PAPR can then be defined

_ MaXoi<r
P

av

J Xm(t)‘ (33)

xm(t)‘2 is the maximum instantaneous power within the qukri

where max,

O<t<T.
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Another definition for the PAPR iwest factor defined in reference [32] as (3.4)

_ My % (1)

$cr \/E

(3.4)

and results in a 3dB shift in results compared38)( Throughout this thesis the
definition of the PAPR given in (3.3) will used est specified otherwise.

For passband transmission the OFDM symbol is meelilanto a carrier frequency,
fe,

X pp = D{ Xn( 1) e‘z’”C‘}
=0{x, (t)} cos( 27f.t) - jOf x,, (1)} sir( 2rfy)
=x, (t)cos( j 2rft) - jx,o(t) sir(j 2rft) (3.5)

The carrier frequency is usually much higher thandignal bandwidth, i.ef>Af,
therefore the maximum of the passband signal iscxppately equal to the baseband

expression, i.e.
max|X,,e5 (1)) = mavfx,(t) (3.6)

Most OFDM schemes usually employ QAM mapping foe tmodulation where

[ (1) :‘XHQ(t)‘Z therefore
el () =28 (8] = 2 o ) -
The average RF power of the passband signal cderbed as

]

P ol 9 sin 219

E{ |0 (0} = E{] % (Yoo 27 1)~ ixool § sin 2r 19

E{ |, (t)cos( 271,)

}
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(3.8)
Substituting (3.8) back into (3.3) gives the PARRhe passband.

Xupa(1)]

)ﬁnPB(t)‘z}

_ MaXoei<r

Zoo = |

- MaXoc ot XmPB(t)‘z

Pw/
2

The problem with OFDM is that theoretically the FRARBan be up to IagN), which

is huge. But as will be shown in the next sectl@general distribution of samples is

(3.9)

much lower.
3.2 Statistical distribution of OFDM samples

Section 3.1 provided a worst case scenario or uppend of the PAPR, but only a
few combinations of input data sequences produge lpeaks, therefore it is more
pertinent to define the statistical distributiontieé PAPR in OFDM. (2.2) describes a
Nyquist sampled baseband OFDM symbol with N sulsea:rfrom the central limit
theorem [33] the sum of these elements are zero w@aplex random near Gaussian
(provided N>64) distributed variables with varianse of %. It then follows that the
amplitude, g of the OFDM symbol has a Rayleigh distribution3][lwith a
Probability Density Frunction (PDF) of

_(2
p; () =§e 402 (3.10)
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Substitutings®= %2
P, (¢)=2¢e” (3.11)

Figure 3.1 shows the simulated envelope (N=64) lohseband OFDM system which
as expected follows a Rayleigh distribution. Iséen here that the probability of any
given sample having a magnitude above 3dB decgydlya The probability that the

magnitude of a sample is below a certain threshgld,is given by the Gmulative

Distribution Function (CDF)
Pi{¢<c} =] b, (¢)o¢ = [ 2¢e s =1-e (3.12)

Under the assumption of statistically independeam@es the_Gmplementary
Cumulative _Dstribution Runction (CCDF) can be found for the case wherecastl

one sample in an OFDM symbol exceeds the magnitfide,

Pr{ma)( >ZO}= 1- Pr{ maX SZO}

0<n<N

=1—(1—e‘f°2)N (3.13)

Figure 3.2 displays simulated and theoretical tesofl (3.13) with varying N. The
simulation model passes N QPSK symbols through oiNt IFFT, the maximum
sample of each OFDM symbol is stored and plott&@d.in Figure 3.1 the probability
that large peaks occur is very irregular, doubtimgnumber of subcarriers results in a
modest increase in the PAPR leading to the assamftiat using a large nhumber of
subcarriers makes sense as this will allow for tgredata throughput (provided the
CP length is constant). However a larger numbesuliicarriers leads to increased
sensitivity to carrier and sampling frequency difsas described in section 2.5.1.2
and 2.5.1.3. Therefore, balance must be met betwkeese design constraints.

Comparing the theoretical and simulated resultse@esthat the results only converge
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128, the theoretical results for N<128 arghdly more pessimistic at higher

PAPR levels.

at N

Amplitude, volts

Figure 3.1: Simulated envelope for OFDM system (M)=@ormalized by average power.

% (@8)

=32,

Figure 3.2: Simulated (solid line) and theoreti@ll3, dashed line) OFDigymbol CCDF for N

64, 128, and 256 subcarriers. QPSK, 30000 runs
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To provide further insight into the total distribart of the PAPR Figure 3.3 plots all
simulated OFDM samples for the same case as Fdre Here it is seen that the

sample distribution is lower than the symbol digition as is predicted by (3.13).
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Figure 3.3: Simulated OFDMample CCDF for N=32, 64, 128, and 256 subcarriers. QPZ000

runs.

The effect of various QAM mapping constellationsimulated in Figure 3.4 where it
is seen that changing the constellation has a nuimraffect on the PAPR which is to
be expected considering the M-ary constellatiores rmrmalized to have the same
average power. This same principle applies to amiive subcarriers which also do
not influence the PAPR as the average power dezseadine with a reduction in the
number of active subcarriers. However null subeesrhave the advantageous side
effect of increasing the resolution of the OFDM $&gihdue to the oversampling

effect.
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Figure 3.4: Simulated OFDM CCDF for M=4, 16, ando®stellation mapping. N=64, 30000 runs.

This section has shown that the PAPR per symbaonhlg a function of the length, N,
of the IFFT. The constellation type and numberactive subcarriers have a
negligible affect on the PAPR after modulation witle IFFT.

3.3 Oversampling discrete OFDM symbolsto find true (continuous) peaks

Section 3.2 provided an analysis of the PAPR faicatly sampled baseband OFDM
symbols. However this analysis does not reveapteak of the band limited OFDM
signal. Oversampling the data in the IFFT increae resolution of the OFDM
symbol giving a closer approximation to the banaitied signal after filtering. This is
best explained in Figure 3.5 where the complex aomepts of one OFDM symbol
with no oversampling is overlaid with the same sgirdversampled at the IFFT by a
factor of 8 (to approximate the continuous filtersignal). Note the parabolic
trajectory from one discrete sample to another,gfmvth in new peaks occurs in

between the discretely sampled peaks.
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Q channel

I channel

Figure 3.5: Simulated OFDM symbol with no oversamgpldashed) with it's oversampled version
(solid) overlaid on top. The solid circle repretsahe 6dB level with respect to the average power.
N=64, oversampling factors are 1 and 8.

Some interesting observations that can be madeingeligure 3.5 are at;Rvhere
the only sample of the critically sampled OFDM syihlis above 6dB, when
oversampled the true peak grows slightly largdt. stht P, it is seen that the two
critical samples that make up its end points ardl weder 6dB, but after
oversampling a peak is produced in between thétizadrsamples. At Pwe see that
the second largest peak in the oversampled casesoat a position where no peak
existed in the critically sampled symbol. Thessules show how the critically

sampled OFDM symbol and its oversampled versiondoagrge greatly in PAPR.

The CCDF for various oversampling rates at thellid=shown in Figure 3.6, here it
is seen that an oversampling factor of 8 is sudfitito represent the continuous signal

and results in around 0.5dB increase in the PAPR.
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Figure 3.6: Simulated OFDM CCDF for oversamplintgsaof 1, 2, 4, and 8. N=64, QPSK, 15000
runs.

Equation (3.13) assumes that samples are mutuadlgpendent and uncorrelated,

however Parsevals theorem states that
> 1% =N (3.14)

Therefore the independent assumption of (3.13) ot tnue, especially in the
oversampling case where adjacent samples are highiselated to each other.
Various papers [34-36] have been published whichiess the issue of oversampling.

Reference [37] suggests that adding a number oh éxdependent samples to (3.13)

will give a closer approximation to the oversampdeghal, (3.15)

Pr{ma)( >zo}= 1—(1—e‘f°2)”N (3.15)

0<n<N
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where a=2.8 gives a good approximation to oversampledatgyn Reference [35]
takes exception to this non theoretical approxiomabf the over sampled signal and

states that the bound is not close to the theatdimund for large numbers of N.

Reference [35] developed a method for finding tkace peak distribution of band
limited Rayleigh processes giving an expressioniHerCCDF of the PAPR as (3.16)

Pr(¢ <Zo)™” =(1- P(¢ > 2,))™ "

R, (2))
(1 Np(o)] 319

where

{ I e uerf{f g-i J}dwu

2

)=l e

which is the mean number of peaks above the €yl one OFDM symbol, and
N, (0)= 0.64N (3.17)

which is the mean number of total peaks.

As this method is numerically cumbersome to solve tb the double integration in
(3.16) a simpler approximation of the distributisrdeveloped which is as accurate as

the previous method for a large number of N.

The simpler method derives the peak distributiothefband limited Rayleigh process
based on the level crossing rate approximation thied applies the result to the
derivation of the distribution of the CF in OFDMgeals. This is made under the
assumption that 1) the complex components of tp@asi x(t) are ideally band limited

Gaussian processes (i.e. N>64) and 2) the peakdarstically uncorrelated. Also a

suitiably high level for @amust be chosen well above 0 to make the assumypdiliah
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i.e. each positive crossing of the lev@| has a single positive peak that is above the

level {, . The CDF of the CF is given as (3.18)

)NP(ZO)

Fe(¢|c>2,)=Pr(¢ <[ > 7, (3.18)

where Np (Z_O) is the mean number of peaks aba{e and can be approximated for

high , by (3.19)

N, (%) = \/Z; N, &% (3.19)

An expression for the CDFE,. (¢,) is then obtained:

Fe (¢0) = Fe (20| > Z)

Zoe_io2 ENZO(;ZOZ for {o> Zo
=J|1- 7o ) (3.20)
0 for ¢,<{,
The CCDF can then be expressed as
1-F.(<,) (3.21)

[35] suggestsfo = for QPSK modulation and a marginally lower valoe 16

QAM. Figure 3.7 plots simulated CCDF of the PARR QPSK with N=64 and 512
with an oversampling factor of 16, and 20000 OFDnBols against (3.15) and
(3.21). Here we see that the bound from (3.1%)aser to the simulated results for
N=64 as a small number of subcarriers does not reveompletely Gaussian
distribution. On the other hand (3.21) is an eeecglbound for N=512 where the

Gaussian assumption is true.
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Figure 3.7: Theoretical OFDM CCDF from (3.15) aBd2() for N=64, 512 with simulated results:
QPSK, oversampling factor rate of 16, 20000 runstd 512.

Reference [36] finds bounds for the peak of thetinaous envelope based on the
maximum of the oversampled sequence. This boundad to derive a closed form
expression for the upper bound of the CCDF in asodad OFDM system with large
N. Unlike [35] where the PMEPR is derived undee thssumption that OFDM
signals behave as band limited Gaussian processlysthe Gaussian assumption for
each sample is used, there is no assumption ojoititedistribution of the samples.

The CCDF is given as

-5
Pr{PMEPR> (.} < kNe* * (3.22)

where K is the oversampling factor, N is the nundfesubcarriers, and, is the clip

value. Note that k must ben#\/i. Figure 3.8 plots the simulated results (QPSK,

0s=16) against the theoretical results of (3.2Bhis method predicts a much higher

distribution of the peaks than is seen in simutatiad is therefore very pessimistic.
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Figure 3.8: Theoretical OFDM CCDF from (3.22) for®d, 512 with simulated results: QPSK,
oversampling factor rate of 16, 20000 runs, N=64.5

Reference [38] extends the theory of [37], [35 #6] to find new upper bounds for
different constellation types such as QAM and P&kher than just QPSK. The

theoretical results are useful at low probabiliggions where simulations are time

consuming. The upper bound on the CDF for QAM talladions is given as

where

-4(M2-1)ag?
. 34y+m?)cc?
F(&,) < Lmin +KLNe (3.23)
{,20
1
C.=—F"— L>1 (3.24)
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1
.. cos(’%() K>3 Kever 525
k LSWK) K>3 Kodd |
1+ cog 77 |

where ¢, is the clip level, L is the oversampling factor, i8l the number of

subcarriers, M is the constellation type: M=2 (4\DA4 (16 QAM), or 8 (64 QAM),
y=0 (4QAM), 1 (16 QAM), or 5 (64 QAM).

For BPSK constellation the CDF is given by

NZ?
2 Tk ( b 2”I22”JCK G?

F({o)<4B({o)+ |, min ZZe {,20  (3.26)
where
NE
C,(N,8,0)= ';' ZS'S%(H)) cof(N-36+ 2) (3.27)
and
1 N N
B({,) ==+ (3.28)
( ) 2 kz[(ox/—g:q]keve{(l\l_k)/z)

Results comparing the new CDF calculation agaihst Gaussian model of (3.13)
show that for BPSK the new bound is tighter belod probability for large N.
Interestingly the Gaussian approximation providetdn results than the new bound
for all N. For 16 QAM and 64 QAM the Gaussian bdwagain looks better.

The CCDF results from Figure 3.6 imply that using awersampling factor of 1
predicts the PAPR within 0.5dBjowever this is not true when PAPR reduction
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techniques are applied to the OFDM sym|[&8],[39] . Figure 3.9 shows the CCDF
of a 64 point IFFT OFDM modulator clipped at 3dBtempolated by 8 and then
filtered with a 256 tap RRCF, as well as the sarR®K data set left unclipped at the
IFFT and then interpolated and filtered with the BRC
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Figure 3.9: Simulated OFDM CCDF QPSK, 64 pointTFB56 tap RRCFH=0.15. Clipped at 3dB
after IFFT, then filtered (solid line). No clipginthen filtered (dashed line).

Peak regrowth after clipping and filtering is draimmamuch worse than without
clipping and filtering. The degree of peak reghova determined by the sequence of
the filtered data, the value of the excess bandwidtof the RRCF (smallex greater
peak regrowth), the length of zero padding in tRETI, and the degree of clipping
(harder the clipping the greater the regrowth).e®@ampling means the introduction
of null samples at the input of the IFFT as showifrigure 3.10. The null samples
are introduced in the centre of the IFFT input tewre that they occupy the outer

samples in the frequency spectrum.
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Figure 3.10: Zero padding of the IFFT, null casiare set in the middle of the input

Figure 3.11 shows the simulated CCDF for a nonsamapled IFFT compared to a 2
times oversampled IFFT, both of which are interpadaby a factor of 8 and filtered
with a RRCF.
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Figure 3.11: Simulated OFDM CCDF after IFFT (osstl ) and after filtering (os=1 and 2). QPSK,
N=64, 256 tap RRCFs=0.15, 15000 runs.
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This time we notice that the oversampled IFFT haslightly higher PAPR

distribution, but what is of most importance istthhe PAPR distribution after
filtering has less peak regrowth and is below thecally sampled IFFT. We can
conclude that oversampling of the data at the IF=ani effective way to counter the
peak regrowth after filtering. Oversampling beyandactor of 2 provides a law of

diminishing returns in terms of peak regrowth (Begure 4.10: U=1).

3.4 Effect of Non Linearity on OFDM

The previous sections described the causes of RAgR and the problems of non
linearity, this section describes common modelsHBA’s which are used in wireless
communications and the effect they have on the OFval in terms of thedwer
Spectral Bensity (PSD) and the increase in the BER. Sectighl3describes
commonly used HPA models, section 3.4.2 detailscihreuption of the frequency
spectrum due to changing backoffs in the HPA, amallf section 3.4.3 describes the
degradation in BER due to changing backoffs in tR&H

3.4.1 Description of memoryless Non Linearity

Non linearities provide the greatest obstacle tdMFas a practical system due to
their distorting effect on the quality of the syate Here we concentrate on the most
common form of non linearity, distortion in the RFplifier due to a limited linear
range in the amplifier. Papers [40-44] tend toukon the distortion due to the RF
amplifier stage as this is the most expensive carapbin a transmitter and takes up
to 50% of the cost and space in a unit. The RF iiempinust be driven as close as
possible to the maximum signal in the linear regionmake it efficient, however
when operating near the saturation point it exkibibn linear behavior distorting the
transmitted signal. This distortion causes specag@towth in the transmitter which
can adversely affect adjacent frequency bandsaandcreased BER at the receiver.
A balance must be met between allowable distortad the linear region of an
amplifier. Therefore it is pertinent to evaluate therformance of OFDM signals

through different non linear devices.
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A convenient form of expression for non linear deg is in polar coordinates

reference [45]. The input can be expressed as)(3.29
x=|q % = pd* (3.29)
Therefore the complex envelope of the output sigaalbe expressed as (3.30)
g(x) = F[p] €417 (3.30)

where F[p] and ¢[p] represent the AM/AM and AM/PM conversion

characteristics of the memoryless non linear ameplrespectively. Some commonly
used models follow.

Soft Limiter (SL)
The Amplitude Modulation to _Amplitude Modulation (AM/AM) and _Anplitude

Modulation to_rase_Mdulation (AM/PM) characteristics of a SL can bemssed
as [43]

-A if o<-A
Flo]=1p if —A<p<A (3.31)
A if p>A

andy[p] =0.

There is no phase distortion in this model, only btonghe distortion, A is the clipping
level of the amplifier. The AM/AM characteristiofa SL are plotted in Figure 3.12.
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Output voltage

Input wltage

Figure 3.12: AM/AM properties of a Soft Limiter (pL

Travelling Wave Tube Amplifier (TWTA)

According to reference [40] the AM/AM and AM/PM fetons are

-__ P
v (8:52)
and
__ G
w[p]= (0 5,7) (3.33)

A common choice for the above parametergjs-0.25, a, = %2, and g, =0.25.

The AM/AM characteristics of a TWTA are plotted irg&ie 3.13.
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abejjon indinp

(3.34)

(3.35)
3 is a good

1

2P

Yo,

Input wltage
2P
Hp) }
A
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y[p]=0

0.8

Flo]=

0.6

WheR - o the SSPA acts as a SL, P

0.4

0.2

Probably the most common and practical model fopldi@rs is the SSPA [40]. The

AM/AM and AM/PM transfer characteristics can be raledl as
The parameter P controls the smoothness of theitttamf&om the linear region into

Figure 3.13: AM/AM properties of a Traveling Wavabtle Amplifier (TWTA)

Solid State Power Amplifier (SSPA)
the saturation region.
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approximation of a practical amplifier. The AM/ANharacteristics of a SSPA and an

ideal amplifier are plotted in Figure 3.14.

T e

14F -~

12—~

Output voltage
o
oo

o
)

04—~

02—~

Input wltage

Figure 3.14: AM/AM properties of a Solid State Arifigr (SSPA) for different values of P, and ideal
amplifier.

In all amplifiers discussed in this section ‘A’ repents the saturating amplitude of
the amplifier. The non linear distortion dependstloe backoff of the amplifier and

can be calculated as either tmput BackOf (IBO) or the Qutput BackCif (OBO),

and is defined as

AEZ
IBO=10log,—— (3.36)
Py
AZ
OBO=10log, (3.37)
ouT
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where Ais the amplifier input saturation voltagey Rs the average power at the
input, A is the saturating amplitude at the outputl Ry is the average power at the

output.

3.4.2 Impact on Power Spectral Density

The simulated spectrum for N=64 subcarriers is shmwaigure 3.15. The PSD is

measured for each OFDM block then averaged oveD 200cks to eliminate the

effect of

the rectangular time window [46]. Blocks of 4 QAdAta were mapped to a 64 point
IFFT for modulation, the data is then interpolatgdabfactor of 8 and filtered. A

RRCF was used for pulse shaping with 128 taps andxaess bandwidth of 0.15.
The low rolloff factor of the filter results in adtadrop off of the spectral splatter
outside the normalised FFT bandwidth. A SSPA witf3 s used as the amplifier

model. The frequency axis is normalized.

Changing the IBO of the SSPA results in inbandodigin and spectral regrowth, or
splatter outside the normalized frequency bandwilththe filter. An amplifier

backoff of OdB results in noise power that is odldB lower than signal power.
With a backoff of 3dB the noise power is 19.5dBoelthe signal power. A 6dB
amplifier backoff results in a slight amount of sfal splatter 23dB below the signal
power and an almost indistinguishable amount dfand distortion. With an infinite

amplifier backoff the PSD matches exactly the P88 &ransmit filtering.

OFDM standards such as Hiperlan2 and 802.11a ee@uijacent OFDM carriers to
be closely packed in the frequency domain with laygring spectrums. This is

achieved by
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Absolute power (dB)

Figure 3.15: PSD of 64 subcarrier OFDM signal véithpoint IFFT, RRCF with excess bandwidth of
0.15. A SSPA (HPA in figure) with P=3 and varidaeckoffs is used.

setting null subcarriers at the edge of the spattwhere the rolloff of the filters

occurs in the unused subcarriers, easing the desiggtraints on the filters.

Filtering after the SSPA to reduce spectral spliaiieis complex, therefore reference
[46] proposed clipping in the baseband after theTIFollowed by filtering. This
successfully reduces the out of band distortion thet BER due to the in band
distortion remains. Also peak regrowth after filbg remains a problem. These
issues are explored in more depth in chapters 5, 7.

3.4.3 Impact on Bit Error Rate

The inband distortion due to non linear amplificatat the transmitter results in 1SI
when filtered with the matched filter at the re@&gjvresulting in an increase in the
BER when the data is decoded. Two observed effécigpping (whether due to the

amplifier non lineraity or baseband clipping) arégsaussian like spreading of the
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decoded constellation points and a compaction efwthole received constellation,
shown in Figure 3.16 where the two constellatiopety (4 and 16 QAM) are

normalized to have the same average power.
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Figure 3.16: Signal constellation at the outputhef SSPA, P=3 after non linear amplification a) 4
QAM, 6dB IBO; b) 4 QAM, 0dB IBO; c) 16 QAM 6dB IBGand d) 16 QAM 0dB IBO.

The noise due to clipping is evenly spread acrdssulicarriers [47], this is because
each sample that is clipped is a conglomeratioallahe input samples to the IFFT.

Therefore the BER is nearly equal on all subcarriers.

Figure 3.17 shows the BER due to a non linearitythe HPA for 3 M-ary
constellation types. 4 QAM is very impervious tpging noise as there is a greater
Euclidean distance between constellation points.deéd 4 QAM has a very
acceptable BER performance without any coding or RA&&rrection. Mapping types
16 and 64 QAM are much more susceptible to clipgmthe amplifier. The BER of
Figure 3.17 could be improved withufomatic_Gin Control (AGC) in the receiver
which would expand the constellation to the corstnt before decoding [48].
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Figure 3.17: BER of 64 subcarrier OFDM signal wathpoint IFFT, RRCF with excess bandwidth of
0.15 for 4, 16, and 64 QAM constellations. A SSPWRA on x-axis) with P=3 and various backoffs is
used.

3.5 Conclusion

This chapter defined the problem of PAPR in OFDMibeigg with a mathematical

analysis of the PAPR in both the baseband and padsb Next the stochastic
distribution of OFDM samples was shown through gzl and simulated means to
only be a function of the number of subcarrierswas also shown that the general
distribution of samples is quite low and that ttensmit envelope follows a Rayleigh

distribution.

Oversampling of the IFFT was also introduced asnaportant issue, it was shown
that oversampling the IFFT increased the CCDF byd®. These results were
supported analytically by various papers which gsed the issue of oversampling.
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Furthermore, it was shown through simulation thigéerfng has a dramatic affect on
the CCDF when combined with PAPR reduction techesgsuch as clipping. The
peak regrowth is much worse than when no PAPR temutechniques are used.
Oversampling at the IFFT was shown to both incré¢laseliscrete CCDF and reduce

the continuous, filtered CCDF.

Non linearities were also examined with modelsh& tmost common form of non
linearity, the SSPA, described mathematically. Thpact of non linearity on the
PSD and BER was simulated. It was shown that redutie IBO of the SSPA
causes both spectral spreading, affecting the adjahannels, and in band distortion
corrupting the BER at the receiver. Higher ordenstellations were shown to be

more susceptible to lower backoffs in the SSPA.
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Chapter 4

Peak to Average Power Solutions -

Distortionless Techniques

The previous chapter outlined the disruptive effeétan uncontrolled OFDM signal
envelope on system performance. This chapter aapteh6 provide an analysis of
solutions to the PAPR problem, each solution hasmmichges and disadvantages in
terms of PAPR reduction, distortion of data, andthplexity. This chapter reviews
distortionless PAPR reduction techniques. Distotass techniques do not corrupt
the data and encode it in such a way that it carcdmpletely recovered at the
receiver, however they are usually more complepec8ically Section 4.1 explains
the family of coding techniques for PAPR reducti@gction 4.2 elaborates on
Multiple Sgnal Representation (MSR) and phase rotating technig8estion 4.3
details modified constellation techniques, and Iin&ection 4.4 summarizes the
chapter and provides a comparison in terms of cexilyl and performance of the

detailed techniques.

The other side of PAPR reduction are distortion odiiricing techniques, these
techniques deliberately attenuate the envelopéh@fsignal corrupting the BER as
described in Section 3.4, however things can besdonlessen the effect of the

introduced distortion. These techniques will belesgd in Chapter 6.
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4.1 Coding techniques

Many early papers considered how standard codidigntques could be applied to
OFDM. The basic premise of coding is to insert rethnt bits into the data stream
which can be used for error correction at the kemei Their application to PAPR
reduction is in creating sequences of bits which exhibit low PAPR after the IFFT.
There are 2 types of error detection and correcttodes, block codesand
convolutional codes Most papers relate to the block coding family feAPR
reduction. During the encoding process k infororatits are encoded into n code d
bits, therefore (n-k) redundant non informatiors laite added to the k information bits
[16]. The block code is referred to as an (n,k)ecoahd the rate of the code as
R=k/n. Figure 4.1 is a block diagram showing whewding for PAPR reduction is
located in an OFDM transmitter.

Serial
. +
st | K | parr MK 7o o IFFT
source coding parallel

|

Figure 4.1: Block diagram of OFDM transmitter sliogvPAPR coding

The ability of a code to correct errors is a functad thecode distance(4.1)
N
d(C.G)=>.G O0G, (mod- g (4.1)
1=1

where d is the distance of the codeword and gastimber of possible values of C

and G. The smallest distancg,gdis the minimum distance for a given set, (4.2)

dyo =Min{d(G, G )} (4.2)
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Different codes exhibit different degrees of ermwrrection ability. Another
important property of codes is theeightof the code, which is the number of non zero
elements in the codeword. Types of block codesHaming, Golay, and Reed-
Solomon, some of which are used for PAPR reduction

4.1.1 Block Codes

The first paper to apply coding techniques for PARMuction in OFDM was
reference [49]. The basic premise of this papertovaetermine which combinations
of data at the IFFT input produced large peaksebtitput and to avoid transmitting
these sequences by adding redundant bits to tlé inpitially a simple (impractical)
OFDM system with 4 subcarriers and BPSK modulatsooonsidered. A 3 bit data
word is mapped on to a 4 bit code word, ie (3,4cklcode, so that the set of
allowable code words does not create excessivelape/spikes. They identify the
code as an odd parity code and state that the PieBused from 6.02dB to 2.48dB, a
reduction of 3.54dB.

An 8 subcarrier system with BPSK constellation Isoaevaluated to illustrate how
block coding can be traded of against PAPR rednctidhe permissible number of
codewords CWem is traded off against the total possible numbercadlewords,
CWposs With no block coding the PAPR is 9.03dB. If fhlle code words are
allowed, i.e. a (7,8) rate code, the resultant PASPRA45dB. If a quarter of the code
words are allowed, a (3,4) rate code the PAPRO$dB.

The PAPR reduction comes at the cost of an increlbandwidth for the same data
rate and a reduction of the energy per transmbiiedor the same transmit power.
However the increase in bandwidth is small and fiseb by the high spectral
efficiency of OFDM, as is the reduction in energr pransmitted bit which is offset
by thepossibleerror detection/correction potential of block augli No results on the
minimum distance of the code are given but the@stindicate that a large number
of the codes found are Golay complementary seqsentbhese codes are explored in
greater depth in later papers. Practical OFDMesystemploy at least 64 subcarriers
and higher order mapping types which make the cenityl of a block coding scheme
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grow exponentially as the coding must be done mlgoational logic or a dok Up
Table (LUT).

Aware of the limitations of the previous paper Jmred Wilkinson extended the
block coding principle in reference [50]. 4 ands@bcarrier systems are evaluated
using QPSK mapping. They prove that the code matmaffected by changing the
number of carriers and mapping types. 3 areasidmstified to make coding
techniques more practical

« Selection of suitable code words for any numbecafiers and any M-ary
mapping type.

» Selection of code words that allow efficient implmmation of the
coding/decoding.

» Selection of code words that also offer error d&tedcorrection properties.

The authors review a set of papers published in8thie which addressed a similar
problem for multitone test signals with low PAPRAlthough certain parameters
differ much of this work can be applied to the OFRate.

The reverse of a code word will result in the sam®R, i.e. for the 4 subcarrier
BPSK case ‘1000’ will give the same PAPR as ‘000Codes such as these are
derived from Shapiro-Rudin sequences which arebaetuof Golay complementary
sequences. A definition of Golay complementaryuseges is given in the paper as
“a pair of equally long, finite sequences whoserigoéc autocorrelations sum to zero
for all non-zero displacements”. Analysis of thede words that exhibited low
PAPR’s for 4 and 8 subcarriers revealed them tGblay complementary sequences,
however they did not give the optimum minimum siolot but they are amenable to
mathematical encoding and decoding and the autinates that they may have error

correction properties.

For an 8 subcarrier BPSK OFDM signal based on Gotegplementary sequences a
(5,8) rate code can give a PAPR of 3.01dB. Lamgmte sets can be found by
rewriting the definition of an OFDM signal (4.3)

58



Chapter 4: Peak to Average Power Solutions — Distdess Techniques

s()= d, (1) demrial .3)

n=.

as (4.4)

n=N/2 X .
x()=> [dn (1) ey g () é’(m‘””fs‘} (4.4)

n=1

This form gives a term in the summation as 2 cartieat are equidistant from and on
either side of the centre frequency of the com@exelope representation. |If the d
data words are chosen so that the resultant vieton one of two orthogonal lines,
then the PAPR is less than or equal to N/2. Thecjpie of these sequences can be
extended to give polyphase sequences suitable dtiienel phase modulation. The
search for better sets of code words with erroedat&n/correction properties is
addressed in later papers.

The authors of [49, 50] presented another paper], [l which they describe
Combined _©ded OFDM (CCOFDM). CCOFDM attempts to exploit teeor
detection/correction properties presented in ref@g50] while still maintaining the
PAPR suppression. Polyphase weighting codes gpéedpto the encoded data
(chosen from a low PAPR set) which are known a¢ réceiver. Thus they can be
compensated for without affecting the distance ertgs of the code. The BER in a
non linear channel for CCOFDM is compared to thdFD® channel and significant
improvement in the BER is seen in a highly nondnehannel. Still, the work is

limited to 8 subcarriers.

Reference [52] expanded on the work of referent¢ h§ developing an algorithm to
compute the phases that minimize the PAPR for tasg#s of data of practical
interest. The authors found sets of phase valwsulated offline) which are known
at both the transmitter and receiver that redueePAPR without affecting the error
correction properties. These phase shifts thatutated for various coding rates in
the Hiperlan2 [53] standard where there are 48rmédion bearing subcarriers. For
% rate BPSK with 90° phase shifts a reduction 60dB is reported. The reduction

59



Chapter 4: Peak to Average Power Solutions — Distdess Techniques

can be improved slightly by using smaller phasésbkuch as 8PSK and 16PSK. The
authors elaborated on the results given in [57pb# where the computation of the

PAPR is given in a rigorous mathematical proof.

Going back in time another early paper [55] extehttee work in reference [49] by
identifying Quadature Rase 8&ift Keying (QPSK) message structures which produce
high PAPR. They are grouped irgquivalence classeshere messages which have
the same PAPR are in the samguivalence class Up to N=5 subcarriers are
analyzed with different coding rates. They showt ttleat a small amount of

redundancy can significantly reduce the PAPR.

The authors of reference [55] developed their resoltreferences [55, 56] to provide
bounds for the PEP of OFDM using basic coding teqes as described in reference
[49] for up to 16 subcarriers. They prove throughlgtic and simulated results that
only 4 bits of redundancy are required to reduce BEP to within 10% of its

optimum value as the number of subcarriers is asgd. They show that further

redundancy provides little benefit in terms of PARREuction.

Reference [57] presented an idea again based erenek [49] where vectors or
messages of data which exhibit a high PAPR arewated. The amplitude of
subcarriers which are above a given threshold a®mnly reduced to achieve
equality between the maximum of the envelope pamer the threshold level. Also
where the envelope power is below the thresholdettsibcarriers are increased to
obtain equality. This allows the PAPR to be redusétout affecting the net bit rate.
Results are given for a BPSK and QPSK with lese #asubcarriers. The PAPR is
reduced significantly however this comes at the 0bs reduction in the SNR which

becomes more pronounced as the number of subsasgigrcreased.

Reference [58] is another early paper which drawsla between the number of
subcarriers and the mapping type used (4 Phaseksyiing (PSK), 8 PSK, etc). Itis
stated that if sub carriers in the same group (e/leegroup is a set of subcarrier
frequencies sharing some relation) are phase dhiffethe same amount, then the
envelope remains unchanged. This concept is use@abe code sets with low PAPR

properties. Reed-Solomon codes are examined vathnpeters N=16 and M=4.
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They also note that the constraints on the codebealbosened up if at least some

variation in the envelope is allowed.

4.1.2 Boundson PAPR

Reference [52] provided an efficient computatiomathod for finding offsets which

can be used with coding in OFDM, which could allarge reductions in the PAPR,
but no concrete level on the PAPR has been prowRreference [59] addressed this
issue by providing bounds for the PAPR for différerror correction coding schemes
coined trace codes Duals of primitive BCH codes are identified asod error

correction codes.

Reference [60] presented an interesting paper wtlaified the relation between the
PAPR and the out of phase aperiodic autocorrelatidhe message or data sequence.
The PAPR as defined in (3.3) can be bounded as (4.5)

2 N-1
¢ s1+NZ‘p(k)‘ (4.5)
k=1
where
N-k
p(k)=> a.4&  fork=0,..N-1 (4.6)

n=1

and @ is the input data sequence to the IFFT. (4.6) shihat binary or polyphase
sequences with low out of phase aperiodic coraatalues can be used to construct
low PAPR signals. The problem remains to find saegese that reduce the PAPR.

(4.6) is useful as it is a much less complex pretesalculate than (3.3).

4.1.3 Cyclic Codes

Reference [61] developed a simple method based oaté/code rate cyclic coding

which can reduce the PAPR by 3dB when the numbsulotarriers is a multiple of 4.
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The phase of everysubcarrier is calculated so as to minimize thelgnge giving

a ¥ rate code. The method is simple to implement.

Reference [62] achieves the same results as [@lvitkh reduced complexity. The
authors also introduceduB Block Coding (SBC) where systems with a large number
of subcarriers are divided into sub-blocks with thst bit of each subblock altered
according to the method described in [49]. By dimg the OFDM frame into sub-
blocks larger number of subcarriers can be usedewgiill maintaining a reduced
PAPR, which is a problem with other earlier codsupemes. The idea is developed
to optimize the positions of the odd parity chegKnits for further PAPR reduction at
the cost of the introduction of side informationindorm the receiver of the positions
of odd parity checking bits.

4.1.4 Shapiro-Rudin codes

A very early paper [63] applied Shapiro-Rudin andwxhen phases to multitone
frequency response testing. Although the appboativas not for multicarrier
applications the theory still holds with multicarisignals. Reference [63] stated that
a multitone signal can achieve a CF under 6dB fap8o-Rudin phases and around
4.6dB using Newman phases for an arbitrarily langenber of subcarriers. Many
definitions which were to become convention infgtapers as far as the statement of
the problem of large PAPR, as well as identifyiogne very pertinent parameters in
the makeup of multitone signals. It was also nated the set of tones needs to be a
power of 2 (which is the case in all OFDM standaidsorder for the codes to be
optimum. Reference [63] closes the paper with@enajuestion as to whether the CF
can be reduced lower than 3dB. The authors alg¢e 8tat Newman phases which
vary quadratically exhibit a lower CF than Shapg®odin sequences which vary
linearly for all N.

Eleven years later reference [64] revisited theiappbn of Shapiro-Rudin sequences
to reduce the PAPR in OFDM. In [64] a ¥ rate cademployed for QPSK signals
with 16 information carriers giving 32 subcarriémstotal. 4 bit input messages are
concatenated to 4 bit codewords which are detemiraiceording to the message data.

A simple digital circuit using eight two input XOgates can be used for the encoder.
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Results taken from a limited subset of possiblesagss suggest that the coded signal

will reduce the PAPR to ¥ of the original uncodegkssage.

4.1.5 Golay complementary codes

Golay codes are linear binary block codes whichtla@eonly non trivial example of a
perfect code. As every codeword lies within dise@B of any codeword they can be
used in conjunction with maximum likelihood deteati[16] for decoding which is

not overly complex to implement.

In reference [65] the use of Golay complementarglesois examined. Golay
sequences were first recognized to have good PAfRBegies for application in
OFDM in reference [50]. An algorithm was developdtkere certain subsets of codes
up to length 16 have a minimum distance of halfdbde length and have a PAPR of
3dB. Existing_Brward Eror Correction (FEC) codes are incorporated into PAPR
techniques with a new decoding algorithm developdudch utilizes the efficient
inverse Walsh-Hadamard transform. However the dewoding algorithm has 3dB

worse performance than the optimum maximum likeldhdetection.

The author notes that the scheme may be unfeasibielérge number of subcarriers
as the length of the codes is the same as the muofbsubcarriers. However

reference [65] proposed ways to nullify this effattthe cost of the PAPR reduction
made and error correction capability by breakirgttital number of subchannels into

smaller groups and applying a complementary codath group.

4.1.6 Reed-Muller Codes

Golay complementary sequences were further develdpe PAPR reduction in

reference [66] where again the PMEPR is found tatbmost 2 (3dB) when the data
sequence is constrained to be a member of a Golaplementary pair. However
Golay pairs have a high overhead in terms of rednog and may not be a practical
coding solution for OFDM. Therefore the authorseleped a more suitable coding

method by recognizing the relation between Golaphnmlementary sequences and
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second order Reed-Muller codes (RM(2,m)), i.e.hia binary case Golay sequences
occur as cosets of the first order Reed-Muller cadtéin the second order Reed-
Muller code. Standard decoders can be used inrgbeiver for the RM(2,m).
RM(2,m) allow the code rate to be improved by allggva slight increase in the
PMEPR. RM(2,m) further developed the theory of refiee [65] by allowing a trade
off to be made between the Hamming distance, PMERRction made, code rate,

and the number of phases allowed in the PSK mapppey

The authors of reference [66] advanced their worthér in reference [67] providing
many mathematical proofs for Golay sequences, Radter codes, decoding using
fast Hadamard transforms. Basically this papemédized the results given in
reference [66] and extended the results for lasgés of variables such as an increase
in the PSK mapping type. However a limitation whitie authors note is that the

codes are limited to 32 subcarriers where the tiagutode rate will be high.

Reference [68] examined the Reed-Muller coding s&hpresented in reference [67]
through simulation of an end to end system withioter non linearity’s and 16
subcarriers. It was shown that at -40dB ACI thes meding scheme had around a
12dB gain in IBO over an uncoded system in expeantaleesults, however this gain
drops to 4dB for the simulated results.

Reference [69] also uses Reed-Muller codes in alation environment to test their
performance in the presence of AWGN to determieeBER with QPSK, and 8 PSK
mapping types, and different code lengths, m. Tilmaber of subcarriers is chosen
such that N=2, the length of the code. Results indicated thateasing the code
length improves error correction capabilities f@thSNR values, but at low values of
SNR the uncoded system has better performance. thAscode rate decreases
performance is improved. QPSK and 8PSK are condpareerms of their BER, and
it was shown that to maintain the same BER the dedgth for 8PSK must be

increased.

Reference [70] also enlarged on the work of [67] dBveloping new decoding
algorithms with generalized fast Hadamard transorm The complexity and

performance of their decoding algorithm is compatedthe standard maximum
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likelihood method. Suboptimal algorithms are alpeesented with reduced

complexity which were shown to have minimal degtaafaover optimal methods.

Another paper to address decoding issues is [71¢hmMinsed soft decision decoding
methods for block codes. The performance is evaduat an AWGN channel with
PSK modulation and 8 and 16 subcarriers. The asifhmint out the inherent problem
with coding schemes i.e. the decrease in codirggwéh the increase in the number
of subcarriers but state as others have that tHeRP#duction gained can be traded
off for reduction in complexity and code length. eThew block coding method
coined_Qdered_$atistic ®dewords (OSD). BERs for (8,4) and (16,5) blockesod
utilizing 8 and 16 PSK show that with partial oradlercoding almost optimum results
are achieved compared to the union bound. Contglegmpared to MLD methods

is greatly reduced at the expense of a minor éncrease.

A limitation of references [67, 68] is that PSK ppang types are used. Most
practical OFDM standards use QAM mapping [53]. drRefice [72] addresses this
limitation by combining QPSK constellations to foemy M-ary QAM constellation.

This is achieved by using shift and rotation operatias defined in (4.7)

pﬂ(%?yj“ﬁm{Q}J (4.7)

ny

n
QAM,, =
ii=0

where the QPSK constellations can be expresseff' asvhere x 0Z,={0,1,2,3.
Any QPSK sequencea=(a,a...8,_,) can be associated with another sequence

X, =(>§°>€...>,<N‘1)Where the elements of; are in Z Golay and Reed-Muller

sequences can now be created using the theoryogeekin reference [67].

Reference [73] extended on the coding theory aregfces [49, 50] by finding codes
that simultaneously reduce both the PAPR and thewhich is introduced by

frequency offset between the transmitter and receiv They define a new
measurement term,eBk-htercarrier-to-@rrier Interference (PICR) to quantify their

results. As minimum PICR and PAPR do not occuheasame code word, a balance
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is found where both are at an acceptable levelmulitions performed on a
rudimentary system with 16 subcarriers and BPSK utadbn in AWGN show that
the PAPR is reduced by 3dB with a decrease in IiRP The authors note that

finding codes for higher mapping types and morecauters is difficult.

Coding techniques while popular in early OFDM papkave since fallen out of
favour. Their performance would be largely negate@ practical communications
system due to the interleaving stage which folltwescoding. It is also worth noting

that none of the papers referenced consider tleetedf over sampling.

4.2 Multiple Signal Representation

Multiple Sgnal Representation (MSR) techniques are another distdess method
for PAPR reduction. The basic premise of MSR igptoduce a set of alternative
transmit signals seeded from the same data soweeious techniques are used to
encode the alternative sets of transmit signalschwhre encoded in such a way so
that they will have different PAPR properties. Tih@nsmit signal with the lowest

PAPR is chosen for transmission.

4.2.1 Partial Transmit Signals

Reference [74] first proposedafial Transmit_®quences (PTS). PTS generates a
signal with a low PAPR through the addition of apgpiately phase rotated signal
parts. The original signal is given by (2.2) asdeproduced in (4.8)

1 N-1 jZmV
X, =—) X,.e /N whereOsns< N-1 (4.8)
NP>

The signal to be transmitted is broken up into ssv&ib blocks X, of length N/V

m,k?
(where N is the number of sub carriers and V isrheber of sub blocks). All
subcarrier positions which are occupied in anothéwck are set to 0, i.e.

V .
Xa =Y Xn« Next aconstantphase rotationp, , = €’**, g  0[0,27) 1<k<V is

k=1
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performed on each subblock except for the first whéch is kept constant, giving
(4.9)

- Vv
X, = Z Pk X & (4.9)

The information in X is the same a¥_ but with an added phase rotation, which

must be known at the receiver. An IFFT is perfatnoe each subblock which are

then all summed together to create a possiblertrarsymbol, (4.10)
B \ V
%0 = D P FFT{ X0} = P Xy (4.10)
k=1 k=1

The process is repeated again with a differentghatsition, p,, ,, to produce another

alternative transmit signal. The optimum paransefer the transmit symbol are
(4.112)

i Bk X kD (4.11)

k=1

{ ﬁm,l"' pm,v} = arg mlr(Og]LaN)El

{ r)m,l- - pm,v}

The optimum phase anglé,, ., is obviously the one where the PAPR is minimized.

Therefore the actual transmit signal is given a2y

V
%0 = ) P X (4.12)

k=1

Figure 4.2 shows a block diagram of a PTS transmitt
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Peak value optimization

>

Side Information
(if needed)
Figure 4.2: Block diagram of PAPR reduction using PTS approach.

PTS requires side information to be sent to theivec to inform it of the phase
rotation used so the data can be decoded. Re&ef@dt noted that the number of
angles should be kept low to keep the side infolonab a minimum. If each phase
rotation is chosen from a set of W admissible angien the required number of bits

for side information is, R=(V-1)log;W bits per OFDM symbol. In order to reduce

complexity the phase angles should be restrictefttiiot j} , i.e. W=4, this allows

multiplications to be performed with sign changé&amulations shown in Chapter 5
reveal that increasing the number of allowed plaagges has a minimum impact of
PAPR reduction. Reference [75] noted that expsae information can be avoided
if differential encoding is used for the modulatiacross the subcarriers within each
subblock.

In this case only the block partitionimged to be known at the receiver
and one subcarrier in each subblock must be leftaglulated as a reference carrier.
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PTS is flexible as the number of blocks and phastations can be increased
providing more alternative transmit signals to cdefrom. The disadvantage of this
scheme is the complexity, especially with an inseean V and W. Also, a large
amount of memory is required to store the alteweatransmit signals (if check
performed in parallel) in order to compare theniind the one with the lowest peak
value. Alternatively the optimisation can be peried in an iterative fashion where
the current best transit signal is stored untiledtds one is found, at the cost of
increased latency.

It should also be noted that the data can be divid® sub blocks in different ways
as noted in reference [76] and shown in Figure 4.Different PTS sub block

structures have varying performance with pseudadoan having the best and
interleaving having the worst. Of course thereaidrade off with complexity,

interleaved sub blocks are the least complex Phiutgtstre to implement (The size of
the IFFT’s can be halved by interleaving the ingata to the IFFT and performing
the last stage of the IFFT operation at the IFFpou[77].) and pseudo random PTS
is the most complex (random sequences require rhardware complexity to

implement in this case). Also computationally @t IFFT’s can be used to exploit
the number of zero’s in the PTS sub-blocks. Redudim reference [74] indicate that

pseudo-random partitioning is 0.5 to 0.9dB bettentadjacent partitioning.

It should be noted that no guaranteed level of PA&Riction can be provided with
MSR techniques, all they can do is reduce the fmtibaof large peaks. Figures 4.4
and 4.5 show CCDF results with varying factors oaMd W, N is set at 64. The

simulation model is described in Figure 5.1.
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Figure 4.3: An example of the 3 main PTS structu@$ Interleaved (b) Adjacent (c) Pseudo-random.
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Figure 4.4: Simulated CCDF for PTS-

partitioning.
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4davarying V. N

OFDM with W

Figure 4.5: Simulated CCDF for PTS

partitioning.
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4.2.2 Oversampling PTS

Early on in the development of PTS a problem wasitified which skewed the true
gains of the proposed technique. As already meation section 3.3 oversampling at
the IFFT is important to get a true reflection &HR reduction. Reference [34] first
identified this issue and showed that for a PTSesyswith V=4, W=4 the PAPR
reduction gained using therdle Reak Factor (TPF) i.e. oversampled signal is only
1dB better than the uncoded case. In referendat[Bishown that the true peak will
move away from the discrete sampled points. Thera 3dB difference in the
reduction between TPF andower Reak Factor (LPF), i.e. the discrete PAPR.
Reference [34] goes on to suggest a new optimisatdehnique based on the

aperiodic autocorrelation of ,,, A, .

{Bns-- Pmv} =a@rg mi Z"‘k|] (4.10)

{ Pma-- pm,v}

A reduction of 2.5dB can be achieved when usingfftenisation criteria of (4.10) at

Pr((>(0)=10°. However this process is complex, for QPSK the datmn of A.can

be achieved with less multiplications and replasétl integer additions giving a total
complexity of O(4*N?).

Reference [39] acknowledges the limitations of @itz sampled PTS and notes that
the mismatch between discrete and continuous CCBécsirs due to DSP filtering
after the IFFT, peak regrowth becomes more pronedimath a sharper rollofty, of
the filter. Reference [39] suggests that oversamgphe IFFT by a factor of 2 (zero
padding) will reduce the peak regrowth affectsrditeering. Oversampling of PTS is

explored in more depth in Chapter 5.

Another paper, [78], to explore the PTS approachkeéd at alternative ways to create
sub-blocks. The new method coinednCatenated $eudo Rndom $Sibblock
Partition Sheme (CPR SPS) divides the OFDM symbol into migltgisjoint sub-

blocks and assigns signals randomly in each sukbldde partial sub band is then
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duplicated and assigned to the rest of the subbrapesitively to form a complete sub

block. This procedure is depicted in Figure 4163¥subcarriers.

partial subband muplication

-

X(O)
n
X(l)
n
X(Z)
r_._. | ® @ ® ® e ( N N ) ® e ® | e >
N’-1 N-1 n

Figure 4.6: Generation of sub-blocks for PTS usbogcatenated $2udo Rndom &b Block Rartition
Scheme (CPR SPS).

C is the concatenation factor, i.e. the numberutf-lslocks. C=1 is equivalent to
pseudo random PTS. Results indicate that CPR &R &ahieve similar results to the
optimum pseudo random block allocation method hitih & decrease in complexity,
especially when efficient FFT structures such as @wooley-Tukey algorithm are
used. Best results are obtained with low value€af2 or 4) which results in a
marginal decrease in complexity compared to pseaddom PTS. For a significant
reduction in complexity C=16 has similar performanto the adjacent subblock

allocation method.

References [79, 80] also examined the PTS complexduction. The basic principle
of these papers is to produce a suboptimal itexagigorithm which uses a similar
structure to PTS but with reduced complexity. Thisthod is coined \optimal
Exhaustive_8arch (SES) algorithm and exhibits good performanite a minimal

number of trials. One of the problems of PTS igt tim order to work out which
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transmit signal has the largest peak, every sampéach possible signal has to be
checked to work out its peak value. The procesBnding large peaks contributes

significantly to the complexity of PTS. If the ttmdomain signal is given as (4.9)
then the phase optimization values are restriate@,{, :[il]. The SES algorithm

works as follows:

1/ Assume p =1 for all k and compute the PAPR of the combingpha (ie. no
optimisation).

2/ Next, invert the first phase factor{p=-1) and recompute the resulting PAP for the
first value in each sub block, V. If the new PAHawer than the previous value use
b, as part of the final phase sequence, otherwiséheseriginal value for p;(ie. 1).

3/ The algorithm continues until all V points haveebeiven this treatment.

Simulations for V=16 sub blocks, and N=256 subeasriexhibited around a 1dB
degradation compared to standard PTS with adjaseibblock partitioning at
Pr((>(0)=10° However the optimisation process has been retitcdf additions, a
considerable saving in terms of hardware operatidwste that in the simulations an

oversampling factor of 4 is used, which is sufiintieo catch all peaks.

Various parameters were varied in the simulatiarhsas a) the number of sub blocks,
V. b) number of allowed phasesy pfor optimization and c) data constellation size.
It was concluded that the performance improves waiithincrease in V. However as V
is increased the performance improvement beconssspi@nounced. Increasing the
number of phases to fout], £j] provides a minor improvement for higher valuds o
V and up to a 1dB improvement at low values of Me data constellation size has a

minimal effect on performance.

The SES algorithm has similar performance to trawigti PTS with optimum phase
selection (within 1dB of optimum solution at £f(0)=10%) but with reduced

complexity. However complexity increases subs#édigtivith an increase in V.

Reference [81] again looked at developing optimunase factors for PTS with
reduced complexity. The new method callegdti@al Limited Search (OLS) also
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addresses the oversampling issue by including amsampling factor, L. The output
of the PTS algorithm can be written as (4.11)

A, A AL e®

A, A, . ALl e”

S= (4.11)

An A o A e/H
where

s=[S(@). S (@] (4.12)

contains the optimized signal samples. Figureshaivs a block diagram of an OLS-
PTS transmitter. OLS sorts same subcarrier positiover V IFFTs in order of

magnitude as depicted in (4.13)

|As|>|Az]> > A (4.13)
then chooses
[ -OA, 1=1,3,...
“= {n— OA, 1=2,4,.. (4.14)

The minimum amplitude sum for one IFFT point isrtlggven by (4.15)
S(9) =] Asl=] A +] Ag]--.. (4.15)
The phase selection (4.14) nearly always yieldsntdgimum amount of amplitude

cancellation for the"i signal sample. Next all LN solutions are calcedaand the one

that minimises the maximum signal samples is chosen
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Figure 4.7: Block diagram of OLS-PTS transmitter.

The effect of quantization and the PSD is also emachfor OLS. Quantization is
shown to have a negligible effect on performanakthe out of band radiation is also
shown to be better than the OBPS case.

OLS out performs the methods of references [79f&O0larger values of V (>8), also
the number of iterations is independent of V. Sations (QPSK N=256) show OLS
to be slightly better than the OBPS of referent$] for V>4 and much better for
V<4. The complexity of the 3 preceding methodsusimarized in Table 4.1.

Table 4.1: Number of complex multiplications and magnitude operations required.

L=4; N=256; W=2
V=2 V=16
OBPS (Huber et al) 33,554,432 5.52*10
SES (Cimini, et al) 2048 33,554,432
OLS (Tellambura et al) 1,048,576 1,048,576

Reference [82] developed another scheme to fintnapphases based on orthogonal
vectors called @hogonal_Pojection-based PTS (OP-PTS). The authors shate t
OP-PTS can reduce the PAPR within 0.4-0.8dB (uadjgcent partitioning) of OBPS

using pseudo random partitioning and is suitableafdarge number of subcarriers.
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The complexity of OP-PTS is better than OBPS whdarge number of subcarriers
and sub-blocks are used (N=128, W=4, V<=5), butrowpment using OP-PTS
reduces with an increase in V. The complexity &BITS is also slightly lower than
SES for high N and V. Note that no oversamplingsed in OP-PTS. A suboptimum
solution for OP-PTS approach to find near optimumages with negligible affect on
performance is also presented. The optimum phasexhosen from a set of 32

selected phases.

4.2.3 Selective M apping

In reference [83] another multiple signal repreagoh method is presented called
Selected _Mapping (SLM). The basic idea of SLM is to produdealternative
transmit sequences seeded from the same data smadben to select the transmit
signal exhibiting the lowest PAPR. The idea stéms the fact that as the PAPR is
determined by the sequence of the transmit datéorgecX,, multiplying the data

vectors by some random phase will change the PABpepties after the IFFT.

Mathematically, a set of U markedly different, pgeurandom fixed vectors are

generated, P :[Fg,”,..., Fé‘i)l} P = g4’ g 0[0,27), 0<k<N,Isu<U.

The data, %, is multiplied subcarrier wise with each one oé tb vectors, P,

resulting in a set of U different possible transsyimbols,xr(;‘) as depicted in (4.16)
xr(T:J,)k:xmk'Pf(U) , O<k<N,lsu<U (4.16)

Next, all U possible transmit vectors are trangféro the to the time domain via the

IFFT, xr(;‘) = IFFT{XEY‘]’)}, and the transmit symbol with the lowest PAPR,, is

chosen for transmission. A SLM transmitter blottkigture is depicted in Figure 4.8.

77



Chapter 4: Peak to Average Power Solutions — Distdess Techniques

X X
» |IFFT >
(2)
Bit source P l
(2)
. X X Xf(nz) i
Coding m_ IFFT »  Select X
|| transmit ——»
Mapping , symbol
with
Serial to : lowest
parrallel ) v PAR
]
Xt x)
IFFT >
N

Side information

Figure 4.8: Block diagram of an SLM OFDM transmitte

Simulations performed with N=128 and 4-PSK mappimdicate that at Pg¢(y)=10
* with U=4 a PAPR reduction of ~3dB is gained comepato the uncoded case.

Complexity reduction can also be achieved by restg the random generated data

to P O{+1,% j} avoiding complex multiplications.

Figure 4.9 shows the CCDF of SLM with N=64, os=hdaU=1 to 32. At
Pr((>(o)=10* the PAPR is reduced from 2 to 4.5dB for U=1 to D=@spectively.
Figure 4.10 shows the CCDF of SLM with N=64 and UWafcoded) 3, and 8. The
oversampling rate is set at 1, 2, and 4, and &e Hes seen that oversampling has a
minimal affect on the PAPR, only increasing it ly.5dB. An oversampling rate of 4
is sufficient. This is due to all the alternativansmit signals being uncorrelated as
shown in Figure 3.6. This is one of the main adages of SLM, i.e. that
oversampling and filtering does not increase th®€RAIramatically as it does in PTS
(shown in Chapter 5). Again oversampling is seehave a negligible affect on the
PAPR, the purpose of this plot is to show that saempling still has a minimal affect

at higher values of U.
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Side information is also an important issue in Sladl the receiver needs to be

informed  which vector,P"), was used. LagU) bits are required to send this
information increasing redundancy. As loss this information (in a fading
channel) means the complete loss of the transymbol channel coding is required

to ensure correct recovery of the data at the veceincreasing redundancy further.

In reference [74] SLM is compared to PTS for vasi@m@mbinations of V, W (PTS)
and U (SLM). In terms of redundancy (side infornm@f SLM with U=1..5
outperforms PTS using pseudo-random subblock mamitilg (W=4, V=1..5) at the
cost of greater system complexity. In terms offgrenance PTS has better PAPR
reduction if the number of IFFT’s is fixed as PT&cvary W with no additional
IFFT’s. 4 alternative signals produced with PT§uiee 3 IFFT’s while the same

performance with SLM can only be achieved with BTF.
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Figure 4.9: Simulated CCDF for SLM-OFDM for varginalues of U. N=64, os=1.
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Figure 4.10: Simulated CCDF for SLM-OFDM. U=1,ahd 8. Oversampling rates are 1, 2, and 4,
and 8.

The issue of side information for SLM is furthempéored in [84] where the need for

explicitly sent side information is avoided. Tmew techniqgue employs a

scrambling sequence and inserts U different lapel) | of length logU as a prefix
to the data sequence as shown in Figure 4.11a.ddtiaewith prefix is then fed into a
scrambler polynomial as shown in Figure 4.12. Tiels drive the scrambler into
one of U different states before scrambling thedaelf. The scrambled data is then
processed as usual. The process is repeated hétlother different U labels to

produce U alternative transmit sequences as iratdrSLM.

Figure 4.11b is a variation where the linearitytted scrambler is exploited, here only
a single codewordj® needs to be generated. U different subcarrierovectan then
be generated by applying U different vector mappitegg® . The advantage of this
structure is that'licalculated vector mapping can be calculated dmoe the label

b and can be stored in memory. The receiver strectomplexity is hardly
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increased at all, only the label needs to be rechoafter descrambling. The

complexity of the new scheme is increased by aralicdmpared to standard SLM.
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Figure 4.11: SLM transmitter block diagram emplaytachnique to avoid explicit transmission of side

information, a) serial form, b) parallel form.
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Figure 4.12: Scrambler polynomial for new SLM teicjue.

Simulations were performed with N=256 carriers, 249 which are active (to

decrease the design constraints of the transnat){ill6 QAM mapping is used. The
IFFT was oversampled by a factor of 2 yielding maceurate results. The data was
then interpolated by a factor of 8 and a RRCF itiolloff of 0.12 was used, results

were shown after the transmit filter. At Bf{0)=10° the new SLM algorithm can
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reduce the PAPR by 1.8 and 2.5dB for U=4 and 8ewtsely. Figure 4.13 shows the

receiver structure of the new SLM technique.
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Figure 4.13: a) Receiver structure of the propoSeM system, b) Descrambler polynomial at the

receiver.

The impact on the BER is also analyzed where pekieawledge of the channel and
noise is assumed. The descrambler can multiptyr®in receiver, but the effect is
negligible as the BER is degraded by 0.2dB. PSilspdhowed that between 1 and
2dB can be saved in power backoff of the LPA withi#¢ redundancy per OFDM

symbol.

Reference [85] again looks at the issue of sidermétion in SLM and proposes a
variation of reference [84] calledliBd SLM (BSLM) which does not require the
labels to be sent with the data for descramblinthenreceiver. The U sets pseudo

scrambling noise vectors are restricted to a knsetrat the receiver and all U sets are
sufficiently different. In order for the method weork cne"“# 0 Q, where Q is the

constellation mapping type.

At the receiver the decision metric is (4.17)

82



Chapter 4: Peak to Average Power Solutions — Distdess Techniques

N-1
D=_min_>»
(G & &1 ]0CES3

R 0y01,..u-}

4 2
re% —H ¢ (4.17)

is performed for B P,,....Py.1, the global minimum-distance solution provides the
best estimate for the transmitted data. A subgagtimetric is also presented to reduce

complexity in the receiver.

Simulations of the BER revealed that the new tegmi has almost the same
performance as SLM with perfect side informatiomikable with a infinite backoff in
the LPA. When a SL is employed with varying ba¢ékoBSLM slightly outperforms
the standard SLM approach. However there is dtshiggradation when the new

algorithm is used in a fading channel.

4.3 Tone Reservation/I njection

Tone_Reservation (TR) anddne_hjection (TI) were first introduced in referencé]8
and further detailed in reference [30]. These wdthuse an iterative algorithm to

provide increasingly better CCDF results.

4.3.1 Tone Reservation

In TR subcarriers, calledel@k Reduction_Pnes (PRT's), are set aside for PAPR

reduction as shown in the transceiver block diagrafigure 4.14.

The signal plus Peak Reduction Tones (PRTs) aresepted in (4.18)
x+c=Q(X +C) (4.18)

where Q is the IFFT matrix, X is the transmit dag¢dore the IFFT, and C are the
PRT's.

X +Cl =

cr kOO
(4.19)

X, kOoo¢
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Figure 4.14: Block diagram of a Tone ReservatioR)(DFDM transceiver.

where
X, =0, kOfi,,....i,} and

Coefficients for ¢ can be found with a reduced complexity iteratilgoathm which
achieves a solution close to the optimum in a fespsto reduce the PAPR. This

method is distortionless as the data lies in disjfiequency bins, i.eX.'C;"= 0

which introduces redundancy. The new transmitadigas PAPR defined as (4.21)

PARx+¢} = €| |X><1j|LZC|/| - (4.21)

Vector ¢ is computed so that the maximum peak viglueduced as (4.22)

min|x +c|_ =min x+(AQCA: (4.22)
¢ c

[

Solving ||x+c||2 is a convex problem, where the optimum soluties kit the bottom

of the parabola. When the terms are expanded cahibe solved as_au@dratically
Constrained_@adratic _FPogram (QCQP), which can also be solved asirsedr
Program (LP). The complexity of the LP is O(NlogN).
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L/N is the ratio of redundancy where L is the numbEPRT’s and N is the total
number of data tones or subcarriers. To reducebiheedundancy, PRTs can be
assigned to subcarriers which have a small numbéit® assigned to them (in the
case of ADSL), i.e. QPSK as opposed to 16 QAM sabnbls. The Bta Rate Loss
(DRL) can be given as (4.23)

Y.
DRL = &=L & (4.23)

Simulation results indicated that for a L/N ratio586, the clip probability is reduced
from 15dB to 9dB at Pit(s)=10°. For a L/N ratio of 20% the clip probability is
reduced from 15dB to 5dB at P¥(p)=10°. Basically an increase in the number of
PRT’s improves the PAPR reduction made. All sirtiates are based on N=512

subcarriers.

The performance of TR is influenced by the positibithe peak reduction tones. As
with PTS it was found that random positions of P&&ve the best peak reduction
results of 6.2dB at Ri$(0)=10° probability. Adjacent PRTs on the other hand only
had a peak reduction of 3.4dB.

The number of iterations required to achieve vai@eak reduction values for
random PRT also has a pronounced affect on thenpesthce of TR. For example
with L/N= 5%, 1 iteration gives a 2dB reduction Rt(>(;)=10° , 5 iterations

provides a 3.8dB reduction at Br{g)=10° , which is 2.1dB away from optimum
solution. Note that law of diminishing returns Aep in that the more iterations
performed the less the PAPR reduction achievesl,after 40 iterations the new peak

value is still 0.5dB away from optimum solution.

These results are for the optimum solution wheeeabmplexity is quite high. The
complexity can be reduced using general purposatie algorithms which find sub-

optimal solutions such as the gradient algorithm.
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Gradient algorithm for computing ¢

Reference [86] uses gradient algorithms with reducemplexity, to reduce the
hardware requirements while still providing a gamgproximation to the optimum

solution.

By taking the gradient of the clipping noiseedh Sjuare Eror (MSE), simple
iterative algorithms were produced which achievelation close to the optimum in
a few steps. The gradient algorithm searcheshitdargest terms in x+c and subtracts
scaled replicas of them to cancel large peaks. chmeplexity of this algorithm is
O(N) per iteration compared to O(NlogN) in the opim case.

The clipping noise of the gradient algorithm isidefl as (4.24)

N

[x=clip, ()" = (%, = clipa(x,))’ (4.24)

=0

LN

>

Including the PRT’s in the transmitted time sigrat, the_$ynal to Gipping noise
Ratio (SCR) is given by (4.25)

2
SCR= L . (4.25)
|x+c—clip,(x+c)

In order to maximize the SCR the denominator isimized. Instead of solving for ¢
(c=QC) [30] solves for the gradient of ¢ giving4d@)

ek = ¢ — 4y Zar(]k) Qq", (4.26)

% +c|>A

where al =sigr{xn +c )Gxn +c —A). As is seen in (4.26), each iteration

requires an IFFT to be performed. Basically thgoathm searches for the largest

terms in x+c® and subtracts scaled, circularly shifted replichshe vectorp® to

cancel large peakspl = QG2,).
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4.3.2 Tonelnjection

Another method developed in reference [86] callédmnBps data that cause large
peaks to new positions which will not produce peak®n the IFFT is performed.
The data can then be easily decoded correctly withodulo D operation in the

receiver as shown in the block diagram in Figulé4.

Xo —»
Xy —P N
X, —p IFFT
2 ! P/S
| X(t) itg% — X,
XN-1I—> 2 —> X3
N X2+C2§ Mod
N SIP FFT| D
o1 |
C XN-1I+CV\L-1
Ci —b
¢, — | IFFT | N c(t)
i P/S
CN-1I—>

Figure 4.15: Block diagram of a Tone Injection (DFDM transceiver.

Xy =A=d%+ de% (4.27)

and A is changed so that

A

A=A+ pD+jgD (4.28)

where p and g are any integer values and D is diywseal number known at the
receiver. This process effectively increases ibe af the constellation, as well as the

average power of the transmit symbol. Referenfgifflicated that careful selection

A can reduce the PAPR by over 5dB with only a 2%eases in the average power.
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The possible expansions of the selected tone 1G(@AM constellation are shown in

Figure 4.16. The new transmitted signal can bergas (4.29)

Q Q Q

ox ox|lox ox|lox o
®©0p,®000,®0 00

9@ ® 6@ ® 6@ ®
EO 0T RO 0F IQ;Q‘
xE TR S DX O *
®0 O0g|®e 00 |®0 00
00 Ox'co Ox'0O @«
“IA) e._l-:.' QCLIG (XS

OX O#% OX O % OX ODO®
esopn|leson|es on

9@ ® @@ ORI ESIOR ¢
O OQ Eo 99 IG;Q.

& »
<« »

D

Figure 4.16: Example of possible expansions of idiasion in Tl for 16 QAM.

Z
iR

%, = iN (X, + P,Dy + gD, Je 4" (4.29)
k=0

The maximum peak reduction per tone shift is (4.30)

6M

ESN)

(4.30)
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where \/M, is the number of levels per dimension. The maxmmeak reduction

factor (assuming normalized data) k& , where K is the number of real/imaginary
dimensions. The peak reduction facdatecreases as N increases, so to keep the peak

reduction factor constant K must be increased.

There is no redundancy in Tl as the receiver use®dulo D operation to decode
information, thereby separating the original coltatien point from the expanded
one. The complexity in TI comes from finding vadus# p and g which produce low

PAPR which in turn require (as in TR) the solvinf an integer programming
problem, which has exponential complexity.

Assuming L duplicate points per constellation, itlknensions are to be modified, the
algorithm must search ovéNL)"“ combinations for vectors@nd g, where L is the

oversampling factor. Low complexity iterative algioms are used to find

approximations close to the optimum solution.

The algorithm starts with the original multicarriggymbol (pk=0, gk=0). After the

maximum sample, n0O, is located, the tone, kOpis@l (4.29) is updated. If more

than 1 value ofx, is large, a new value for kO that reduces as npaaks of possible

is found. This procedure can be repeated sevaraktuntil the desired PAPR is met
or the maximum of iterations is reached. Eachaiten decreases the PAPR by
around 1 dB up to a max of 6dB of reduction.

4.4 Conclusion

This chapter introduced distortionless techniquass FAPR reduction in OFDM.
Distortionless techniques have the advantage of cootupting the data thereby

maintaining a low BER but come at the cost of iasexl complexity and bandwidth.

Coding techniques for PAPR reduction were firstcdssed in Section 4.1 where
redundant bits are added to the bit stream befwwdRFT. Properly chosen, these
codewords ensure that the PAPR after the IFFT i l@v. These codes can be
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combined with existing COFDM to reduce the redurngaand complexity inherent in

coding. A disadvantage of coding is that the caxipy becomes prohibitively high

with an increase in the number of subcarriers (>33jarious codewords were

presented such as cyclic codes, Shapiro-Rudin 8eqae Golay Complementary
codes, and Reed-Muller codes. Golay codes and $lubiset, second order Reed
Muller codes were found to have excellent PAPR erogs restricting the PAPR to

3dB. This reduction could be traded off with retilores in complexity and the code
length. Still complexity remains a restrictiveussn coding.

Section 5.2 introduced MSR methods, where a sattefnative transmit signals are
seeded from the same data source. Various tedslique used to encode the
alternative sets of transmit signals, which arestrmcted in such a way so that they
will have different PAPR properties. The transsignal with the lowest PAPR is

chosen for transmission.

The effect of MSR OFDM is to shift the CCDF curverh the right to left, i.e. reduce
the amplitude peaks in a uniform manner to lowePRA. Both PTS and SLM
require side information to be sent with the chogsansmit signal. This information
must be protected as loss of the side informati@ama loss of the whole transmit
symbol. The redundancy required for PTS is (V-gNé while SLM requires logJ
bits per OFDM symbol. Variations of SLM and PTSéalso been presented which
alleviate the need for explicit side informationcreasing the number of alternative
transmit symbols reduces the PAPR but also incsetise complexity, reductions in
the PAPR also become less pronounced with largetbets of alternative transmit
symbols. The number of alternative transmit syrabtblat can be produced for 1
OFDM symbol is W* for PTS and U for SLM.

An advantage of MSR over coding techniques is thatreductions are independent
of the constellation type, and only marginally aféel by the number of subcarriers.
However unlike coding no specific level of PAPR da@ guaranteed with MSR

methods, only a shift to lower PAPR as shown inG&DF curves.

The effect of oversampling PTS is examined in te&trchapter where filtering is

shown to degrade the gains made with PTS by ‘reiqgpwpeaks. Oversampling at
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the IFFT is required to maintain the reductionsngdi SLM is much more robust to
filtering due to the greater independence of thieraétive transmit symbols.

Generally SLM outperforms PTS in terms of reductrensus redundancy, but PTS is
much better in terms of PAPR reduction versus aufdit system complexity.

Section 4.3 described TR and TI for PAPR reductimih methods prevent distortion
by reducing the PAPR before the HPA. In TR theitamlthl complexity is only in the
transmitter. Suboptimal solutions to the PAPR miaation problem were presented
which successfully reduced the complexity withoatrgficing the amount of PAPR

reduction to a great degree.

In TI a similar method to TR is presented where thafsthe complexity is in the
transmitter with some additional complexity in tleeeiver which is a simple modulo
operation of the demodulated complex vectors. Agaiboptimal solutions were

proposed with similar performance to the optimaleca

91



Chapter 5: Cyclic Shifted Sequences and Time Inwersf PTS

Chapter 5

Cyclic Shifted Sequences and Time

| nversion of PTS

This chapter introduces new techniques to prodlieenative transmit signals in PTS.
Section 5.1 reviews standard PTS subblock creatiethods. Two new techniques
for subblock creation in PTS are described in sach.2. Section 5.2.1 describes
Cyclic Shifted Sequences (CSS) where shifts in the data are uspthaoe of phase
rotations. Section 5.2.2 looks at a combinationtraflitional PTS using phase
rotations and CSS to produce alternative transigitats. Section 5.2.3 describes
Time Inversion (Tl) where the data sequence is reversgardvide an alternative
transmit signal. Section 5.3 analyses the eftdcliltering on traditional phase
rotated PTS as well as CSS and TI. Section 5.4iges results for the
aforementioned techniques when oversampling ofiflRd is done before filtering.
Section 5.5 compares the complexity of standard BA&® the new techniques and

Section 5.6 closes the chapter with a conclusion.
5.1 PTSsubblock creation

As was shown in section 4.2.1 PTS can provide pmgireductions in the PAPR.
However issues such as complexity and filteringeraTS limit the techniques
usefulness. In traditional PTS alternative sulzkdéoare created by increasing V, the

number of IFFT’s, and W, the number of allowableagh rotations. Increasing the
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number of phase rotations provides increasingly RAPR reduction for a set V. In
addition the hardware operations are non trivial\i>4. This limitation in PTS is
the impetus for finding alternatives to phase rotegt in order to create unique
transmit sequences. Note that all simulationsadi§gcent block partitioning.

5.2 New techniquesfor PT S subblock creation

Of all the MSR techniques PTS suffers the most diftering [39] as the alternative

sequences are not necessarily independent of ¢hehas in the case of SLM. The
following sections propose new techniques to credternative sequences for PTS
and shows through simulation that the peak regrafithe proposed techniques after
filtering is not as severe as in traditional PTBhis advantage is combined with a

reduction in complexity of the new algorithms.

Figure 5.1 shows a block diagram of the simulatioodel, note that the CCDF is
measured after the nyquist sampled IFFT.

Data | M-ary | PTS | Measure
source Mapping /(/:TSIS CCDF

Figure 5.1: Block diagram showing the simulationd®al of Section 5.2.

5.2.1 Cyclic Shifted Sequences

As detailed in Section 4.2.1 PTS produces alteraasignals by breaking up the
transmit bit stream and phase rotating whole gaetfere performing the IFFT. These
phase rotations can be kept trivial if W is reséicto 4 or less. In other words for
phase rotations of 90, 180, and 270 degrees oalgitn of the | or Q value needs to

be changed, making them trivial hardware operationg the number of phase
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rotations, W, is greater than four, then the rotatbecomes non trivial as the | and Q
values have to be manipulated requiring a more ¢exngrcuit. CSS does not suffer
from this limitation, the number of positions tlzan be shifted to provide alternative
transmit signals can be up to N/2 (before identstghals are produced) where N is

the number of subcarriers.

Figure 5.2 shows a block diagram of a PTS systegpictieg PTS, CSS, and Tl which
is introduced in the next section. The systemasgmts a PTS/CSS/TI system with
V=2 sub-blocks and W/S=4 rotations/shifts.

Figure 5.3 compares the CCDF of CSS to PTS wherepltase shifts are replaced
with cyclic shifts, they are equivalent in all ottespects. Unless otherwise stated all
simulations use N=64 subcarriers with QPSK mappinglo oversampling is
performed. Here we see that CSS outperforms P tases, also the complexity
of CSS when W>4 is reduced. CSS: V=2, S=8 perfdimdB better at P{(;)=10"
than PTS: V=2, W=8. CSS: V=4, S=4 has a minor oupment of 0.2dB over PTS:
V=4, W=4 at Pr{>({)=10*. CSS: V=4, S=8 has 0.6dB better performance BE®:
V=4, S=8 at Pi>{;)=10*. CSS has a PAPR reduction of 3dB, 4.5dB, andB5.5d
compared to the uncoded conventional case for @S3; S=8; V=4, S=4; and V=4,
S=8 respectively at RF(5)=10".

Mathematically CSS can be expressed as (5.1):

~ Vo ~(V)
an = Z An+sv) (51)

v=1

Whered" is a cyclic shift in the time domain.

It seems that with CSS not only is complexity reztldut the independence of the
generated alternative signals is greater therebyngibetter PAPR reduction. The
performance of CSS at lower probability regionsutidoe increasingly better than
PTS due to the steeper slope of the curve, espefmalv=4, S=8.

94



Chapter 5: Cyclic Shifted Sequences and Time Inwersf PTS

Store Sellect
v=0
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A A A ABBB,B
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Figure 5.2: Block diagram of PTS, CSS and Thsriver.

For a CSS structured OFDM transmitter with V=2 &ddsubcarriers, 32 alternative

transmit signals can be created.

alternative transmit signals with trivial phaseat@ns can be produced.

In a PTS tratesmivith V=3 and W=4 only 16

Increasing

the number of subcarriers in CSS allows for moterahtive transmit signals to be

produced with trivial operations. The effect ofutbée shifts has also been analysed
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where it was found that large shifts produce beteults. This comes at the cost of

®3<d

reducing the possible number of transmit signads ¢an be constructed.

L (@B)

4, S=4;

8; V=

2,S=

8), CSS (V

64, adjacent partitig, with no oversampling in IFFT, (os

4, W

4; V=

8, VMI=

2, W=

Figure 5.3: Simulated CCDF for PTS (V

=1).

8) and uncoded OFDM. N=

4, S=

V=

5.2.2 PTSwith CSS

4) in standard

Another variation of CSS combining the trivial paamtations (W

PTS with CSS shifts to create more alternativestrahsequences was first presented

in [1].

The PTS signal can be expressed as (5.2)

(5.2)

pi#”

v ~(v)

an = Zan

v=1

Adding cyclic shifts to PTS gives (5.3)
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~ v ~(V) i
an = ) an+s™ el? (5.3)

v=1

Whered" is a cyclic shift in the time domain. The numbératiernative transmit
signals is now WS, where S is the number of cystiéting options. Cyclic shifting
generates a linear phase shift at the output ofFtRE in the receiver. This linear
phase component must be removed prior to demodnlaind requires one complex
multiplication for each data symbol. This proceas be made trivial if the linear

phase shift is constrained tgzﬁ radians per frequency bin (g=0,1,2,or 3). This

N.g

corresponds to a signal shift &f" =T samples (g=0,1,2, or 3). Therefore for

each of the W different phase rotations, S=4 aoli signals can be produced by

cyclic shifting with trivial operations in the tramitter and receiver.

Figure 5.4 shows CCDF plots comparing standard BIT®TS/CSS. There is a
negligible performance difference in the two method he advantage here is that for
8 alternative transmit sequences (PTS: V=2, W=8S/EBS: V=2, W=4, S=2) 4
complex multiplications per sample are avoidedhm transmitter. For 16 alternative
transmit sequences (PTS: V=3, W=4; PTS/CSS: V=24W5=4) a whole IFFT can
be avoided, reducing complexity significantly. eTheduction in PAPR from the
uncoded case is ~2.5dB and ~3.5dB for (PTS: V=28WPTS/CSS: V=2, W=4,
S=2) and (PTS: V=3, W=4; PTS/CSS: V=2, W=4, S=4pestively at Pt({;)=10".
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Figure 5.4: Simulated CCDF for PTS (V=2, W=8; V¥874), PTS/CSS (V=2, W=4, S=2; V=2, W=4,
S=4), and uncoded OFDM. N=64, adjacent partitignimith no oversampling in IFFT, (0s=1).

5.2.3Timelnversion

Anothernew proposed PAPR technique based on a variati®T 8ffirst presented in
[2] is Time Inversion (TI), a block diagram description of whishshown in Figure

5.2. Tl involves reversing the output sequenceheflFFT sub block before addition
and transmission of the sub blocks. MathematicHllgan be expressed as (5.4)

oy ()
.jv) V)
an = ZCOHJ' (a(_l)i<v)(n+5(v>).e"”(

v=l

) (5.4)

wherei takes the value O or 1 for a time inversion of ¥i®sub block in the time
domain. TI of a sub-block must be accompanied dmyjugation of its elements to
stop the information from jumping into image sulachels after the demodulation

process. The effect that this has on the demodukib-channels can be reversed by
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taking the conjugate of the output after the FF@cpss in the receiver circuit. No

extra multiply operations are required in the traitter or receiver.

Simulation results for PTS with Tl are shown inUitig 5.5where it is seen that Tl has
slightly worse performance than PTS with an eqewalnumber of alternative
transmit sequences. Tl has ~0.5dB degradation amedpo PTS at Ri¥(o)=10". TI
reduces the PAPR by ~2.2dB over the uncoded cade RMS has a reduction of
~2.7dB at Pi{>(0)=10".
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Figure 5.5: Simulated CCDF for PTS (V=2, W=8), PMS{V=2, W=4, S=2) and uncoded OFDM.

N=64, adjacent partitioning, with no oversamplinghie IFFT, (os=1).

5.3 Filtering new techniques

As noted in [34, 39] the reductions made with PT8 drastically reduced when
passed through a pulse shaping filter due to pegtowth. Furthermore as shown in
Figure 3.10 peak regrowth after some form of PARRuction is more severe than

when no PAPR reduction is performed. Certain PAB&iction schemes such as
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PTS and clipping display greater peak regrowthr afteerpolation and filtering than
coding and SLM (Figure 4.11). This section anayde effect of interpolation and
pulse shaping filtering on CSS and TI, comparingnthto standard PTS through

simulation.

Simulations performed in this section use N=64 aufers with no oversampling in
the IFFT (i.e. os=1) and adjacent partitioning. #sown in reference [39] the
partitioning type has a minimal effect on the peadgrowth after filtering. A RCF is
used with a rolloff factor of 0.15 and 128 filtegps with a normalized sampling rate.
The data is interpolated by a factor of 8 befolering. The simulation model is

represented in Figure 5.6.

IFFT size = Nxos

PTS
Data M-ary /CSS . RCF
source mapping (Figﬁg 52 I 8 g
v v
Measure Measure
CCDF CCDF

Figure 5.6: Block diagram showing the simulationd®al of Section 5.2.

In Figure 5.7 the discrete CCDF after the IFFTIattpd with the CCDF after filtering
for PTS and CSS. Both PTS and CSS have 16 altesrteansmit symbols. CSS has
a peak regrowth of ~3.5dB from the discrete level TS has a peak regrowth of
~4dB at Pr(>(p)=10". This is contrasted with only 1dB of peak regtovinn the
uncoded case at Pr(0)=10*. So the PAPR reduction after filtering is only.5dB
and ~2dB for PTS and CSS respectively at:Rgj=10". It is also worth noting that
CSS has a steeper rolloff than PTS leading tortbeeasingly better performance than

PTS at low probability levels.
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Figure 5.7: Simulated CCDF of discrete and filteRTS (V=4, W=4), CSS (V=4, S=4), and uncoded
OFDM. N=64, adjacent partitioning, with no overgadimg in IFFT (0os=1), interpolated by 8, filtered
with RCF @=0.15).

Figure 5.8 maintains the same number of IFFT’s (MagtFigure 5.7 while increasing
the number of phase rotations/shifts from 4 ta'e peak regrowth of CSS above the
discrete level after filtering is 4.3dB while PTSegk regrowth is 4.1dB at
Pr((>()=10*. The peak power reduction after filtering is orly.7dB and ~2.2dB
for PTS and CSS. Comparing these results withrEigu7 it is seen that increasing
the number of phase rotations/shifts to 8 providesy a further 0.2dB PAPR
reduction for both PTS and CSS after filtering.
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Figure 5.8: Simulated CCDF of discrete and fiteRTS (V=4, W=8), CSS (V=4, S=8), and uncoded

OFDM. N=64, adjacent partitioning, with no overgadimg in IFFT (0s=1), interpolated by 8, filtered
with RCF @=0.15).

Figure 5.9 compares combined PTS/CSS and PTS/H si@ndard PTS, with 8
alternative transmit signals. Both PTS/CSS and /PT$have very similar
performance after filtering with a peak regrowth~#.5dB and 2.1dB respectively
from the discrete level, while standard PTS is dB.4vorse with a peak regrowth of
~3dB at Pr{(>{)=10*. Note that again the slope at Pi{)=10" is slightly steeper
for the new techniques after filtering implying tiuer PAPR improvement over PTS
at lower probability levels. The PAPR reductioneaffiltering is very poor in all
cases, only ~1dB for the new techniques and 0.6dBtandard PTS at Rx(o)=10".
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Figure 5.9: Simulated CCDF of discrete and filteReTS (V=2, W=8), PTS/CSS (V=2, W=4, S=2),
and PTS/TI (V=2, W=4, S=2), and uncoded OFDM. N=@dljacent partitioning, with no
oversampling in IFFT (0s=1), interpolated by &gfied with RCF ¢=0.15).

In Figure 5.10 the CCDF of PTS and PTS/CSS is coethavhere 16 alternative
transmit sequences produced. The peak regrowt2.BdB and ~3.1dB above the
discrete level for PTS and PTS/CSS respectiveRréit()=10*. Again the PAPR

reduction after filtering is heavily penalized witimly ~1.8dB and ~1.5dB gained in
PAPR reduction at Ri%¥(y)=10" for PTS and PTS/CSS respectively. As statedezarli
the advantage of PTS/CSS in this case is the rdmb\alFFT operation per transmit

symbol.
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Figure 5.10: Simulated CCDF of discrete and filkeRETS (V=3, W=4), PTS/CSS (V=2, W=4, S=4),
and uncoded OFDM. N=64, adjacent partitioning,hwito oversampling in the IFFT (os=1),
interpolated by 8, filtered with RCli£0.15).

5.4 Over sampling new techniques

Oversampling [39] is required to improve the parfance of PTS techniques.
Oversampling the IFFT increases the convergenaeeaet the discrete PAPR and the
filered PAPR. Oversampling increases the PAPRhm discrete domain, while

reducing the PAPR after filtering. The simulatimodel here is the same as Figure
5.6 except that oversampling is performed at th€l IBefore filtering, i.e. 0s=1, 2, 4,

or 8. Again N=64 subcarriers, and adjacent panithg is used. The data is

interpolated by 8 before filtering with a RCF witl28 taps and a rolloff factor of

0.15.

Figure 5.11 and 5.12 shows PTS/CSS (V=2, W=4, &nd)PTS (V=3, W=4) under
oversampled and filtered conditions respectivelyh w6 alternative transmit signals.

It is seen that oversampling by 2 brings the discand filtered CCDF curves to
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within 1dB of each other at R¥(0)=10". Furthermore oversampling by a factor of 8
brings them almost to convergence with PTS/CSSttjigloser (~0.1dB) than PTS
(~0.3dB) at Pi{>(0)=10*. The PAPR reduction for PTS/CSS and PTS afttariiig

is 3.3dB and 3dB respectively at Br{;)=10"*. As oversampling the IFFT by a factor

of 8 provides minimal improvement over 4, all fuethsimulations will use

oversampling rates of os=1, 2, and 4.
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Figure 5.11: Simulated CCDF for PTS/CSS (V=2, WS%4), and Uncoded OFDM. Discrete
oversampled curves (dashed) move from left to reyhd oversampled (solid) filtered curves move
from right to left. N=64, adjacent partitioning, tivioversampling rates in the IFFT of 1, 2, 4, and 8

interpolated by 8, and filtered with RC&50.15).

12 13
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Figure 5.12: Simulated CCDF for PTS (V=3, W=4), dodcoded OFDM. Discrete oversampled
(dashed) curves move from left to right and overgdanh (solid) filtered curves move from right totlef
N=64, adjacent partitioning, with oversampling sate the IFFT of 1, 2, 4, and 8, interpolated by 8,
and filtered with RCFd=0.15).

Figures 5.13, 5.14, and 5.15 compare PTS (V=2, WBBH/CSS (V=2, W=4, S=2),
and PTS/TI (V=2, W=4, S=2) under oversampled alteréid conditions respectively,
with 8 alternative transmit signals. Oversampliyga factor of 2 brings the discrete
and filtered CCDF curves to within 0.8dB of eachhest at Pr(>(0)=10"
Oversampling by a factor of 4 brings them almostdovergence (0.2dB). PTS/CSS
and PTS/TI have slightly better performance at giwven oversampling rate. For
example, with an oversampling factor of 2 PTS hB&\RR of 10.2dB at Pi$(y)=10

* while PTS/CSS and PTS/TI has a PAPR of 9.9dB 20dB respectively at
Pr(C>Co):104. The PAPR reduction for PTS, PTS/CSS, and PT&fiEr filtering
(0s=4) is 2.2dB, 2.5dB, and 2.3dB respectivelyr&t®,)=10"
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Figure 5.15: Simulated CCDF for PTS/TI (V=2, W=4:23 and Uncoded OFDM. Discrete
oversampled curves (dashed) move from left totragid filtered (solid) oversampled curves move
from right to left. N=64, adjacent partitioning,tlwv oversampling rates in the IFFT of 1, 2, and 4,
interpolated by 8, and filtered with RC&=0.15).

5.5 Complexity evaluation

The performance in terms of the CCDF and PSD of G3S/CSS, and PTS/TI has
been established. Table 5.1 compares them in tefrinardware operations where it
is seen that multiplications are avoided when ampate values of V, W, and S are
chosen.

For example with a PTS system (N=64, V=3, W=4) 85 nomplex multiplications,
170 squaring operations, and 178 compares areregquiThe equivalent PTS/CSS
system (N=64, V=2, W=4, S=2) requires no multigiicas in exchange for an
increase in 512 squaring operations, and 528 casgrer as well as the removal of a
whole IFFT operation. A PTS system (N=64, V=2, \WW=Bquires 256
multiplications, half of which
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Table 5.1: Complexity comparison of various techeig| (adjacent partitioning)

Type Comments Operations
-V blocks - (N/V)W multiplications (trivial if W<4)
PTS - W rotations - (N/V)W(V-1) squaring

- (N/V+1)W(V-1) comparisons
- VX(N/V) IFFT'S

-V blocks - (N/V)WS(V-1) squaring
PTS/ICSS | . w rotations - (N/V+1)WS(V-1) comparisons
- S shifts - VX(N/V) IFFT'S
-V blocks - (N/V)TW(V-1) squaring
PTS/TI - W rotations - (N/V+1)TW(V-1) comparisons
- T(=2) - VX¥(N/V) IFFT'S
inversion

are complex, 256 squaring operations, and 264 cosgrs. The equivalent
PTS/CSS system (V=2, W=4, S=2) requires no mutiitions, and has the same
number of squaring and comparison operations aBTlisesystem.

5.6 Conclusion

This chapter introduced new techniques for thetimeaof PTS OFDM signals. In
section 5.2 it was shown through simulation of tB€DF that CSS has better
performance (up to 1dB) than PTS for the same nurobalternative signals over
various combinations of V and W. Combining PTShW@SS and Tl was shown to
provide similar performance to standard PTS buh wie advantage of a reduction in
complexity. PTS (V=3, W=4) was shown to have thme performance as PTS/CSS
(V=2, W=4, S=4) but with the added advantage ofrémoval of one whole IFFT
operation.

The performance after filtering was examined intf®acs.3 where it was shown that
the gains made with PTS techniques are dramatiaffibigcted when passed through a
pulse shaping filter. In the simulations a RCFHwiR8 taps and a roll off factor of
0.15 was used. The resultant reduction in PAPBr dittering was between 1 and

2dB for various combinations of V, W, and S witle thew techniques having up to
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0.7dB better PAPR for all combinations. The ondgeption is PTS/CSS (V=2, W=4,
S=4) where the performance was slightly worse th&6 (V=3, W=4) for the same
number of alternative signals. This small degradais a trade off for removing 1 of
the IFFT’s.

The effect of oversampling on PTS and the new tiectes was also examined, where
it was seen that an oversampling factor of 2 wéfscgnt to bring the discrete PAPR
to within 1dB of the filtered PAPR. The effect @fersampling was to increase the
PAPR of the discrete CCDF while reducing the CCDiFtlee filtered CCDF.
Oversampling by a factor of 8 (implying IFFT sizelsNx8)was necessary to bring
both curves almost to convergence. However inaatfmal system an oversampling
factor of 2 was shown to be sufficient bringing thecrete and filtered CCDF curves
to within 1dB of each other.

The avoidance of multiplications and in some cd&&3l operations, as well as a
modest performance gain combine to make the nelnigges viable alternatives to
standard PTS OFDM. Two publications resulted ftbim chapter.
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Chapter 6

Peak to Average Power Solutions -
Distorted Techniques

This chapter details another approach to PAPR tamycdistortion introducing
techniques. These methods do not attempt to ceetatssmit signal with a low crest
factor, instead they take the output of the IFFd #ren limit the amplitude of large
samples which invariably causes distortion. Thas¢éhods include approaches such
as pulse shaping (or windowing), and clipping atrgwstage from the output of the
IFFT to limited backoffs in the amplifier.

The advantages of clipping are a reduction in cexipt and ease of implementation,
the disadvantages are the inband distortion (isangaBER) and spectral splatter,

affecting adjacent channels by increasing out afiadistortion.

Section 6.1 describes the most common form of ol the baseband and reviews
papers which seek to quantify the effect of cligpion the BER and PSD under
different OFDM system conditions. Section 6.1.bk® at the relation between
clipping and quantization. Section 6.2 looks atphifer limiting where the
unconstrained OFDM signal is allowed to saturate d@mplifier introducing spectral

regrowth. Section 6.3 analyses windowing and psifsging techniques.
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6.1 Clipping in the Baseband

Reference [46] is an early paper looking at theafof clipping and filtering on
OFDM. The authors note that clipping causes bobamd distortion, deteriorating
the BER and out of band noise which reduces thetigpeefficiency. Filtering after

clipping was noted to reduce the spectral splati¢iat the cost of peak regrowth.

The simulation model used N=128 subcarriers witlguard interval, §, of 32
samples. QPSK modulation was applied to the datgpkes before modulation with
an IFFT. As direct clipping of the samples wilusa all the noise to fall in band the
OFDM symbol is oversampled by a factor of 8 befatipping. The complex
baseband samples were modulated up to a carrigueney 1/4 of the sampling
frequency in order to reduce the complexity ofgheulation model. The real valued

bandpass samples, x, are then clipped at amplifyde;cording to (6.1)

-A, if x<-A
y=1X if —A<x< A (6.1)
A if x>A

where the clipping level A is determined @& = %, where g is the rms level of

the OFDM signal. Filtering is performed with anuegple bandpassifite Impulse
Response (FIR) filter with 103 taps, a stopband @B, and 1dB ripple in the
passband. PSD results for clipping (CL=0.8 to Wi no filtering displayed both in
band distortion and spectral splatter. For a Cli=the out of band noise was only
16dB lower than the signal power. This demondtratee need for filtering to
suppress the sidelobes. When the filter was apptie sidelobes were suppressed to

~50dB below the signal power for the same CL.

Results also indicated that the peak regrowth dftesring was significant. For
example, for a CL=1.4 (3dB) the clipped and filtesegnal had a CF of ~9dB at the
99.999 percentile, i.e. 6dB of peak regrowth. Thelipped signal at the same
percentile had a CF of 13dB. Finally the BER waaneined after clipping and

filtering in an AWGN channel. For reasonable ciigplevels (CL>1.4) it was shown
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that less than 1dB of degradation at th& BER level is encountered. However it
should be noted as shown in Figure 3.17 that QR8kke higher modulation types is

inherently impervious to clipping.

Reference [87] presented a theoretical analysisoath cartesian and envelope
clipping for various oversampling rates. Cartesidipping is where the | and Q
values of the complex sample are clipped indepehdems the magnitude is not
required this method is much less complex to impleinthan envelope clipping,
however it introduces more distortion than envelolygping at a set clipping level.
Considering z as the | or Q component of the com@EDM signal the output of the

Cartesian clipper is expressed as (6.2)

_yO !Z<%
y:g(z): ()6/%) ; ,—Z, <2<+ 7 (6.2)
Yo 2> 5

Under the assumption of a Gaussian like naturde@fsamples (i.e. high number of
subcarriers) the impact of non linear distortiorsvaaalytically derived , and included

the effects of AWGN as well as clipping noise.

The analytical results were compared to a simulatestem with N=128 subcarriers
and QPSK modulation. Square, or Cartesian clippiag shown to have worse
performance by around 1dB than envelope clippisgefgected). An oversampling
factor of 2 was shown to be enough to have the gaen@rmance as an infinitely
oversampled signal. A moderate deterioration veas svhen the oversampling factor

was set at 1 for both square and envelope clippi@gtimum clipping levels were

shown to bep*”p .7 = 2.5 for square clippers an'é*“p ;= 2.0 for magnitude clippers.

Another reference [88] to analyze the performanic€artesian clipping developed
analytical expressions for the PSD and SER forMrary constellation with various

clipping backoffs. Clipping is performed accordiioghe rule set in (6.2)
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Clipping is defined as

ibo = 20log, (ﬁj (6.3)
g
The SER was found to be
SER= p=1-(1- p)’ (6.4)

where

pe:ZJ\h//l_M_lPr{Daa‘/Mi_l} (6.5)

and a :ﬁ(l— ZQ(ED Q is the Gaussian error functiod, is the variance of the
Xo o

input signal, and M is the M-ary constellation magytype.

A simple simulation model was created where an IFES used to modulate the
complex samples, which were then clipped usingGhgesian method. A FFT was

used to demodulate the data.

Many interesting aspects of clipping were revealedlytically and supported through
simulation, namely

 The BER is not uniform across all the subcarris@ne subcarriers have
slightly worse performance.

* Increasing the number of subcarriers (which ina@edbhe CF) distributes the
clipping noise over more subcarriers improving BiER, especially in higher
order M-ary constellation (M>64).

 The authors note the limitation of a Gaussian ragpsion of noise as
identified in reference [89]. The Gaussian assionponly holds for hard
clipping, at higher IBO backoffs, the noise tends Have an impulsive

distribution.
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Reference [89] also analytically examined clippimgthe baseband focusing on
magnitude clipping and derived an expression fer $itR and BER versus the clip
level, as well as performance in both AWGN and Byl fading channels. Bounds
on the probability of error due to clipping areided for both the transmitter and the
receiver. The analysis treats clipping noise diifely to the standard AWGN

assumption which is sufficient if the clipping léve set low enough so that there are
a number of clips per symbol. In practice, thpming level is set higher so that a low
probability of error is maintained making clippiagare event. Under this condition
the clipping noise is of an impulsive nature asitdeed in reference [88] leading to a

different type of error mechanism.
Clipping is performed as (6.6)

- x<|
y= h(x): X |x|<| (6.6)

| x|

where x(t) is a continuous time baseband multieasignal, y(t) is the clipped output,
and | is the clipping level.

Reference [89] identified from the distortion spaont analysis that the probability of
error varies across the subcarriers with the losudrcarriers dominating the errors,
(assuming a constant constellation size on all@uiers). The probability of symbol

error for a discretely sampled signal is given@3)(

Ve
Pr(error)=MQ(l)Q _ 3 (6.7)

L 8(L”-1)

where N is the number of subcarriers, L is the taladion type (eg: L=2 is 4 QAM,;
L=8 is 64 QAM), and Q(.) is the Gaussian error fioit An expression for the BER

is given as (6.8)
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%
Pr, (error):MQ(l).Q s (6.8)
Llog, L 8(L2—1)

The AWGN approach is also presented for comparmswhis given as (6.9)

Pr(error)= 4L_1Q E (6.9)
L "o 12-1

where

2 2 |2 2
o7 =—\ﬁ| exp-—+ A1+12)Q(1) (6.10)

m

Reference [89] noted that the Gaussian model isipésic as it does not take into
account that some of the noise power will fall ofitband, and will therefore not
contribute to the in band distortion.

Comparing the two analytical methods in Figure iB.Is seen that even with the
pessimistic assumption of (6.9) the error probgbi much lower than (6.7)This is
because instead of being spread uniformly over,tamsds assumed in (6.9), clipping
noise is actually concentrated in time as impulselsich leads to a greater error
probability. The AWGN model is appropriate for hard clippihgyvels but it
underestimates the error probability by severalmitages at higher clipping levels.
It should be noted that the y-axes in Figure 6dgeerates the difference between the

2 equations. A probability of error of 2@s probably sufficient.

The advantage of (6.7) is that the error probaédifor high clipping levels can be
calculated analytically avoiding laborious simubais times which would be required
to get accurate results at these levels.

116



Chapter 6: Peak to Average Power Solutions — DietioFechniques

100 777777 [ e T o T |
| | | | I I === AWGN model I
Rsa_ | | | | | | Impulsive noise model |,
-2 ~< | I I I I T T T I
10 *****3‘\:***7* —— T T [ [ m O T 1
I I | ! I I I I I I
I \\\ I I | | I I I I I
I N I I I | I I I I
4 I S I I I T | I I I
100 F----- [ VI P [ [ T—— — — [N R |
| AN | | | | | L | |
I I N I I I I I I | I
I I N I I I I I T I
I I N I I I I I I )

-6 AY
10°f - e S
= I I \ I I I I I I I
S I I N I I I I I I I
= I I I I I I I I I I
@ 8 I I '\ I I I I I I I
T 10 ----- -———- H----- R e F----- —---=-- ——-== H----- o--—- i
> | | AN | | | | | | |
= | | | \ | | | | | | |
8 | | | \ | | | | | | |
E 10 I I I v I I I I I I
S 10 F----- [ oo R W T [ [ [ oo o I
a | | | \\ | | | | | | |
I I I \ I I I I I I
I I I v I I I I I I
I I I I I I I I I I
-12 I | | Vi | | | | | I
10 F----- \777777\77777777777‘\7 77777 T [ I |
| | | “‘i | | | | | |
I I I I I I I I I
I I I \ I I I I I I
I I I I I I I I I I
10’14 777777 [ [ [ J T [ e — [ [ I |
I I I i I I I I I I
I I I 'y I I I I I I
I I I I I I I I I I
15 I I I I \‘ I I I I I I
10 - R R Bl e sl b ity R b Rl

\
I I I [ I I I I I I
| | | [ | | | | | |
2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4
Clip lewel

Figure 6.1: Analytical symbol error probability fro(6.7) and (6.9) for 64 QAM and N=64.

The affect of clipping in the presence of chanmepairments is also analyzed both
through analytical methods and simulation to obséhe effect at the receiver. The
simulation model uses the Hiperlan2 [52] specifaatvith a guard interval length of
16 samples, perfect synchronization and a 1 tamlegu. Analytical analysis
revealed that the error probability is further agetgd in the presence of channel fades,
together with clipping at the receiver. The BERfpenance was degraded by 1 to
1.5dB on the lower subcarriers. The analytical ehagl within an order of magnitude
of the simulated results.

Reference [90] presented another analytical deonatf the SER resulting from

clipping in the baseband extending on the impulsia&ure of noise at higher clip
levels first presented in reference [89]. Refeeef®d] claims that the SER curves of
reference [89] are too pessimistic and that thkimt that approximations become

tight in the higher OBO region is unsubstantiated.
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Reference [90] proposed a different techniquertotlthe upper bound by using the
Chernoff bounding technique. The expressiontieraverage SER due to clipping is
given as (6.11)

£>0

SEP(A)s4min{ édmf( tﬁ,})+j0°° JEe) B wA) d)N} (6.11)

where J,(x):= %ﬂfozne‘°°s¢ dp is the modified Bessel function of the first kind.

Unfortunately no closed form solution is providbdwever the computational effort
is much less compared to long simulation times iredufor smooth curves below £0

probability. Due to the Gaussian assumption ofritwe linearity the results are only
within an order of magnitude of simulated resultsvided N>256 and the clip level,

A, is greater than 7dB.

Further expressions for the SER in AWGN and Rawldaging channels using the
previously described Chernoff method are provide@versampling at both the

transmitter and receiver is also treated, resultinthe realization that the side lobes
generated by the transmitting non linearity arepsegsed at the receiver by the filter.
Furthermore, reference [90] claimed that the aveIi®BR is the same for the nyquist
and oversampling case, only the out of band ramhais reduced by oversampling.
An interesting claim which is not supported by siations of the BER in the next

chapter. The asymptotic behavior is treated anwas found that foN — oo,

Ay — o the Gaussian model matches the Chernoff boundiisfpaper in that the

SER- 0.

Reference [91] looked at the out of band radiagimyduced by clipping and presented
correcting functions which limit the signal whileading out of band radiation, and
keeping the in band interference to a minimum. sTigirelevant when oversampling
is performed at the IFFT as out of band radiatercreated by the clipping process.
Filtering after clipping reduces the out of bandiation but regrows previously

clipped peaks.

118



Chapter 6: Peak to Average Power Solutions — DietioFechniques

Two correction functions were suggested, the fssh Gaussian correcting function
k(t) which is an additive correction of the OFDMysal. If the signal exceeds the

amplitude threshold fat times £, then the corrected signal is (6.12)

c(t)=s(t)+ k(1) (6.12)

where k(t):Zn:Ahg(t—tn), g(t)=e*", and A1=—(‘S(Tn)“ %)‘258‘ The

correcting function must be normalized so that g{Qwhich limits the signal s(t) to
Ao at the positions,t However, the correction function may cause peaaksther
positions, but this consequence is shown to havénar effect. Other functions for
g(t) are developed which cause no out of band faremce and keep the in band

interference to a minimum. A Gaussian functiodefined as (6.13)

g (t) =kZ_Oeri2nkAﬁ

- (6.13)
9(0)=> G =1
k=0
And a sinc correcting function is defined as (6.14)
1 N-1
g (t) :_Z i 27kaft
N =
=sinc(77Bt) €™ (6.14)

The correcting function (6.14) can correct an atogk peak in an OFDM signal with
minimal in band distortion and no out of band rédim Note that if the signal is not

oversampled then the correction scheme is the samermal clipping.

Simulations with the correcting functions were peried with N=128 subcarriers and
an oversampling rate of 4. The signal is correetétl k(t) and any peak regrowth
after the correction is clipped ap AAn IBO level of 4dB was used and the algorithm

was tested in both an AWGN and fading environmerit. was shown that the
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correction functions introduce more inband noissntbtandard clipping, however the
slight increase in inband noise is offset by tHevation of out of band interference.
For example, at an IBO of 4dB standard clipping &&signal to Interference Ratio
(SIR) of 21dB, Gaussian 13dB, and Sinc 16dB. TH&RB/s IBO in an AWGN

channel with SNR of 18dB shows a magnitude gredegradation for the sinc
correction function at 4dB IBO, but in the fadingannel the BER degradation is

negligible for the sinc case and only marginallyseofor the Gaussian case.

Clipping and filtering issues were addressed ieraice [92] where an oversampled
(LN- where L is the oversampling factor) IFFT zgradded in the middle is used to
modulate the OFDM symbol. The resultant samplestlaen clipped by a SL in the
normal way, as this results in out of band radrafis described section 3.4.2 the data
is filtered by a FFT/IFFT pair of size LN. Thetéf passes the wanted in band
samples while nulling out the out of band composenfThe advantage of this
technique is twofold, firstly out of band radiatiegreatly attenuated and secondly,
by oversampling peak regrowth after filtering isagty reduced (refer to Figure 3.11).

Simulations were performed with 4QAM data and N=s@dbcarriers. CCDF results
for a CR of 6dB compared the new algorithm (L=2,6M} with standard non
oversampled clipping (L=1, N=64) where it is sebhattthe L=2 case has 1dB less
peak regrowth than the L=1 case at”lprobability region. It was noted that
increasing the oversampling rate (L>2) at the IFpivided minimal further
improvement. Out of band radiation is also anadlyin the form of the PSD where a
perfectly linear amplifier with a CR 1dB higher théhe baseband clipping level is
used after modulation with a carrier frequency.t Guband radiation was reduced
down to 65dB using the new technique (L=2), comgaoe55dB for clipping before
interpolation (L=1) and 45dB with no clipping bedcamplification. In band distortion
is also an affect of clipping, reference [92] sfatbat clipping adds a noise like
component and a reduction in the constellation @eker to Figure 3.16) which can
be corrected at the receiver with AGC. Also asrbise from clipping is created at
the transmitter it will lessen its effect in a fagichannel. These properties will
improve the BER. This technique can be implemembedxisting OFDM systems

and requires no redesign at the receiver only camiahe IFFT at the transmitter.
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Another technique to lessen the effects of clipp[@8] called Decision Aided
Reconstruction (DAR) reduces clipping noise withaggorithm in the baseband at the
receiver. Like the method of [92] it uses a FFFIRpair in an iterative algorithm at
the receiver to try to estimate which samples vedipped at the transmitter. When
the clipping noise is large compared to the AWGNHga channel, performance is
limited by the clipping noise. Using the FFT/IFFpRir to make decisions in the
frequency domain regrows samples that were cligtdte transmitter, and although
they are still distorted decisions made on the sgmbols are much less affected by
clipping noise. However much of the gain from DAfy be achieved by simply

correcting the constellation shrinkage which cligpcauses (refer to Figure 3.16).

The algorithm can predict false clipped peaks wtenclipping level is set too low
(<2dB) worsening performance more than standangpiclg. Through simulation
reference [92] found that DAR worked best when alsmumber of samples were
clipped, and that it worked better with higher ordenstellations with a clip level
>4dB. For example in a 64QAM OFDM system with a @1L.5dB in an AWGN
channel the improvement was quite dramatic beinty oridB lower than the
theoretical lower bound. It was also noted thslight further improvement is seen as
N is increased. The number of iterations requicedjood performance was shown to
be around 3. The problem with the methods of ezfees [92, 93] is the latency and

complexity of performing extra FFT/IFFT operations.

6.1.1 Quantisation and Clipping

An early paper to investigate the relation betwelgmping and quantization in DMT

transceivers is reference [94] where an analygsgression was developed to find
the minimum number of bits required in the A/D, Dédnverters when the signal is
clipped to a predefined level. Due to the Raylaigture of the envelope of the DMT
envelope 2 to 3 bits can be saved in the A/D, Dp&ration without changing the

SNR. An expression to calculate the number ofthéis can be saved is (6.15)
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% —3\/(8/71) 2Ry e_ﬂ%

Pz

A:%Jo% (6.15)

where A=R - R is the number of bits saved; B the number of bits required for

the A/D-D/A when no clipping is performed; & the number of bits required for the
A/D-D/A with clipping to keep the same SNR as whemw clipping is

1+/2 L-1) .
erformed,v:—.w/ 3N).|| ——=| is a parameter set by the number of
P 2 ( ) (L+1j P y

subcarriers, N, the QAM constellation sizé, I(L=4 equates to 16 QAM), and
/,1=M is the clip level. Aaxis the clip level in volts an@ris the rms voltage of
o

the DMT transmit symbol. It was assumed in thegpdpat all subcarriers have the
same constellation type, however the authors ctasm different mapping types on

subchannels would have a minimum effect.

Clipping and quantization are further explored &ference [95] for DMT based
transceivers where a improved clipping techniquwa for up to an 8dB
improvement in the SNR over standard clipping. Teev method analyzed the
samples after the IFFT, if a sample is above tigpiclg threshold, A, then the
phase of each QAM modulated carrier is changed &g of a fixed phasor rotation,
and a new DMT symbol is generated by the IFFT. cBreful selection of the phasor
rotation, the probability of the new symbol requgriclipping at Ay, will be reduced.

Otherwise the symbol is sent on to further procgsanmolested.

The overall probability of clipping for the 2 pas®thod described above is (6.16)

Feiprrota = Paipr Fiipr2 = thlip (6.16)
which is determined to be
u 2
Feiip/rotal = [1_ erf" (EH (6.17)
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where = Ay, /0.

Recalculating the IFFT can create a bottleneck isigvdown system performance,
but does not necessarily require a factor 2 ineredighe IFFT as not every symbol
will require clipping, especially at higher leveté Agip. Side information is also
required to inform the receiver of the number odges p, used (if any) of logp bits

per transmitted symbol.

As seen in Figure 6.2, the clipping probability psavith an increase in the number of

passes. Atu=4 the 2 pass and 3 pass methods reduce the piigbabiclipping

down to ~10" and ~10@ respectively.

Pclip/p

Aclip/sigma

Figure 6.2: Probability of clipping DMT signal agunction of i/ for p=1,2,3. N=64 subcarriers.

Quantization effects are also examined in termsai$e from the DAC and ADC in
the transmitter and receiver respectively for vasiavordlengths, b. For 16 QAM,
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N=256, b=12,1>3.7 with p=1 andu = 3.4 with p=2 an improvement of 3 and 8dB

can be achieved.

Another reference [96] analyzed quantization effemt OFDM used a simulation
model with Hiperlan2 [53] specifications. Clipping performed on the | and Q
outputs of the IFFT. As the wordlength at the IFéUtput is decreased, the power
consumption and complexity of the DAC/ADC decreasssthe expense of
guantization noise, which increases the BER. Hawves noted in reference [94] the
wordlength can be reduced with minimal affect oa BER. Also clipping at the
IFFT output increases the resolution giving a bedteerage signal/quantization noise

power ratio, of course this is at the expenseippaig noise.

In a nutshell, lowering the clipping level increadbe clipping noise while at the
same time reducing the quantization noise. Refuwlts reference [96] indicated that
the optimum clipping level for wordlengths betwe®and 9 bits occurs at around 4
(slightly lower for smaller wordlengths). An 8 hitordlength is also recommended
with an extra 2 bits for the receiver ADC to comgetie for peak regrowth affects
after transmit filtering (upsampled by 4 befordefiing) and imperfect AGC in the

receiver.

Reference [97] examined the effect of rounding aatlration in fixed-point DSP
implementation of the IFFT and FFT where optimuadé-offs are found between
saturation and rounding. Results from simulatievenled that performance for fixed
point FFT’s is improved when overflow is alloweddocur with low probability. The
distribution of error was shown to depend on theraf the maximum quantization
level to the RMS power of the random variable. E6+bit arithmetic the headroom
was shown to be around 15dB. Doubling the sizethef FFT resulted in an

improvement in the new scaling method of 3dB.

6.2 Amplifier non linearities

As shown inSection 3.4 if no attempt is made to control thekpexcursions of an

OFDM symbol the HPA will saturate causing speategirowth and an increase in the
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BER at the receiver.This section reviews papers which analyze the eféécan
uncontrolled OFDM symbol on the HPA.

An early reference [42] to look at the effect oihan linearity on QPSK OFDM
compared analytically derived and simulated restidis the BER versus SNR.
Specifically they assumed that the intermodulapooducts were generated by non
linearities in the receiver IF module. These rissate stated to be applicable to the
transmitter amplifier, and that onl{®rder distortion will affect the system.

The BER is calculated under the assumption thatriteemodulation products cause
an additive Gaussian interference and that the BERpproximately equal on all
subcarriers. The non linearity is set at the l1dEhgression point of the in band

output and is related to the output signal, VoMyy =0.2/,. The simulated results

for the amplifier which is linear up to 3dB, witldBR backoff show that even with a
1dB backoff the BER is within 1 order of magnitudé the linear amplifier at
SNR=10dB. The simulated results were shown to rbegaod agreement with

theoretical results.

Reference [98] focused on simulation comparinggte Carrier (SC) and OFDM
systems with clipping in the baseband and RF amplifion linearities. The
simulation model used N=2K and 8K (DVB, DVA) subwars with QPSK and 16
QAM mapping to produce SER versus clipping and AW@bls in a Monte Carlo
simulation. It was shown that the SER versus ShIRiimost the same for both
systems with OFDM having slightly better performardue to the frequency guard
interval used in OFDM which reduces the equivalerise bandwidth. The number
of subcarriers has a negligible affect on OFDM tluehe Gaussian distribution of

samples.

The baseband clipping effect was simulated withShR set at 16dB for 16 QAM

and the backoff was defined &0 = A%az . Again the number of subcarriers was

shown to have a negligible effect on the BER. TPeeformance of the SC and

OFDM system converges at a baseband clipping of @B=for OFDM when 16
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QAM mapping was used, a backoff of 3dB was onlyunesgl for QPSK due to the

larger Euclidean distance of QPSK constellatiom{zoi

For the RF amplifier the low pass equivalent wasdysvhere the signal is of the form

A(t) €1, the HPA output can then be expressed as (6.18)
y(1) = £[ A(t)] A (6.18)

Where f[A] is the AM/AM characteristic of the amplifier arg{ A] is the AM/PM

characteristic of the HPA. The phase distortions wansidered to be linear.
Performance for 16 QAM OFDM under different amglifibackoffs is almost
identical to the baseband clipping effects with dB6BO required to bring
performance in line with its equivalent SC coungtp It was also shown that the
degradation increases as the third order intemmeppoint approaches the 1dB
compression point. QPSK was again shown to be mmibest to amplifier non

linearity.

Reference [40] both analytically derived and sirtedesan OFDM system in a AWGN
channel with and without equalization (1 tap) t@duce BER versus SNR plots.
Amplifier non linearity (using TWT as described $®ction 3.4.1) is stated to cause
two effects on the detected samples:

» constellation warping (amplitude and phase disioijti

* non linear distortion which generates a Gaussiareasb like cluster of

received values around each constellation poifer(te Figure 3.16)

For 16 QAM OFDM system it was shown that at higl©IR5dB) equalization had
no effect on the BER. As the IBO is reduced (14t equalized BER degraded
only a little, however the non equalized OFDM moldsk a further 7dB of SNR. At
12dB IBO the non equalized system lost so much 8NRits error floor became 10
3. For all cases a good agreement is shown betaragtical and simulated results.
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Reference [47] provided an analytical analysisrobsth non linear distortion on the
SER as a function of third order distortion (thestndominant distortion for smooth
non linearities) in a memoryless non linear powepkfier. The analysis was
performed on a matched filter pair. Initially tepectrum of the distorted OFDM
signal is examined, which is then used to deternmive detection error for the
matched filter detection. It was found through lgth@al means that the variance is
approximately equal on all subcarriers with the aiedsubcarriers experiencing the
most noise, this means that the SER is similarllosulacarriers, a result supported by

reference [88].

Simulated results are compared to analytical redalt QPSK and 16 QAM OFDM.
The simulation model used an equivalent low pageesentation to avoid RF up and
down conversion, N=1024 subcarriers were procebgegh IFFT at which point the
non linearity was performed. The data was demaedlavith an FFT and the
transmit symbols were compared to the received Emmp The difference was
squared and stored and then averaged to find tle® mariance. The simulation
results for 16 QAM were found to better fit the lgtiaal results than QPSK, the tails
in both cases fall of quicker in the simulated chseause they are not exactly
Gaussian. However a good agreement is seen betWweeamalytical and simulated

curves.

Reference [41] extended on earlier work presentedtfierence [40] to theoretically
analyze the effect of non linear amplifiers in aorgtion with phase noise on M-
QAM OFDM. Phase noise is caused by the oscillatotke RF stage and becomes a
more dominant source of noise at higher carrieqUemcies (up to 40GHz). The
theoretical expressions were supported by simuiatissing SSPA and TWTA with
different values of phase noise. Under the assommf modeling the phase and
amplifier distortions as additive Gaussian noise, tomputed variances are used to
get an estimate of the BER in an AWGN channel.

Results indicated that while QPSK is rather impausgito both amplifier non linearity
and phase noise, the performance of 16 and 64 GAdvieiatly diminished in terms of
the BER even with a large OBO in the amplifier. SSPA with p=2 introduced™™

order distortions which further diminished the penfiance of 16 and 64 QAM. In

127



Chapter 6: Peak to Average Power Solutions — DietioFechniques

general it was shown that the joint effects of afigplnon linearity and phase noise
have two major effects. Amplifier non linearity ggates a uniform amplitude
attenuation and phase rotation which can be c@ueat the receiver by AGC. Phase
noise introduced a constant phase rotation withi@FDM symbol which can be

estimated and corrected using the pilot tones. Jdwond effect is constellation
clustering due to the interference produced byHR@ to the ICI caused by the phase

noise.

Finally it was shown that the phase noise impaitmeas dependant on the
relationship between the phase noise rate and #HeMDsymbol period. It was
shown that the phase noise can become a limitiotprfaf a large number of

subcarriers and a high frequency carrier are used.

6.3 Windowing

Windowing or pulse shaping are similar to clippinghat they attenuate large peaks.
However in windowing a corrective window is multgd with the data so that not
only the peak cancelled but surrounding sampleslaeaffected. The advantage of
this process is to keep the OBR lower than in stechdlipping. Windows should be
as narrowband as possible in the frequency speanomain, so as to have good OBR
properties. However narrowband windows have thgrecal affect of being long in
the time domain which implies many signal samplemd affected, which increases
the BER.

Reference [99] uses window types such as such sise;oKaiser, and Hamming,
comparing their use to standard clipping in terithe frequency spectrum and BER.
The simulation model uses Hiperlan2 [53] speciiaa with a %2 rate convolutional
code and 16 QAM where it is shown that clipping gignal at 5dB has a minor
affect on the BER with a 0.2dB loss in SNR. Winduyvis shown to have almost
identical affect on the BER above 5dB clipping buaterestingly has worse

performance at harder clipping levels.
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To simulate the affect of the required backoff e tHPA a SSPA with p=3 as
described in Section 3.4.1 is used. In order &pkihe OBR to below 30dB for 64
subcarriers a backoff of 6.3dB was required, whsolld be reduced by 1 dB to
5.3dB when peak windowing is used. When 256 suiecarare used the backoff of
6.3dB can be reduced by 0.8dB to 5.5dB with peakdwaiving, showing that

windowing is independent of N.

A later reference [100] uses broadband pulse sgapmindividual subcarriers as a
way to reduce the PAPR. By making the cross caticel between samples in the
same block close an OFDM signal with a low PAPR loarcreated. The new OFDM

signal is given as

x(t) =D X, (m) (D ™" nT<t<(n+1) T (6.19)

Where X, (m)is the modulated data symbol of subcarrier m, thésduration of the

OFDM block, and the wavefornpm(t) is a pulse shape of duration T, on subcarrier

m which has a bandwidth less than or equal to #redWwidth of the OFDM signal
X(t).

Unigue RRC waveforms are multiplied with each samnpthich are cyclic shifts of
each other within the same time interval O<=t<As each RRC pulse is seeded from

the same source they are easy to create, the RRE fou each subcarrier is defined

as
NL-l —j2AK ok m
pa(t)= D, C(kje Ne N 0<t<T (6.20)
k=-L
where
_ 1,7 —j2n5t _ 1 m
c:(k)_?j0 p(f)e T di=— l{?j (6.21)
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is the Fourier series of p(t) and

0, elsewhert

where p,, (t—T/2) are the samples of the time domain RRC pulse.

When the rolloff factor is increased to 0.5 theueiibn in the CCDF at Ri#{o)=10"

is around 6.5dB. However the effect of oversangphnd the frequency spectrum is
not treated. | anticipate that the spectrum ieast 50% larger than normal OFDM
because the spectrum of the broadband pulse wayd to be convolved with the

basic OFDM linear spectrum.

Note that reference [100] is actually mathematycafuivalent to clipping and

filtering with a linear time invariant filter.

6.4 Conclusion

This chapter presented distorted techniques forrélaeiction of PAPR in OFDM.
Clipping in the baseband was first introduced &s ithe simplest and most widely
examined area in distorted PAPR reduction techsiqu€lipping was shown both
analytically and through simulated means to haweirgor effect on the BER when
QPSK modulation was used due to the large Euclidéstance between constellation
points. Higher order mapping types such as 16 &hdQAM were much more
susceptible to clipping. The BER on individual satsiers was also treated where it
was shown that the probability of error was almesual on all subcarriers.
Increasing the number of subcarriers was shownate ta beneficial affect as the

noise introduced by clipping would be spread overarsubcarriers.

The Gaussian like assumption of the noise whichssumed in most analysis of
clipping noise was also shown to be unsubstantia¢ésdlting in optimistic error

probabilities. Clipping noise was shown to haveirapulsive nature at higher clip
levels resulting in a much smoother decay in eprabability as the clip level was

increased.
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Clipping at the nyquist rate (no oversampling) doescause out of band radiation as
all the noise was shown to fall in band. Oversangpbefore clipping was shown

[46] to produce less in band noise but to incraageout of band noise, requiring

filtering.

Quantization in hardware and clipping was alsoté@avhere it was shown that some
bits could be saved after clipping, due to the Bigyl distribution of samples without
degrading system performance. This also improwesrésolution of the clipped

samples.

Furthermore it was shown that several steps coaldaken to mitigate the errors
caused by clipping. As clipping noise caused &fmin in the constellation size as
well as a Gaussian like spreading the AGC in tleeiver could be used to correct this
depending on the clip level. Also, the noise doeclipping will also experience

fading along with the signal further lesseninggitiect.

Early windowing and pulse shaping techniques digalalittle improvement and
sometimes a further degradation in the BER whitenapting to reduce the OBR.
Later work in this area produced a markedly greiat@rovement in the PAPR by the
selection of appropriate pulse shapes which wemdieapto individual subcarriers

rather than the whole transmit signal.
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Chapter 7

Reduced Complexity Clipping
Algorithms

The previous chapter covered distorted techniqoeBPAPR reduction. As described
clipping suffers after filtering as clipped pealkeaegrow resulting in saturation of
the HPA. Also, although clipping is less complextérms of hardware operations
than distortionless techniques, estimates of thgnimade still need to be made in
order to decide whether a sample needs to be dipp@aot and multiplications have
to be made to correct the signal. This chaptesees new low complexity clipping
techniques which avoid complex hardware operatiotile maintaining similar
performance to conventional clipping. The new pmlyy algorithms are then
implemented in a new clip and filter algorithm whiis much less susceptible to peak

regrowth after baseband filtering.

Section 7.1 describes conventional clipping andhaulation model is developed to
quantify the effects that various transceiver congmis have on the BER This
model is then used to test the new clipping alporg. Section 7.2 details a new
technique coine®ector Clippingand provides theoretical and simulated analysis of
the new method. Section 7.3 presents another eefwnigue which is similar to the

CORDIC algorithm but with reduced complexity cal®dctor Subtraction Section

! In this work the BER will be plotted against clipg level with the noise set to zero. All the esro
are therefore caused by clipping noise. The BHifRthese plots therefore represent the ‘error flobr
the more commonly used BER vs. SNR plots.
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7.4 compares the new and existing clipping methiodserms of their baseband
Clipping Level (CL) vs. the BER. Section 7.5 implements riegv algorithms in a
new clip and filter algorithm which is less susdelgt to peak regrowth. Finally
section 7.6 concludes the chapter with a reviewhef advantages of the proposed

clipping techniques.

Note that the results in Sections 7.1 and 7.4.ivshe Bt Error Rate Hoor (BERF),
i.e. the BER due to clipping as that is the foctighis chapter. For comparison
Figure 7.1 shows the BER withdditive White Gaussian_Nise (AWGN) in the
channel and the CL set at 3, 5dB and no clippihgl6, and 64 M-ary QAM symbols
are modulated with a 64 point IFFT and then pulsaps filtered with a Bot Raised
Cosine_Hter (RRCF) witha=0.35, and 128 taps. It can be observed that 166dn
QAM mapping is much more susceptible to clippingsaahan 4 QAM. The error
floors for 64 QAM can be cross referenced with feg@.4. The OFDM transceiver

system is shown in Figure 7.3.
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Figure 7.1: Average noise in the channel vs. B&RIf 16, and 64 QAM.
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7.1 Conventional clipping

Conventional clipping is defined here as any haréwaethod which reduces the
amplitude of the signal to a predefined level irelwith the origin as shown in Figure
7.2.

Figure 7.2: 1Q diagram showing conventional cligpiegion. The vector r is reduced {g.r

Clipping in this way only introduces amplitude digton, the phase is unaffected.
This method is the most hardware intensive of a@thads described in the following

sections. Some of the operations require iteratetniques when implemented in
fixed point processes (e.g. Division and squarésioand therefore take a number of
clock cycles. Other methods require vast LUT’sckhcdonsume chip area or memory

space. Mathematically conventional clipping cardbescribed as

n r |r| < rclip

X" = (7.1)

r.clipe&(r) |r| > rclip

In order to analyze the performance of conventiatigping it is useful to quantify
the effects of the different system components lvea i.e. the mapping type, IFFT
size, number of filter taps, filter rolloff factoand IBO of the HPA. A block diagram

of the simulation model used is shown in Figure 7.3
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Data M-ary | IFFT Clip Interp RRC
gen [ mapping > » block [ CP > by8. | Filter SSPA
- v
» BER
» calc AWGN
v
Data De-map FFT Remove Deci. Matched
decision [¢ - < CP  |[&— pyg |* RRC
Filter

Figure 7.3 Block diagram of simulation model useddipping models.

The baseband Monte Carlo simulation model of FiguBrandomly generates M-ary
mapped data and then modulates the signal withHR€. Note the data is buffered
at the input to the IFFT so that N samples areiriealthe IFFT, after modulation the
data is converted back into serial form and semtédbaseband clipping block. After
clipping to a predefined level relative to the mgmwer of the transmit symbol a
cyclic prefix can be added to the data. The dathen interpolated by a factor of 8
before being filtered by a matched® Raised_®sine_Hter (RRCF). A SSPA (as

described in Section 3.4.1) models the HPA. AWGN multipath delayed versions
of the signal can then be added in the channel.

At the receiver side the process is reversed, ahmdt RRCF filters the received
samples which are then decimated by 8 to retribeettansmitted samples. The
cyclic prefix (if used) is removed prior to demoalitbn with the FFT. Again note

that the data is buffered at the input to the FRiil @ll N samples are ready. Finally,
a simple_least §uare (LS) algorithm is used to make decisionshendiecoded data.

A comparison between the gray encoded transmiiteagbd the received bits is made
to determine the BER.

In the results that follow the conventional basebatipping algorithm is used as

described in Figure 7.2. Note that 64 QAM mappsgsed unless otherwise stated
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since the more traditional QPSK has such a highraokce to clipping excessive
simulation times are required to get BER plots.tha following simulations 10,000
OFDM symbols are transmitted, each symbol has #2rnmation bearing subcarriers.
For 64 QAM this means around 3 million bits aresmitted.

Effect of filter on the BER

Figure 7.4 shows the baseband clip level vs. th& B& a RRCF with different
numbers of coefficient taps and roll off factoraifred alpha in figure 7.4). There are
no other sources of distortion or noise. The nunatbéaps is set at 64, 128 and 256,
and the roll off factor or excess bandwidth isage?.15 and 0.35.

1T

-+

10"

10°

10 I

EERF

10*

10°

-| — alpha=0.35
—— alpha=0.15
10 —o— 64 filter taps
—£ 128 filter taps
—7 256 filter taps
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o

[N S
N
w k-
o -

Clip Lewel (dB)

Figure 7.4: Baseband clip level vs. the BERF farying RRCF parameters. 64 QAM symbols, 64
point IFFT, LPA, no channel impairments. AWGN=0.

Two points can be made reviewing Figure 7.4, trat f§ that when the easier roll off
or excess bandwidth @=0.35 is used the number of taps has little etbecthe BER.
The second point is that when a tighter roll offtéa is used ¢=0.15) the BER is
substantially affected by the number of taps. @érftaps has a BER almost 2
magnitudes worse than 128 taps at CL=7dB. Thiduis to the inband amplitude
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distortion (ripple) created when insufficient tapse used with a small excess
bandwidth (refer to Figures 7.5a and b). This te®a linear spreading of the
demodulated samples away from the origin. In abes0=0.35 has worse
performance than=0.15 for the same number of filter taps.

The 0.35 roll off factor curves will have a widarnsition bandwidth in the frequency
domain. The extreme subcarriers will then be édfi@dy additional attenuation
which will reduce the noise margin in the receisiecision (slicer). The 0.15 roll off
curves have a steeper transition band and avoid ptioblem of the extreme
subcarriers. However pass-band ripple will beodticed when the number of taps is

low (taps=64).
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- .- - »  ® ‘;ﬁ L m o - * + * * * - -
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o, F NN NN - ¢ * ’ * . .
/ , ’ ‘ ‘ ‘ \ x ......... S1F P ¢ - * * . - -
15 1I 70:5 6 0:5 1I s s [ s o 05 i s

Figure 7.5a: Demapped constellation, M=64, with ~ Figure 7.5b: Demapped constellation, M=64, with
no clipping or channel impairments. 64 filter taps o clipping or channel impairments. 128 filterdap
in RRCF,0=0.15. in RRCF,0=0.15.

The Hiperlan2/802.11a physical layer specificatiequires a tight roll off, o(=0.15)
so that the filter skirts occur in the null sub@xs. In all further simulations 128 filter

taps with a roll off otx=0.15 will be used unless stated otherwise.

Effect of HPA amplifier backoff and IFFT on the BERF

Figure 7.6 and Figure 7.7 again shows the clip llesee BERF with 64 QAM

mapping. This time the IFFT size is set to 64 488 while maintaining the same

137



Chapter 7: Reduced Complexity Clipping Algorithms

number of information bearing subcarriers, i.e.dh& is therefore critically sampled
(almost) and oversampled by a factor of 2 respelstiv The other variation is the
inclusion of a HPA with IBO. The HPA follows theaBp model of (3.34) with p=3.
This allows us to see the effect of peak regrowthtlte BERF with and without

oversampling.

In Figure 7.6 (0os=1) even with an IBO of 4dB abdlie baseband clipping level
(IBO=CL+4dB) peak regrowth still causes a small antcof saturation in the HPA,
degrading the BERF. With no extra IBO in the HPB@ECL) the BERF is between
102 and 10’ at CL=6dB while with a LPA the BERF is below @t 6dB baseband

clipping, a 1.5 order of magnitude improvement.

In Figure 7.7 (0s=2) the performance is betteralbtBO across the board. Some of
the clipping noise falls into the null bins andsitosequently filtered away while os=1
systems would cause this noise to fold back inéoitlvand subcarriers. For no extra
IBO in the HPA the 64 point IFFT has a BERF betw#8hand 10 at 6dB baseband

clipping (Figure 7.6) while the 128 point IFFT ha8ERF just above I{at the same

clip level, an improvement of half a magnitude. t&m Figure 7.7 that for the curve
IBO=CL+4 to the LPA curve (IBO=CLsb) there are no errors occurring in over 3

million transmitted bits at 7dB clipping level.

In order to further highlight the effect of oversaling, the CCDF in Figure 7.8 is also
shown for the case described in Figures 7.6 andsiAadwing the peak regrowth under
critically and oversampled conditions. In this &€dke baseband clip level is set at
5dB, peak regrowth for the critically sampled casextreme with almost 5dB peak
regrowth at Pi>(o)=10". Peak regrowth is 3dB (2dB less) for the overdathpase
(0s=2) at Pi{>{y)=10". Results not shown here indicate that the hatdeclip level

the more extreme the peak regrowth after filtering.
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dB)
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Figure 7.6: Baseband clip level vs. the BERF witinying IBO in HPA. 64 QAM symbols, 64 point

=0.

3in HPA. AWGN

IFFT (0s=1), RRCF with 128 taps and0.15. p
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Figure 7.7: Baseband clip level vs. the BERF withying IBO in HPA. 64 QAM symbols, 128 point

=0.

3in HPA. AWGN

IFFT (0s=2), RRCF with 128 taps and0.15. p
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Figure 7.8: Simulated CCDF clipped in basebandi&, $BO in HPA set to 8dB for 64 and 128 IFFT.
Effect of constellation size on the BERF.

Figure 7.9 shows the effect of changing the mappingstellation M with an
oversampling factor of 2 in conjunction with a LPAAlthough 4 QAM was
simulated, it is extremely impervious to clippingthvno detected errors at 0dB and
above. 16 QAM also has rather robust performandée presence of clipping with
no errors being detected above 4dB clipping & fi@bability. 64 QAM clipping has
performance around 2 magnitudes worse at equiveligming levels to 16 QAM.
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Figure 7.9: Baseband clip level vs. the BERF witrying M-ary constellations. 128 point IFFT
(0s=2), RRCF with 128 taps ang0.15. AWGN=0.

Effect of changing Pin HPA

The model used to simulate the HPA is the SSPAriestin Section 3.4.1. Varying
the value of p in the SSPA controls the input tgpaticurve of the amplifier as shown
in Figure 3.14. Figure 7.10 demonstrates the efiechanging p on the BERF, the
saturation level of the SSPA is set equal to theeband clipping level. Here it is
seen that p=1 has an extreme effect on the BERE3 dAuses a magnitude of
degradation over the absolutely linear region af(B39. As p=3 is a practical value
used in many designs [40] it will be used in attlfier simulations.
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Figure 7.10: Baseband clip level vs the BERF witinying p in the SSPA. 128 point IFFT (0s=2),
RRCF with 128 taps angF0.15. HPA backoff set equal to baseband clippévgll. AWGN=0.

This section provided a description and simulatimisan OFDM system with
baseband clipping. The effects of oversampling If€T, filter parameters, HPA
parameters, and mapping type were simulated tdhsdeeffect on the baseband CL
vs. the BERF. It can be concluded that a good&parameters for further analysis

of an OFDM system are:

» Oversampling factor of 2 in the IFFT.
* RRCF with 128 filter taps and a roll off factor @fL5.

« A SSPA with p=3.
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7.2 New Sector Clipping method

A new technique for clipping developed by the autidich reduces hardware
complexity isSectorclipping [3] Sectorclipping avoids magnitude estimates which
require hardware multiplications to perform corneetscaling. The decision to clip is
based on the | and Q values in conjunction with gamnsons between them, and so
divides the clipping region into different ‘sectorgigure 7.11 shows the |1 Q plane of
Sector clippingwith the clipping regions clearly identified. Thew method requires
only comparators and can be implemented in hardasuether an iterative (to reduce
complexity) or parallel structure (to increase sf)eeThe number of sectors can vary
from 2 (square clipping) to 5 or more, although discernable improvement in
performance is seen above this number. Note tica¢asing the number of decisions

beyond 5 Sector will clipping increase the compleas much as multiplications.

As seen in Figure 7.18ectorclipping not only introduces extra amplitude disitor
over conventional clipping, but also phase distortas data outside the clipping
regions is not reduced in line with the origin. eldymmetry oSectorclipping can be
exploited to further reduce hardware complexitg, data can be ‘folded’ into the first
octant by removing the sign bits (making it posjiand making the largest value of
the complex signal the real component, the clipppgration is then performed on
the new value. Sign bits and the relative siz¢éhefreal and imaginary components
can then be used to extrapolate the original mwsitf the clipped sample. As there
are 3 unique sectors in Figure 7.11 this struggikemown as3 Sectorclipping.

7.2.1 Theoretical Analysisof Clipping Techniques

In order to compare the performance of the varaipping techniques the Clip Level
vs. SNR is mathematically derived for 3 casésnventionaklipping, Sectorclipping
with 3 sectors, an8quareclipping. Squareclipping can be construed as a DAC with
limited word length. Note that for the theoretiealalysis, no oversampling, filtering,

or amplifier is assumed.

143



Chapter 7: Reduced Complexity Clipping Algorithms

Figure 7.11: | Q diagram showing direrent secigypng regions and the direction of data reduction
for 3 Sector Clipping.

7.2.1.1 SNR Analysis

The relation between the input and output of thppahg operation is expressed
pictorially in Figure 7.11 and can be used to famdexpression for the SNR.

X . LN
> Amp r\/ > Y

A

n

(R > Noise

Figure 712: Input output relationship of clipping operatio

Mathematically, this relation between the inputard the output, y can be expressed

as Bussgang’s theorem
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y=ax+n (7.2)

where X in the input signal, y is the output sigaatla is chosen so that the input

signal and the noise, n, is uncorrelated. Fintﬂimagé‘d moment of y (7.2) gives

Elyy] = E[(ax+ n)(ax+ )]

7.3
Ryy = aZ Rxx + ZO'E[X“] + Rnn ( )

where Ry is the autocorrelation of the input signal givihg input power, B is the
autocorrelation of the output signal giving thepdtpower. As x is assumed to be

uncorrelated to the noise the terBoE[xn can be removed and (7.3) can be

rearranged and solved for the noise powgs, R

R, =R, -a°R, (7.4)
Rearranging (7.2)

n=y-ax (7.5)
Taking the expected moments of (7.5) and then ¢helation functions yields

E[nn] = E[(y - ax)(y - ax]

R. =R, -20R_+a’R (7.6)
nn T lyy Xy a XX
Equating (7.4) and (7.6) and solving for
R, -a’R, = R, —20R,, +a’R,
0=2a°R, -20R,, (7.7)
R
a=—"
R

XX
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The signal, S is equal to:

S=a’R (7.8)

XX

and the noise is given in (7.4), the SNR is thef)(7

a’R,

—_— (7.9)
2
Ryy -a’R,,

S
N

To reduce mathematical complexity substitutionsnaagle to factor out,R The new
SNR is given by (7.10).

S _
N (7.10)

The expressions for the correlation functions neede defined for each of the

clipping techniques, which are solved to find aseld form solution.

7.2.1.2 Conventional clipping

The definitions for the autocorrelation of the ihpautocorrelation of the output and

cross correlation for conventional clipping arepexgively given below.

Ro = I: r2.f(r)or

(7.11)
Ry =[P+ 1 w12
ny(O) - Iorcnp ref (I’ )ar * r:p ' 'rclip f (I’ )ar (7 13)
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where r is the input data (i.e. the magnitude efdhata at the output of the IFFTgir
is the clipping level, and f(r) is the probabilitistribution of the data, r, which is
assumed to be Rayleigh distributed.

o (7.14)

Note that for the Rayleigh assumption of the distiion of ‘r' to hold the number of
subcarriers is assumed to be greater or equal t8®4 In order to reduce the

mathematical complexity of the correlation funcBothey are normalized by the

average input voItageI\/E :

R=—— (7.15a)
o2
r.
Ryp =— (7.15b)
a2
or=_9"_ (7.15¢)
o2

Substituting (7.15a, b, c¢) into (7.11), (7.12), a(W13) yields the normalized
expressions for R, Ry, and Ry given in (7.16), (7.17), and (7.18).

Ry =40° [ R°.F(RPR (7.16)

00

Ry, =40° [ R*.f(RjgR+40°[* R}, R (RJOR (7.17)

rc\ip

Ry =40° [ R (RPR+40° [ R Ry, T(ROR  (7.18)
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where f(R) is the normalized Rayleigh probabilitgtdbution of the data, R.

f(R)=e™ (7.19)

The normalised clip level is also required (7.20)

dB

r
eip = 20'0910(0—\5)

dBcIip = 20|oglo(R)

dBchp

R=10 * (7.20)

The evaluated correlation expressions of (7.16)17)7 and (7.18) are shown in

(7.21), (7.22), and (7.23). These are substitutéal (7.10) to calculate the SNR at
various clipping levels.

R(X(O) =207 (721)
B0 - g g (7.22)
I:i<x(0)
“ :% - " e \/_ I%Ilp \/_ th erf( |%P) (7.23)
x(0)

The SNR vs. clipping level for conventional clipgireduces to (7.24)

A plot of the theoretical SNR vs. conventional dépel is shown in Figure 7.16.
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7.2.1.3 Sector Clipping

In sector clipping the reduction in hardware comitjecomes at a cost of introducing
extra amplitude distortion and phase distortiontrees components of the complex
signal are not attenuated by the same scalingrfactdhis leads to more complex
equations for B, Ry, and Ry as the data must be represented in terms of its

Cartesian co-ordinates.

A way to realize the transition from polar to Carém is to recognize that the joint
probability of two independent, zero mean, quadeashifted, Gaussian-distributed

variables, x and y, with the saraecreate a Rayleigh distribution (7.25).

f(x,y)= o e’ xaﬁ e’ (7.25)
_Xz_yz
f(xy)= e 2

3 sector clipping levels are defined relative &g (7.26a, b, c) of the conventional
clipping method. The clipping regions for 3 seatbpping are shown in Figure 7.13
showing the vectors of an unclipped signal and¢iseltant clipped sample.

ly =Ty, SING (7.26a)
r.

[, =" 7.26b

1 45 ( )

l, =r,, cosg (7.26¢)

clip
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vectol

3 Original

Clipped
vector “SNa

Figure 7.13: | Q diagram of*lquadrant of a Sectorclipping system showing the vector of an

unclipped and clipped sample.

The new sector clipping correlation equations fer, Ry, and Ry are listed (7.27,

7.28, 7.29) respectively below. Due to symmatnly the first quadrant is used

Ryo) =J'OWI:(>@+ yz) f( % Y00

(7.27)

The autocorrelation of the output equations areogein (7.28) where the symmetry
of the clipping regions is exploited. The limitk tbe integrals of each part (7.28)
dictate what will happen at the output. Hencefitst 2 parts of (7.28) do nothing to

the data as they are inside the clipping regiohe st 3 parts of (7.28) (1, 2, and 3 in
Figure 7.13)) perform the attenuation as eviderethe limits.
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Iy Iy

Rw<0>_4”(x2+ V). f(x 02

+8lfljl(x2 + yz).f(x, y)0 %y

Lo

+8H(I22 +y2).f (x,y)ody (7.28)

ol

+8”(|12 +y2).f (x,y)9@y

hilo

+4ﬁ(|12+|12).f (x,y)oxay

Iy 1y

The cross correlation (7.29) follows the same fas(7.28) where the first 2 parts are
inside the clipping regions. The last 3 partso29) show the translation of the input
sample to the output. Again the symmetry of Figude is exploited.

Rywo) = j( ) (% yoR)

+8lfljl(x2 + yz).f(x, y)0 %y

Lo

O

w g

+8H(x|2+y2).f(x, y)00y (7.29)

ol

+8”(xl1+y2).f (x,y)0%0y

hilo

#af [(x+ Y1) £ (x,Y)0y

I 1y

As in the normalized conventional clipping methsdbstitutions are made to remove

o and reduce the complexity of the correlation fiord.

_ X -y

X _—\/E (7.30a) Y —\/E (7.30b)
i :ﬂ

oX = \/_ (7.30c¢) aY \/5 (7.30d)
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| | |
Lo =—2 7.30e L =——  (7.30f L, =—2 7.30
o= 2 (7.30e) s (7.30f) 2= (7.309)

Substituting (7.30) into (7.27), (7.28), and (7.9®lds the simplified expressions for
the 3 sector clipping correlation functions. Thlemalized equation for R is

Ruo) =2o—2j:j_°;( X2+ Y?). £( X, )9 % ) (7.31)

The normalized equation foris

az%zqﬂj(xzwz). F(X, V)00 Y
0

+8[ [ °(X7+Y?) F( X, Y950 ¥
+8j:j (XL, +Y?).f(X,Y)9 20 Y (7.32)
+8j°°jl(XL1+Y2) (X, Y)Y
+4j j (XL +YL). f( X, V)9 20 Y

The normalized equation forf) is

Rot) 24 (4 (x2 +v2). £( X, V1950 ¥
Ro) IOIO( ' )( K

+8[ [ (X2 +Y2). (X, V00 Y
+8[7 [(L2+Y?).6(X,)050 Y (7.33)
+8j°°le(L§ +Y2).£(X,Y)030 Y

8 [ Lf(X, V)XY

Where 1(X,Y) is given by (7.34)

(7.34)
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The normalized clipping levels are

r
dBcIip = 20'0910(0—\/§j
dB, =20log,,(R)

clip
dBcIip

R=10 2 (7.35)

The evaluated correlation expressions of (7.31)32)7 and (7.33) are shown in
(7.36), (7.38), and (7.40). These are substitutéal (7.10) to calculate the SNR at
various clipping levels.

Ry = 20° (7.36)

a was calculated to be (7.37)

a =M = {Zerf ('—1)(3 el + erf (L,) }

Rog) & 2
+2{(erf (L)-erf(L)) (% el + e”‘éLo)H
+%e’L22 erf( L) +2[ 1~ erf( Ii)]{:/% el + erfgLo)} (7.37)

+%T{(1—erf (Ll)){ Le“ - Le- +g erf( |T)_£2” erf{ le)ﬂ

r L (erf( L) - erf( 1)) |+ 72 € (1= erf 1)

Which after expansion and reduction becomes

=erf (L,)erf(L,)-erf(L)erf( L)+ erf( L) (7.38)
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The normalized autocorrelation of the outpﬁ@ was derived to be (7.39)

x(0)

Ryto) _ (3 e eff(Ll))
Ro) zert (1) N

+2|:(erf(|_2) erf(H))(\/L—,; et +L£L0)ﬂ

+2€rf(|-o)|::/|;—_[el'2 erfgLQ) \/]_Te‘L12 _erf(Ll)}

+2L%erf (L, ) (1-erf (L)) + 2( 1- erf( '-z))( - (LO)]

(7.39)

7T 2

+2{(1—erf(k))(ie—¥+erf(|-1)+ Ly i }

Jr 2
+2L7[ (1-erf (L)) (erf (L) - erf( L)) ]+ 2Lf[(1— erf(

Which after expansion and reduction becomes (7.40)

M:z f |:__L2 L i "—12:|
LY AR

+erf (L) erf (L) - erf(L,)]
+2L, erf (LO)[l— erf ( Lz)] —% el + erf( L)
+2L%erf (L) erf (L) -1]+ 2L7[ 1~ erf( Ly)]

(7.40)

The closed form solution is shown in (7.41).
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SN F?%Sec =

(erf (L) erf (L) —erf( L) erf( L)+ erf( Li))2

2erf (LO){:/I;_T g +\;‘]LT elf}
+erf (L, )[ erf( L) -erf(L)] 2
+2L et (Ly)[1-erf(L,)]

‘f/%e_le +erf( L) +erf

+2L%erf (L)[ erf (L) -1] (7.41)
+2L,7[1-erf (Lo)]

A block diagram showin@ Sectorclipping implemented with a LUT is shown in

Figure 7.14. Note that the sign bits are remowel) and @, and attached back on at

lout and Qu. A flowchart detailing the decision matrix in tagorithm is shown in
Figure 7.15. From this the LUT in Figure 7.14 exided and shown in Table 7.1,
where it is seen that the LUT requires a 8 bit trgnud a (Nx2)+2 bit output. A plot

of the theoretical SNR v& Sectorclipping is shown in Figure 7.16. The latency of

the structure in Figure 7.14 is low as the levehparisons are made in parallel and

fed into the LUT. Further more when reviewing theh table in Table 7.1 the inputs

for ‘0’ and L2 can replaced with logic 0 and 1 resfively reducing the number of
inputs to the LUT to 4 and by implication the sofeéhe LUT.

Table 7.1: Truth Table for 3 Sector clipping

Input Output
I in Qin I clip chip Ctrl | Ctrl
0 | Lo | L |L]|O0]JL]L]L | Q
X X 1 X X X 1 X Ly L1 1 1
X X X 1 1 0 X X L, Qin 1 0
X X 1 X 1 1 0 X L Qin 1 0
1 0 X X X X X 1 lin Lo 0 1
1 1 0 X X X 1 X In L1 0 1
For all other combinations data is passed through i |l Qn 0 0
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Figure 7.14: Block diagram of Sectorclipping.
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Figure 7.15: Flowchart for the LUT in Figure 7.131Sectorclipping).
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7.2.1.4 Square Clipping

Squareclipping is the least complex form of clipping aisdshown in the following
theoretical results as a lower bound on the presgewtipping techniques. The
theoretical SNR fo6Squareclipping can easily be found by using the same otkHs
for 3 Sectorclipping and changing the limits on (7.32) and 8j.@here appropriate.
That is by setting bothy land b equal to 1 in Figure 7.13. The equations are simpler

to derive and can be construed as 2 sector clippgh is in fact Cartesian clipping.

7.2.1.5 Theoretical Results

The theoretical results f@@onventional 3 Sectoy andSquareclipping SNR vs. clip
level are shown in Figure 7.16 together with thaieglent simulated results. Note
that for the simulated results no filtering, ovengding, or amplification is performed,
the noise is measured after clipping. As expeCledventionalklipping has the best
performance an8quareclipping the worst.3 Sectorclipping has performance in the
middle, but with greatly reduced complexity regugrionly a few comparators and a
simple LUT, making it only marginally more complethan square clipping.
Generally3 Sectorclipping suffers a 1dB penalty in SNR compared¢anventional
clipping levels above 0dB. In other words in orfier3 sectorclipping to achieve the
same SNR a€onventionaklipping the clip level needs to be set 1dB higihan the
Conventional case. Also of note it is seen that sector cligperformance
approaches the same SNRSxuareclipping at clip levels below 0dB. This makes
sense as harder clip levels reduce the size obmedi and 2 in Figure 7.13, making
the corner sector the dominant clip region, justraSquareclipping. Therefore3
Sector and Square clipping share the same lower SNR bound of 2.439dB
Conventionaklipping has a lower SNR bound of 5.634dB.
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Figure 7.16: Theoretical Clip Level vs. SNR f@onventional(Standard),3 Sectoy and Square
Clipping. Theoretical (dashed), simulated (solid).

Comparing the simulated curves with the theoreticeds it is seen that they are well
matched at clip levels below 6dB. At higher levellipping the simulated results
have

slightly better SNR, this is due to the theoretiRalyleigh distribution assumption of
the signal not holding at higher amplitude leved9][ Simulated OFDM symbols

have lower PDF values in the tail of the distribuati

Figure 7.17 plots the theoretical 3 sector clippamgle,6 (shown in Figure 7.11) vs.

SNR for clip levels ranging from -10dB (at the loott of Figure 7.16) to 10dB (at the
top of Figure 7.16). The angteis varied from 20° to 40°. The choice tbhas no

impact on harder clipping levels, but it does afféblR performance at weaker levels

(CL>5dB). It is seen that the optimum angle 6ds 27.5°, i.e.(l% ) = tan( 27.3,
2

for all practical clipping levels as shown in Figuf.17.
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Figure 7.17: Clipping anglé), (of Figure 7.11Vs. the SNR foB sectorclipping, based on (7.41).

7.2.2 Extensions of Sector Clipping

3 Sectorclipping can be extended to incorporate more sedisereby improving
performance. Figure 7.18 shows the | Q plot offttet quadrant o#4 and5 Sector
clipping. Figure 7.19 depicts simulated results SectorClipping with 3, 4, and 5
sectors as well asddventionaland Sjuare clipping for comparison. Increasing the
numbers of sectors from 3 to 4 improves the SNR2B at a clipping level of 6dB.
5 sectors provides a further 0.5dB gain in SNFhatsame clipping level. Generally,
the SNR difference between the schemes increas#s clipping level. The
complexity increase for 4 and 5 sectors is minimar 3 sectorclipping requiring

only a few extra comparators and a doubling ofLi& size.
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Figure 7.18: | Q diagram showing th& quadrant Sector clipping regions of4aSectorclipping and
b) 5 sectorclipping.

The degradation in SNR fd8ectorclipping from optimalConventionalclipping is
~3dB and the improvement in SNR over square clgp:~4dB at a clip level of
6dB. Results not shown here indicate that incngaie number of sectors above 5
shows no discernable improvement in the SNR. Tiwce of angles for 4 and 5
sector clipping has been found to be optimum wimenangles which determine the
sectors are equally spaced, i.e. for 4 sect28.13° and3=39.75°; and 5 sectors:
0=11.25°,8=22.5°, anch=33.75°.

This section detailed a new method for clipping ®FBymbols calledSector
Clipping. The new method is very simple to implement raggionly a few extra
comparators compared tequare clipping, however its performance is closer to

conventional clipping where traditionally more cdexcircuits are required.
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Figure 7.19: Simulated clip level vs. SNR fdonventionalSquare 3, 4, and5 SectorClipping.

7.2.3 Hardwar e I mplementation

3 Sectorand Squareclipping was implemented in digital form viaisval Hardware
Design _language (VHDL). The two algorithms were then sated using
‘Synopsys’ to ensure proper operation. Next thgordthms were compiled into
‘Verilog’ (VHDL code expressed in terms of gatedip fflops, etc.) code and
simulated again in ‘Synopsys’. The ‘Verilog’ codeas then exported into the
‘Cadence’ silicon design package, ‘Silicon Ensembighere routing and cell
placement was performed with a @.8tandard cell and port library. After routing a
‘gds2’ file was produced which could then be semthe foundry for production.
However, this was not done, therefore the algorittvass only proved through

hardware simulation. The design flow is summarizeigure 7.20.

Figure 7.21 depicts the layout of tBesectorclipping algorithm with N=8 bit inputs.
A gain table was included to allow 16 differeritpping levels (CL) set from -3dB to
12dB.
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Figure 7.20: Design flow for silicon implementatioh 3 sectorclipping.
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Figure 7.21: Block diagram & Sectorclipping implemented in VHDL.
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Due to the clipping operation thedgt Sgnificant Bit (MSB) on each of the | and Q
channels can be removed at the output. In ordeave the number of input/output
pins required, the | and Q input data is fed s§rifll, serias aNd Q@ seria) iNtO shift
registers which then feed 8 bit wordg énd @,) into the3 Sectorclipping algorithm.
The input data word is stored and output in pdrdéshion for comparison to the

clipped sample.

Table 7.2 shows a summary of various ‘Synopsysontsfor the power consumption,
delay path, and cell area $fjuareand3 Sectorclipping. ‘System with buffer’ refers
to the whole system shown in Figure 7.21 with tiyut and output buffers included.
The buffers are necessary when the system is ingoltad as a stand alone device in
silicon. In practice however the buffers are netessary as only the clipping

algorithm is implemented as a block in the wholdD®Fransmitter.

Table 7.2: ‘Synopsys’ reports f@guareand3 sectorclipping. (Refer to Figure 7.21)

Hierarchy level Report Square clipping | 3 sector clipping
Total cell area 13593.52 dbu 13827.55 dbu
System with buffer Total dynamic power 23.268mW 35.3874mW
Total cell area 357.16 dbu 591.1800 dbu
Sy Total dynamic power 11.5896mW 17.5455mW
Total cell area 110.37 dbu 385.38 dbu
Sector Clipper Total dynamic power | 6.8317mW 8.7933mWwW
Total cell area 62.70 dbu 131.08 dbu
Caln il Total dynamic power | 4.4682mW 8.3737TmW
Total cell area 37.36 dbu 37.36 dbu
J e Q) sl Total dynamic power 0.1893mWwW 0.1893mW
registers

‘System’ again refers to Figure 7.21 without thpunhand output buffers. The cell
area is greatly reduced in this case as the butigesup a lot of space. The algorithm
only takes up 4.27% of the total cell area 3o6ectorclipping and only 2.62% for
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Squareclipping. The clipping algorithms themselves ¢&e Clipper’ in Table 7.2)
have an area of 385.38 dbu and 110.37 dbu3fdectorand Square clipping
respectively, the power consumption is 8.7933mW @&8317mW for3 Sectorand
Squareclipping respectively. Th8 SectorGain Table requires 50% more cells than
Squareclipping and the power consumption is doubled ttu¢he extra clip levels

required for sector clipping. The shift registarse the same in both systems.

Table 7.3 and 7.4 show the ‘Cadence’ reports Squareand 3 Sectorclipping
respectively. A 0.p process with 3 metal layers was used. As is seethe
Application_$ecific Integrated @cuit (ASIC) view of3 Sectorclipping Figure 7.22
the size of the chip is determined by the inpufdatipads which are abutted to make
the area as small as possible. This made the wuttng process easy as there was a
lot of room to work with. The area of utilizatidoccupied chip area) is 74.78% in
Squareclipping and 75.62% fo8 Sectorclipping, a small difference. Comparing the
number of ‘CORE Rows’ and ‘CORE Cells’ f@quare and 3 Sector clipping
algorithms it is seen th&quareclipping requires 22 rows and 148 cells whie

Sectorclipping requires 26 rows and 319 cells.

Table 7.3: ‘Cadence’ area utilization reportSeuareclipping

Type Nunber Length Ar ea
% Row_Space

CORE Rows 22 1205160 3012900000
CORE Cel |I's 148 237380 593450000
19.70

CORNERSI TE_495 Rows 4 198000 9801000000
CORNERSI TE_495 Cel |I's 4 198000 9801000000
100. 00

| OPADSI TE_495 Rows 4 420000 20790000000
| OPADSI TE_495 Cel I s 28 420000 20790000000
100. 00

Area of chip: 41699680000 (square DBU)

Area required for all cells: 31184450000 (square DBU)

Area utilization of all cells: 74.78%
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Table 7.4: ‘Cadence’ area utilization report®Bectorclipping

Type Nunber Length Ar ea
% Row_Space

CORE Rows 26 1693120 4232800000
CORE Cel I's 319 390060 975150000
23.04

CORNERSI TE_495 Rows 4 198000 9801000000
CORNERSI TE_495 Cel | s 4 198000 9801000000
100. 00

| OPADSI TE_495 Rows 4 420000 20790000000
| OPADSI TE_495 Cel I's 28 420000 20790000000
100. 00

Area of chip: 41744615000 (square DBU)

Area required for all cells: 31566150000 (square DBU)

Area utilization of all cells: 75.62%
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Figure 7.22:_pplication Secific Integrated_@cuit (ASIC) view of 3sector clipping algorithm

implemented in Silicon using ‘Cadence Silicon Enbkrhh  0.51 process, 3 metal layers.
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7.3 New Vector Subtraction clipping method

This section describes another new method calector Subtractionwhich is an
enhancement of an existing algorithm [101] calleelltucentalgorithm here, to clip
samples.Vector Subtractiomeduces complexity of tHeucentalgorithm by removing
the need for divisions, which are complex operaian hardware and add
significantly to the complexity of the original aligthm.

7.3.1 Lucent Algorithm

The Lucentalgorithm produces good estimates of the magnitud€iterations. The

Lucentalgorithm works as follows, first the complex sdeypx = x + jx, is folded

into the first octant to give

X =max(|>g| ,‘)g‘)+ j.mir(|>§| MD (7.42)

X' is then rotated by a number, K, of fixed phasglas,0x, towards the real axis. The

phase angle which returns the largest real padsgilie closest approximation to the

direction (phase) of the vector x’, and the magigtof the real party, is the closest

approximation to the actual magnitude. The K phadees are spaced in the octant
as

7
6, = %GK (7.43)

wherel, ={1,3,5,..., X - }l For all K values 0By the magnitude estimate is given

by

%= max( Rex &) (7.44)
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After the magnitude has been estimated, any samgkeeeding the clipping
threshold,‘xc,ip‘, are multiplied by a scaling factor (which reirduzes complexity

that was mitigated by the iterative magnitude estor), the clipped output signal is
given by

Xout = {(‘me ‘/|§(1) X |X| >‘>§:Iip‘ (745)

X |)A(|5‘)§c|ip‘

The only error in this technique is a slight undstimate offX| which reduces as K

increases. The scheme has many similarities t€@RDIC [102] method, but gives
better estimates of the magnitude at low valuds.oThe scaling operation requires a
division which is a complex hardware operation aad be avoided by using the new
Vector Subtractiotechnique described below.

7.3.2 Vector Subtraction

The process of finding the magnitude estimhﬂe,is the same as [101] described in

(7.44), but the scaling operation is replaced Isylatraction. First, the overshoot, o
is calculated

Os :|$<l_‘xclip‘ (746)

and then subtracted from the signal, x’. HoweWer phase of the main signal is not

known therefore the best estimate of the phassead,uhis i9x max. The overshoot, 0

is rotated bye'%

giving the correction vectors gnd .

y=y+ jy, = qé* (7.46a)

The correction vectors are octant adjusted pricutatraction from the original signal,

X.
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X =% (y.v) (7.47)
X =% % (v, 1) (7.48)
The addition/subtraction of;yand y can be extrapolated from the maximum and

minimum values of X X; and the sign bits of the original data. A bloc&giam of
VectorSubtractionis shown in Figure 7.23.

X J I
> 8 : = |- iy DX
Xq_'_> |XI > |X|>‘X:Iip‘ OS_|>4 ‘)%Iip‘
A
Re(ejgk’max) y
o _ g . %(-&;X;
lm(ejyk,max)

Figure 7.23: Block diagram of nevectorSubtractionscaling operation.

Figure 7.24 shows the | Q diagram for Vector Suittoa with K=2 iterations

corresponding to phases 0f/16 and 377/16. The vector x’ is closest to the
n/16vector. Note that the clipped value, x”, has adlitional phase error compared

to the Lucentmethod. It has both amplitude and phase errompeoed to the ideal

clipped value.

Figure 7.25 and 7.26 show the CCDF of theentalgorithm [101] and the new
Vector Subtractionvariation respectively where 1000 OFDM symbols §M)are
clipped at 5dB. Here it is seen that a slight nesiémate in the magnitude means that
samples are not always clipped back to the deséenegl. This is a function of the
number of iterations in the algorithm with 1 iteoat underestimating the magnitude
by 0.7dB and 1.2dB to pass through in theentalgorithm andvector Subtraction
respectively. This problem is exacerbatedViector Subtractionwhere the new
scaling operation magnifies the error in the maglatestimate.
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Q

Figure 7.24: 1Q plane for the neviector Subtractioomethod showing vector, x’ being clipped to x".

The amount of error in the magnitude estimate ases with the decrease in clipping
level for Vector Subtractiorwith clipping under 3dB requiring a prohibitive aont

of backoff. This is not an issue with thacentpatent where the magnitude estimate
error is constant irrespective of clip level. Tpshot of this is that the clip level will
need to be backed off to avoid saturation of theldier. Alternatively more than 1
iteration can be used making the error in the ntadei estimate small. This small

error can normally be neglected as filtering wiluse substantial peak regrowth

anyway.
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Figure 7.26: Simulated CCDF fdfector Subtractioffior various iterations clipped at 5dB showing teakage
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The simulated clip level vs. SNR results are shawfkigure 7.27 and 7.28 for the
Lucentalgorithm andvector Subtractiomethod respectively. Note that the clip level
is adjusted depending on the iteration and clippmgghod according to the CCDF
results of Figures 7.25 and 7.26, for example ltheent patent with 1 iteration

requires the clip level to be set to CL-0.7. Taisures that the samples will not

saturate the HPA if it were present.

When 2, 3, or 4 iterations are used, both the Lupatent and/ector subtraction
have very similar performance to the conventionigdptng method. 1 iteration
results in a 5dB degradation from the optimum dhigpmethod for thelLucent
algorithm while 1 iteration iVector Subtractiomesults in a more serious degradation
across the board, making it impractical; In fast performance goes below that of
Squareclipping for clip levels below 4dB. The reasomr fhis is the increasing

amount of back off required at harder clip lewelavoid saturation of the amplifier.

70— — = = -
—S— Conventional clipping ; %
—A— Lucent - 4 iterations |
—#— Lucent - 3 iterations |
60 —<— Lucent - 2 iterations | — — — —
—<— Lucent - 1 iteration
— Square clipping

L

SNR (dB)

|
|
|
|
|
1
5
Clip Lewel (dB)

Figure 7.27: Simulated clip level vs. SNR fancentclipping technique with varying iterations, as

well asConventionabndSquareclipping.
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|

I
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Figure 7.28: Simulated clip level vs. SNR fdector Subtractiorclipping with varying iterations, as

well asConventionabndSquareclipping.

7.4 Comparison of new and existing clipping methods

The previous sections described new low complexilipping algorithms and

evaluated them both theoretically and through satnorh. Section 7.4.1 analyses their
performance in the OFDM system described in Seclidn Section 7.4.2 compares
them in terms of their complexity by comparing Iveage operations. The mapping
type used in the following simulations is 64 QAMetnumber of taps in the RRCF is
128 with a roll off factor of 0.15, the oversampjirate in the IFFT is setto 2. A LPA
is used initially and later simulations use a HAA=3) with increasing backoffs.

ConventionakndSquareclipping are also shown as a reference.

7.4.1 BERF

Figure 7.29 shows the baseband clipping vs. BERRfa4, and 5Sectorclipping
where it is seen that increasing the number obsetb 4 provides an improvement of
1 and a half magnitudes ov@quareclipping at 4dB clipping. Increasing the number

of sectors to 5 provides a more modest decreashenBERF beyond 45ector
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clipping at 4 dB clipping. 5 sector clipping isviagnitude worse than conventional
clipping at 4 dB clipping. At 5 dB clippinG@onventional 4, and 5Sectorclipping

have a BERF below 10 Note thatSectorclipping over clips the data therefore
performance after a HPA with a limited backoff mbg better due to the extra

regrowth allowed. This will be explored furtherdatn this section.

0
10 Fo---c--f--c-c-c--d----c-c-zZlzc----cbEz--c----f----c-:¢
T a = T

Ly

|

|

|

|

|

|

|
1

|

|

|

|

|

|

L

I ]
I ~ 2| —©— Conwentional [
| —%— 5 sectors
|
|
|
|

—&— 4 sectors
—7- 3 sectors
—- Square

EERF
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Figure 7.29: Simulated 3, 4, andBctor ConventionakndSquareclipping vs. BERF with a LPA64
QAM symbols, 128 point IFFT (0s=2), RRCF with 12®$, and=0.15. AWGN=0.

Figure 7.30 shows baseband clipping vs. BERPViector Subtractionwith 1, 2, 3,
and 4 iterations. Performance is nearly the samalf methods, however curiously 1
iteration has the best performance while conveati@tipping has the worst. This
can be explained by reviewing Figure 7.25 wherse¢n thatVector Subtraction
under clips some samples which would lead to saturaf the amplifier had it not
been a LPA.
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- - —=— Conwentional |]
_ _| <% 4 iterations
- -| —— 3 iterations

$— 2 iterations

—— 1 iteration

—- Square

BERF

Clip Level (dB)

Figure 7.30: Simulate®ector Subtraction(1, 2, 3, and 4 iterationgonventionabndSquareclipping
vs. BERF with a LPA. 64 QAM symbols, 128 point IFFT (0s=2), RRCF with8laps, and=0.15.
AWGN=0.

Figure 7.31 shows baseband clipping vs. BERF fet ticentalgorithm [101] where
it seen that the performance of all iterations lmost the same a€onventional
clipping. Again 1 iteration has slightly betterfpemance than the other methods due
to the under clipping of some samples as seenguar&i7.25.Vector Subtractioras
an almost identical performance to thecentmethod except for the trivial case of 1

iteration.
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Figure 7.31: Simulatedlucent[101] clipping (1, 2, 3, and 4 iterationgJonventionaland Square
clipping vs. BERF with a LPA.64 QAM symbols, 128 point IFFT (0s=2), RRCF with81faps, and
0=0.15. AWGN=0.

This section simulated the performance of the negvexisting clipping algorithms in
an OFDM environment with a LPA. The rest of thection uses a HPA with
different IBO’s relative to the baseband clippireyedl. Note thatSectorClipping
overclips the signal in some instances whilector Subtractionand thelLucent
algorithm under clip the signal which explains thigher BERF's of theSector

clipping when the HPA is taken into account.
Changing HPA backoff
Figures 7.32, 7.33, and 7.34 show baseband clipn8ERF for 3, 4, and Sector

clipping, respectively, with increasing backoff in the HPHcreasing the IBO in the

HPA improves the BERF in all cases.
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Figure 7.34: Simulatel Sectorclipping, vs. BERF with varying IBO in HPA64 QAM symbols, 128
point IFFT (0s=2), RRCF with 128 taps ameD.15. AWGN=0.

Comparing Figures 7.32 and 7.3Sectorclipping is just under 1 magnitude better
in terms of the BERF than Sectorclipping at 5dB baseband clipping with an IBO of
2dB above the baseband clip level (i.e. IBO=7dB}. an IBO=CL+2 the BERF is
within 1 magnitude of the LPA at 5dB clipping foll anethods and within half a
magnitude at 4dB clipping. 1 dB of additional Hdzessd backoff is required f@& and

4 Sectorand slightly more fob Sectorclipping to maintain the same BERF as an
LPA at a BERF=18with no additional IBO in the HPA.

The non-linear characteristics of a HPA adds amo#iweirce of distortion to the
transmitted signal. Figures 7.32 to 7.34 show titéd additional distortion is
equivalent to a 0.8dB change in the CL (at BERF51®hen the HPA saturation

level is equal to the
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Figure 7.35: SimulateWector Subtractiorfl iteration), vs. BERF with varying IBO in HPA64 QAM
symbols, 128 point IFFT (0s=2), RRCF with 128 tapda=0.15. AWGN=0.
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Figure 7.36: Simulate®ector Subtraction(4 iterations), vs. BERF with varying IBO in HPA64
QAM symbols, 128 point IFFT (0s=2), RRCF with 12®¢$ andr=0.15. AWGN=0.

clipping level (IBO=CL). Obviously, as the ampdifiis backed off, IBO=CL+2, then
the additional distortion is reduced.
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Figures 7.35 and 7.36 show baseband clipping v&Bitor Vector Subtractionwith

1 and 4 iterations, with increasing backoff in thieA. Increasing the IBO improves
the BER in all cases. There is little differencsgtvieen 1 and 4 iterations when
HPA=CL but this increases with the larger IBO ie tHPA. However 1 iteration out
performs 4 iterations for all HPA backoffs. Thssdue to the underestimation of the
magnitude reducing the clipping distortion. At amplifier backoff of HPA=CL+2
the BERF is within 1 magnitude of LPA performant&adB clipping for all methods
and within half a magnitude at 4dB clip level. Wihao extra backoff is allowed in
the HPA above the baseband clip level the perfoomar 1 and 4 iterations is almost
the same, with an additional backoff of 2dB in tHBA (HPA=CL+2) 1 iteration
outperforms 4 iterations by 0.2 dB at a BERF210

Figures 7.37 and 7.38 show baseband clipping v&Bitor theLucentpatent with 1
and 4 iterations respectively, and increasing btickothe HPA. As with the 2
previous methods increasing the IBO improves th& BEIn Figure 7.37 (1 iteration)
at a baseband clip level of 6dB there is a diffeeenf 1.5 magnitudes between
HPA=CL and a LPA. Under the same conditions th#ewince is under 2
magnitudes for Figure 7.38 (4 iterations). Whenemtra backoff is allowed in the
HPA both 1 and 4 iterations have approximately saene performance. The

performance of 4 iterations is slightly worse fBO=CL+1 and IBO=CL+2.

For comparisonSquareclipping with different backoffs in the HPA is pled in
Figure 7.39. Here it is seen that li8ectorclipping Squareclipping is more robust
against a reduction in the amplifier backoff withlyohalf a magnitude in difference
between a LPA and a HPA with no additional IBO (HTL).

Comparing the 3 methods it is interesting to nbe Sectorclipping has the least
increase in BERF from IBO=CL to LPA with a diffei of 1.2, 1.5, and 1.5

magnitudes
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for 3, 4, and Sectorclipping respectively.VectorSubtractionhas a difference of 2.5
and 2 magnitudes for 1 and 4 iterations respegtivehile theLucentalgorithm has a

difference of 2.2 and 2 magnitudes.
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Figure 7.39: Simulate8quareclipping vs. BERF with varying IBO in HPA64 QAM symbols, 128
point IFFT (0s=2), RRCF with 128 taps, ameD.15. AWGN=0.

Table 7.5 compares the baseband clip level for af@ementioned clipping
techniques required to maintain a BER of f6r different backoffs in the HPA. For
3 and 4Sectorclipping decreasing the difference from a LPA toadditional backoff
in the HPA (IBO=CL) comes at a cost of around adite@hal 1dB increase in the
baseband clip level to maintain the same BERFsHhd a 1.1dB increase for 5
Sectorclipping. ForVectorSubtractionand thelLucentclipping method the increase
required is around 1.5dB for 1 iteration and 1.3 fdB 4 iterations.Conventional
(Figure 7.6) clipping requires a 1.2dB increaselipping level andSquareclipping
only requires an extra 0.4dB to maintain the safBRB.

Reviewing the results in terms of performance s¢taHPA backoff it is seen that for

3 Sector clipping there is an additional 0.4dB of extra ddzand clipping backoff
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required than fob Sectorclipping with no additional backoff in the HPA, diran
additional 0.6dB required under LPA conditions. té&ldhat for3 and 4 Sector
clipping an extra backoff of 2dB in the HPA is sci#nt to provide near optimal
results (i.e. under LPA conditions), however 50Bectorclipping an extra backoff of
3dB is required to approach the LPA results. Rerémce ofVector Subtractionand
the Lucentmethod for both 1 and 4 iterations have similarffggenance at a set
amplifier backoff, interestingly 1 iteration sligynt outperforms 4 iterations.
Underestimation of the amplitude must therefore idate y* phase error in the two

schemes.

Table 7.5: Baseband clip level required to maimgaBER=1d at varying IBO in HPA.

Baseband clip level required for BER=1# relevant HPA
backoff
HPA backoff CL CL+1 CL+2 LPA
Sector Clipping
3 sectors (Fig 7.32) 7.5dB 7 dB 6.9 dB 6.6 dB
4 sectors (Fig 7.33) | 7.3 dB 7 dB 6.7 dB 6.3dB
5 sectors (Fig 7.34) 7.2dB 6.9 dB 6.6 dB 6.1 dB
Vector subtraction
1 iteration (Fig 7.35) 7 dB 6.4 dB 6 dB 5.5dB
4 iterations (Fig 7.36) 7 dB 6.6 dB 6.2 dB 5.8 dB
Lucent
1 iteration (Fig 7.37) 7 dB 6.4 dB 6.1 dB 5.6 dB
4 iterations (Fig 7.38) 7 dB 6.6 dB 6.2 dB 5.8 dB
Conventional
Conventional (Fig 7 dB - 6.2 dB 5.8dB
7.7)
Square
Square (Fig 7.39) 8.4 dB 8.2dB 8.1dB 8 dB
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7.4.2 PSD results

The PSD after the HPA and receiver filtering iswghan the following figures. The
filter used is the same as the previous simulatioas Matched RRCFy=0.15, 128
filter taps and the HPA is a SSPA with p=3. A$Section 3.4.2 the PSD is measured
for each OFDM block and then averaged over mangkislo

In Figures 7.40 and 7.41 the baseband clip levektsat 0dB and 5dB respectively
and the amplifier backoff is set at increasing Iswaove this clip level (IBO=CL,
CL+1, CL+2, CL+3, CL+4, and a LPA). Baseband diigpat 0dB results in a large
amount of both in band and out of band distortid@Il). With no additional backoff
in the HPA (IBO=CL) the ACI is only 18dB below tlsggnal power and the inband
distortion is 3dB below the LPA case. Increasihg tBO by 1dB (IBO=CL+1)
results in spectral splatter 20dB below the sigmaler and an inband distortion of
2.5dB. With IBO=CL+2 the ACI is 22dB below the s& power and the inband
distortion is 1.5dB. An IBO level set at CL+3 r#ésun 23dB ACI and 1.3dB inband
distortion. Even with a backoff of 4dB in the aifipt (IBO=CL+4) 24dB in ACI is
present and the inband distortion is 1dB belowl iRA case.

In Figure 7.41 the baseband clip level is set & &dd the amplifier backoff is set at
increasing levels above the clip level as in Figo#D. Here it is seen that there is
much less distortion, both in band and out of bamhbere is only 0.5dB difference in
inband distortion between no additional IBO in thBA and a LPA, and the ACI is
24dB for the IBO=CL case, and for higher backaffalimost non existent.

These PSD results of 7.40 and 7.41 show that hatiggring in the baseband results
in greater peak regrowth which leads to heavierratibn of the amplifier, hence the
greater ACI and in band distortion. The inbandattton leads to a worse BERF as
the difference between signal power and noisedsaed, i.e. SNR is reduced. The

out of band distortion will lead to interferencehvadjacent channels.
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Figures 7.42 and 7.43 show the PSD after receilterifig for 0dB and 5dB baseband
clipping respectively. Here as expected the olitawid distortion is mitigated but the

in band distortion remains.

7.5 New adaptive clipping method

Clipping after interpolation and filtering will ease that the amplifier does not
saturate eliminating AM to PM distortions in the g@ifier, but results in ACI
affecting adjacent channels. This effect can hapmmsated by putting the clipper
before the filter as done earlier in this chaptétowever, as shown clipping and
filtering can regrow peaks causing saturation efdmplifier resulting in an increase
in the BERF.

This section introduces a new adaptive clip antérfialgorithm,Level Detection
Algorithm (LDA) first presented in [103] which overclips the sigaticertain times
avoiding the peak regrowth issue and sparing theliien from saturation. However
LDA as presented in [103] requires the use of a cormaltclipper which adds
significantly to the overall complexity and latenof the algorithm. Latency is an
important issue in LDA, therefodector Subtractions very useful in this algorithm.
In this sectiorVector Subtractionvith 2 iterations is used in place of the convemei
clipper in LDA and their performance is compared through simulatid/ector
Subtractionhas the advantage of providing good estimatehefetrror magnitude
with low latency, and low complexity, both of whiahe important in.DA.

LDA uses an extra matched filter before the standals®shaping filter to predict the
response of the signal from which the amount of pemsation required can be
calculated. A block diagram showing the LDA algfom is shown in Figure 7.44

with a more detailed view of the filtering operatishown in Figure 7.45. The input
data is modeled as a complex Gaussian process whgitribes accurately either an
OFDM (N>64) or CDMA distribution of data where thagorithm could be

implemented. The input data is interpolated tanfdhe signal, x(n), (Figure 7.46a)
and then fed to 2 identical filters. The firstdil is used for peak detection and for
generation of the correction vector, v(n). Thetahly delayed correction vector is
subtracted from the signal, x, before being passdtie second filter, and on to the
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rest of the transmission chain. The filter used ilinear phase RRCF, in order to
compensate for the group delay of the filter thietrction point is set at the centre of
the first filters delay line. This reduces thegital for additional peaks by including
the latter half of the smeared v(n) waveform indigut estimate y(n).

The clipping processor compares the amplitude ef fitst filter output with the
Clipping Level (CL) threshold to detect peaks. When therfiiutput magnitude,
ly(n)|, exceeds the CL as shown in (Fig 7.46b) dbe&ection vector, v(n) is
subtracted from the second filter input. The ottfom vectors (Figure 7.46¢) show

the positions where the correction takes placelgtm and n+1.

Figure 7.47 shows the | Q diagram fobDA showing how the vector, v(n), is
calculated based on the filter input samples. Gbeection required at the filter
output to stop saturation at the amplifier(s) which is in phase with y(n) and has

amplitude
jar(n)| =] y(n)|- CcL (7.49)

When the correction vector v(n) is added to thereeof the filter delay lineg(n) will
be

a(n)=hv(n) (7.50)

where R is the central filter tap value. Combining (7.49d(7.50) gives v(n) as
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Figure 7.45: Detailed block diagram of thBA.

A limitation with LDA is that the correction vector smears into othetspaf the

signal, which can introduce new peaks where nomgtezk before. This problem is

especially apparent when a number of peaks appeaessively. To combat this

problem the baseband clip level CL is set lowenttiee_Amplifier Clip Level (ACL),

the saturation level of the amplifier. The lowel @duces the chance of regrown

peaks saturating the amplifier.
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Figure 7.46: a) Amplitude of zero padded inputilterf b) amplitude of filtered output ¢DA
correction vectors.

In order to compare the performance of ti®A 2 parameters are used: thip@ing
Error (CE) produced by the amplifier and theedh_$juare_Eror (MSE) introduced
by the compensation vector. The CE is the noisgepmf the clipped part in the
amplifier, and is wideband and spread over manyibls causing ACI. The MSE
distortion introduced by the compensation filtexdiltered by the second filter so no
extra ACI is generated. The MSE introduces in bdistbrtion that interferes with

the desired signal.
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Figure 7.47: Vector representation of filteringm@ active taps and the required correction vector
bring the output back to CL.

A block diagram of the simulation model used toleate LDA is shown in Figure

7.48. The interpolation factor is 8 and the RRGE h roll off factor of 0.2. The
HPA amplifier used in this case is just a lineamiler which saturates at ACL while
the baseband clipper saturates at CL. A matche@R&mulates the receiver filter
and a decimator follows to sample the received dgtabols. The measured clipped
power is the average power of the difference betwibe amplifier input and output

signals. Similarly, the MSE is the average powerthe difference between the
original data samples and the received ones.
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Figure 7.48: Block diagram of the simulation modséd to evaluate LDA.

Figures 7.49 and 7.50 plot the simulated CL verthes inband distortion at the
receiver. The ACL is set at 5dB and CL is variearfr2 to 9dB in Figure 7.49, and in
Figure 7.50 the ACL is set at 8dB and the CL isedafrom 7 to 12dB. Curves are
plotted forVector Subtractiorwith 2 iterations andConventionalclipping, both of

which are implemented in a 64 tap and 128 taprfilte
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In all cases when the CL is set below the ACL minband noise is produced as the
noise is dominated by the baseband clipping (CWhen the CL is set above the
ACL the clipping noise is dominated by the amptifeend levels off at CL=9dB for
ACL=5dB and at CL=10dB ACL=8dB. When the ACL=CL#5dthe inband
distortion is 20dB below the received signal andewACL=CL=8dB the inband
distortion is around 35dB below the receive signdlittle variation is seen in
performance betwee@onventionaland Vector Subtractionwith the 64 tap filter
having slightly worse performance in the converdiaase.

Figures 7.51 and 7.52 show the simulated resuttshim Qipping Error (CE) versus
the inband distortion, or Ban_$juared Eor (MSE) for a constant ACL. The results
are obtained by varying the CL and recording the émxror sources (CE and MSE).
When the CL is set larger than the ACL, all thgming is performed by the amplifier
and the most noise is produced as is evidenceldebtop of the curves in Figures 7.51
and 7.52.

The bottom part of the curves in Figures 7.51 ab@ ghow noise produced when the
CL is set smaller than the ACL, as a result cligpis mostly performed by the
baseband clipper rather than the amplifier. Thesen@roduced at the bottom of the
curves is due to peak regrowth after basebandintypgaturating the amplifier. In the
ACL=5dB case it is seen that at the top of the esithere is no discernable difference
in performance betwee@onventionaland Vector Subtraction the number of taps
also has a negligible effect on performance. Athbttom of the curves where the
noise is due to peak regrowth there is a divergeimcgerformance between
Conventionaland Vector Subtraction with Conventionalclipping out performing
Vector Subtractionby around 6dB from -55dB to -61dB in terms of @lgping
noise. When the ACL is increased to 8dB the peréorce improves across the board
as expected. Agai@onventionaklipping outperformd&/ectorSubtractionby at least
1dB, with Vector Subtractiondisplaying -64dB of noise an@onventionalclipping
displaying no noise below -65dB. The number oftapthe filter has a negligible
effect. The amplifier CE is low enough foDA with Vector Subtractiono meet the
ACI specifications of most standards.
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Figure 7.51: Clipping error vs. in-band distortio®erformance curves faDA using Conventional
clipping and Vector Subtraction with 2 iterations. Compensation filter has 64 ah?B taps.
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7.6 Conclusion

This chapter presented new low complexity clippmngthods for OFDM. Initially a
Monte Carlo OFDM transceiver simulation model wadito establish the basic
parameters on which the new clipping algorithmsemested. Various parameters
such as the mapping type, the amount of oversampiithe IFFT, the baseband clip
level, the number of taps in the pulse shapingtiland the HPA backoff were varied
to quantify their affect on the BERF. In this cteapghe BERF was plotted against the
clipping level with the noise set to zero, this methat all the errors produced were
due to clipping noise alone. Good parametersudhér simulation were found to be
oversampling the IFFT by a factor 2, a RRCF witl8 fiter taps for a rolloff factor
of 0.15, and a SSPA with p=3. The effect of filgrafter clipping was also studied,
it was shown through simulation how peak regrowtswnore severe the harder the
signal is clipped in the baseband. The peak retiraauld be countered to a certain
degree by oversampling the IFFT by a factor of &reampling beyond this point
provided little discernable improvement. QPSK magmwas shown to be extremely
robust to clipping, therefore making hard clippiagiable alternative at lower data
rates.

In Section 7.2Sector clipping was introduced as a low complexity altgive to
conventional clipping. Theoretical analysis @bnventiongl Sector and Square
clipping SNR was shown to be in good agreement with simulated results. At
higher clip levels the theoretical and simulateslfes diverged as the theoretical SNR
used the assumption that the clipping noise was§aol in nature. This was shown
to be untrue at higher clip levels where the chigpnoise is more impulsive in nature,
hence the divergence in results. BotBeXtorandsquareclipping were implemented
in silicon using a 0.5u, 3 metal layer process.pd®&s generated by Synopsys and
cadence proved that the complexity increase ofS&etor clipping algorithm was
small compared t&quareclipping with the advantage of having much be8&R
properties. Sector clipping was expanded to irelobre sectors thereby improving
performance. 4 and 5 Sector clipping provided agmal improvement over 3 sector

in terms of the BERF with a minor increase in coem(ily.
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Section 7.3 introduced another low complexity emeament to an existing Lucent
algorithm. An iterative method similar to the CORDalgorithm to calculate the
magnitude of a complex sample. The variation dallector Subtractionfurther
reduced complexity by the removal of a complex iplidiation for the price of 2
extra additions and a comparison operation. ltBopmance was found to be as good

as conventional clipping with only 2 iterations.

Section 7.4 compared simulated BERF results ofShetor Square Lucent Vector
Subtraction and Conventionalclipping under various backoffs in the HPA. Itsva
shown that while theVector Subtraction and Lucent algorithms have better
performance across the boa&gctorclipping was more tolerant to harder backoff
levels in the HPA. The PSD results for conventiorigpping at 0dB and 5dB at
various HPA backoffs was shown. While the inbanstadtion remains in both
clipping modes the ACI present at 0dB is up to 1tdBw the signal power while
ACl is almost non existent at 5dB baseband clippiAg most WCDMA and OFDM
standards require an ACI of 20dB below the sigmaVgr it was shown that even with

hard clipping the ACI specifications are met.

For a baseband clipping system with 16 QAM mappiag IFFT with an
oversampling factor of 2, a pulse shaping RRCF w8 taps andx=0.15, to
maintain a BER of 16 clipping at 3.8 to 4dB above the average signalgsavith a
HPA with backoff 2dB above the baseband clip leielrecommended. In this

situation the HPA must have a peak power some G&dBethe average signal power.

Finally in Section 7.5/ector Subtractionwith 2 iterations was implemented into an
existing adaptive clipping system which required ttipping operation to take place
within the filter. A low latency magnitude estirmatwas therefore required.
Simulated results showed thatector Subtractionhad similar performance to

conventional clipping in this algorithm but witrskelatency and complexity.
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Chapter 8

Conclusion

This thesis analysed and proposed new methodsaowith the PAPR in OFDM.
Initially Chapter 2 introduced the theory and pijphes behind OFDM and detailed
scenarios where it is used. Chapter 3 identifiedtriouting factors to the PAPR,
these were that peaks are a function of the IFFéFaidmn, where in phase waveforms
add to create a large peak. The general distobuif OFDM samples was shown to
have a Rayleigh distribution. The number of sulbees, and to a lesser degree the
mapping type were also shown to contribute to tABR. Simulations of an OFDM
system revealed how uncontrolled large peaks wailiraite the HPA creating ACI and

an increased BER at the receiver.

Chapter 4 began the literature review with an asialyf non distorted PAPR
reduction techniques which included coding techesquPTS, SLM, and Tone
Reservation /Insertion. Coding introduced the mosiiundancy and became
extremely complex at a higher number of subcarrisirs64), however later papers
identified promising code sets such as second dréed-Muller codes. PTS and
SLM reduced the PAPR by producing a series of radiiere transmit signals seeded
from the same data source which are altered b#feré~FT process so that they will
have different PAPR properties. The waveform wita lowest PAR is chosen for
transmission. These methods are complex and tberamof PAPR is not guaranteed.
Tone Insertion/variation used peak reduction cesrighich introduced redundancy
and required some additional processing at thewerce

Chapter 5 proposed two new low complexity variadiom PTS, called glic Shifted
Sequences (CSS) andnie Inversion (Tl). CSS and Tl were shown to be less

complex than PTS when the number of phase rotatwas greater than 4.
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Combining shifts of CSS and TI with non complex gdaotations of standard PTS
allowed a whole IFFT operation to be removed atdkpense of some extra non
complex operations. CSS and Tl where shown to ayspdss peak regrowth after
pulse shaping filtering. Oversampling at the IFHB a factor of 2 was shown to
improve the performance of PTS, CSS, and TI brigdine discrete and filtered
CCDF to within 1dB of each other. These methodwided reduction in the CCDF
of between 2 and 3dB at P¥(o)=10".

Chapter 6 picked up the literature review agaimfrGhapter 4 for distorted PAPR
solutions. Distorted PAPR methods were define@ lasrmethods which intentionally
limit the excess peaks at the transmitter, usuallyhe baseband so that the HPA
would not saturate. These papers revealed thatkolf of around 6dB is sufficient
to maintain a respectable error rate for 4 and aMQmapping. Other papers
analysed the affect on the amplifier of saturato the resultant in band and out of
band distortion. Windowing was also examined whscthe process of using a pulse
shape to clip the signal and surrounding samplegue better spectrum properties.
The gains in reduction in ACI were shown to be miali when an acceptable amount

of backoff in the HPA was used.

Chapter 7 presented the next set of new PAPR eokitwhere a series of low
complexity and low latency clipping algorithms wemeposed. This chapter started
with a detailed Monte Carlo simulation of an OFDidrisceiver were different stages
of the transmission chain were modified to ascertheir effect on the BERF. The
motivation behind clipping as a solution to the PARas that with an acceptable
HPA backoff of around 6dB, clipping is a very ravecurrence affecting the BER
negligibly. The first methodSectorclipping uses a rule base to perform the clipping
operation. It was implemented in silicon and shotenhave negligible extra
complexity to square clipping but with much beperformance. The rule base was
extended up to 5 sectors where performance wae thosonventional clipping. The
second method used a variation of a CORDIC like mtade estimator and was
called Vector Subtraction The complexity was further reduced by the rerho¥a
multiplication at the expense of 2 additions andchparisons.Vector Subtractiowas
shown to have identical performance to conventi@hipping with only 2 iterations.

Finally Vector Subtractionwith 2 iterations was implemented in a previously
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proposed clip and filter algorithm where its lowtelacy was important as the
magnitude had to be found quickly as it was opegaih a feedback loop on filter

samples.

8.1 Future Work

The PAPR problem in OFDM is still an ongoing issespecially for portable devices
where the need to minimise the power amplifier dmeange is paramount. The
PTS/CSS/TI methods developed in this thesis toaedbe PAPR can be combined
with other PTS techniques such as adaptive PTSvandtions of the blind SLM
techniques to further reduce complexity and thekpeewer. A hybrid system
utilizing clipping techniques could also be addedadast stage so as to have an upper
bound for the PTS signal.

Further enhancements 8e&ctorclipping can be made where the error introduced by
the phase distortion could be minimised so thay tm amplitude distortion remains.
All of the clipping techniques detailed in this $iee could be combined with coding
techniques to further improve the BER performanCede sets for larger numbers of
subcarriers are an open ended problem and thereieh ongoing research in this

area.

Analysis of the proposed algorithms in a MIMO OFDdystem is an area that has
gained a lot of focus recently and analysis of pegformance of the proposed

techniques in such an environment would be valid.

The LDA algorithm withVector Subtractiorcould be implemented in a complete
OFDM transceiver and then implemented in hardwdee as FPGA or silicon to
ascertain whether the latency requirements can é&ewith the wider bandwidth
systems now being proposed (40 MHz for 802.11n,ugntb 100 MHz for 4G LTE).
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