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ABSTRACT 

 

Why should we model two-person random interactions in everyday human activity? If 

we had to how would we model such interactions? This thesis tries to understand how 

individuals will behave in 2-person everyday interactions as such interactions comprise 

a substantial part of our everyday lives. It starts to answers these questions by reviewing 

Adam Smith’s concepts of selfishness (self-interest) and altruism (benevolence) in his 

books, An Inquiry into the Nature and Causes of the Wealth of Nations (1776) and The 

Theory of Moral Sentiments (1790) to put this research into context. This literature 

review is extended to strong reciprocity that develops on the ideas of selfishness and 

altruism and explains how punishment can impact such behaviour. Game theory and 

complex system are used to develop the 2-person random interaction model (2PRIM) in 

order to explain the evolutionary dynamics of selfishness, altruism and strong 

reciprocity within such interactions. Previous two-person models have not simulated 

random interactions with strong reciprocity. Results show that selfishness increases 

rapidly in such interactions and punishment has little or no impact in such situations. 

However, an increase in the return on selfishness, common or public good or cost of 

competition in 2PRIM can have a similar impact as strong reciprocity in such two-

person random interactions. 
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 CHAPTER 1 

Introduction 

 

1.1 Introduction 

 

How are we to model the individual, social and evolutionary consequences of everyday 

two-person random interactions? What effects do selfishness, altruism, reciprocity, 

competition and the common or public good have in modelling those consequences?  

This thesis aims to contribute towards a growing number of interdisciplinary 

efforts designed to answer such questions. How the thesis proposes to make that 

contribution is summarised in this introductory chapter. This chapter also outlines 

important caveats on the thesis’ reach. First, however, this introductory chapter will 

explain precisely where the theoretical approach of the thesis fits, what questions it 

seeks to answer, why its subject matter represents a significant contribution to 

knowledge and in which respects its contribution is original. 

The particular contribution of the thesis is its focus on modelling consequences of 

everyday two-person random interactions in terms of selfishness, altruism, reciprocity, 

competition and the common or public good. While it discusses these concepts broadly, 

the thesis does not draw conclusions about the facts of human nature, evolution or 

actual behaviour. Rather it models those consequences deductively.  

 

1.2 The theoretical approach of this thesis 

 

Human interaction is the binding thread of our social fabric. While there are different 

types of human interactions, a significant kind of human interaction is our contact with 
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strangers in everyday activities. We interact with people we have not, for all intents and 

purposes, met before in our lives. Wherever we go, and whatever we do, we only 

interact with some people once in our lifetimes. However, we have vast numbers of 

encounters of this kind. It is therefore important to understand the effects of how people 

behave in such interactions. What are the consequences if people behave selfishly or 

altruistically? What are the individual and social costs and benefits of being selfish or 

altruistic in such everyday two-person random interactions? 

This thesis develops a model to help us to understand such interactions and to find 

out what happens in defined circumstances if people act either selfishly or altruistically. 

As Gintis et al. (2005, p. 2-7) explain from the perspective of the social sciences, 

theories that explore the interactions of selfishness, altruism and reciprocity have 

become increasingly important in 21st century interdisciplinary research, especially in 

economics, evolutionary biology and psychology. They have ‘become part of a general 

movement towards transdisciplinary research based on the analysis of controlled 

experimental studies of human behavior’ (Gintis et al. 2005, p. 6) in laboratory and field 

projects in a variety of settings, in both economically advanced and traditional societies. 

This research explores the perennial questions that arise from the evidence of everyday 

experience, in which we observe overt selfishness but also great acts of self-sacrifice. 

One such question is whether altruism really exists or is merely disguised, enlightened 

or selfishness with a longer-term perspective. From the perspective of the evolution of 

human behaviour, Wilson et al. (2009) make strong claims for an answer arising from 

interdisciplinary research across economics and evolutionary disciplines. They note in 

regard to this question about the relationship between altruism and selfishness (Wilson 

et al. 2009, pp. 190-1): 

 



12 

 

[This] has been asked in all branches of the human behavioral sciences (e.g., social 

psychology, sociology, political science, economics, anthropology). Evolutionary theory 

broadens the scope by examining the evolution of altruism and selfishness in all species ... 

The same theoretical framework can be used to study human altruism and selfishness. It 

can even go beyond the study of human genetic evolution to include faster processes of 

human behavioral change. 

 

In this respect, Wilson et al. (2009) argue for the usefulness of behavioural game 

theory, as utilised in experimental economics. Gintis et al. (2003) argue that such theory 

provides a fruitful alternative to traditional or rational-choice economic theory, which is 

unable to explain co-operative behaviour. In fact the experimental behavioural game-

theoretic approach aligns with Adam Smith’s view in The Theory of Moral Sentiments 

(1790), in which Smith suggests that people do feel concerned about other people’s 

welfare in addition to their own. As Gintis (2009, p. 198) puts it: 

 

Theoretically, experimental economics is already converging with evolutionary theory in 

two respects. First, human social preferences require a deep explanation in terms of genetic 

evolution, even if they are highly variable in their individual and cultural expression. 

Second, fast paced processes of behavioral change count as evolutionary to the extent that 

they cause the most successful behavioral strategies to increase in frequency over time. 

There is a generalized replicator dynamic that includes, but goes beyond, genetic evolution 

(Bowles 2003, Gintis 2000c). A growing number of experimental economists have 

thoroughly incorporated both perspectives into their own thinking. 

 

This thesis fits into this emerging tradition of interdisciplinary or transdisciplinary 

research. In particular it draws on the work modelling selfishness, altruism and (strong) 
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reciprocity championed by Bowles and Gintis (2000), Boyd et al. (2003) and Fehr and 

Gächter (2002) and, with original variations on the theme, by Eldakar et al. (2007) and 

Eldakar and Wilson (2008). 

 

1.3 The significance of the questions the thesis seeks to answer 

 

The significance of this thesis’ subject matter derives from the questions it seeks to 

answer, which are: 

 

1. How might we model individual, social and evolutionary consequences of 

everyday two-person random interactions? 

2. What effects might selfishness, altruism, reciprocity, competition and the 

common or public good have when they are included in a model that simulates 

those consequences? 

 

That is, it asks that if we model selfishness, altruism, reciprocity, competition and 

the common or public good in certain ways, what might be the individual, social and 

evolutionary consequences of everyday two-person random interactions? Developing 

models to assist those exploring the deeper questions of human nature, evolution and 

actual behaviour is a significant undertaking. 

For example, those who argue the case that altruism and co-operation are an 

evolved feature of human behaviour and that they are not just forms of enlightened or 

long-run self interest rely heavily of the role of reciprocity in random (or ‘one-shot’, 

‘non-repeated’) interactions (or ‘games’). Indeed, our ‘ability to interact peacefully in 

one-shot interactions with strangers may prove to be one of the most remarkable traits 
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of our ... species’ (Silk 2005, p. 64). Central to this trait is strong reciprocity, or our 

willingness to sanction selfish behaviour even if we do so at a cost. Silk explains in a 

study of the evolution of co-operation among primates that concept of ‘strong 

reciprocity emerged from carefully designed experimental studies on humans that 

revealed surprisingly high levels of altruism in one-shot interactions with strangers’ 

(2005, p. 63). She adds that comparable evidence regarding the treatment of strangers 

among non-human primates would be hard to find. 

In this discussion, the role of random interaction (i.e. interaction among strangers) 

is key. If interaction were repeated, it would be an easy matter to reconstruct altruism as 

a matter of self-interest. That is, if we knew we were to interact with someone 

repeatedly, it would pay us not to be selfish lest we be treated in the same way. 

Therefore, the altruism-as-selfishness argument goes, if altruistic behaviour arises in 

one-shot experiments or games it is just because people misapply behaviour that they 

have learned from their experience of repeated interactions. If they were rational they 

would opt for selfishness because they could get away with it, as they never have to 

interact again. Gintis (2000c, p. 262) disagrees, referring specifically to the evolutionary 

models of Trivers (1971) and Axelrod and Hamilton (1981) and, implicitly, to selfish-

gene theories such as that of Dawkins (1976): 

 

However, as we know from the theory of repeated games ... , reciprocity in the above sense 

is just ‘enlightened self-interest,’ ... In effect, Trivers’s reciprocal altruist and the Axelrod-

Hamilton Tit-for-Tat behave little differently from Homo economicus ... The Homo 

reciprocans who emerges from laboratory experiments, by contrast, provides a more 

robust basis for pro-social behaviour, since he does not depend upon frequently repeated 

interactions to induce him to cooperate and punish defectors. 
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Homo reciprocans demonstrate a behaviour labelled as strong reciprocity, which 

means that they co-operate with others and punish those who violate social norms even at a 

personal cost to themselves and when they are no rewards from this behaviour. 

Critics suggest that reciprocal behaviour in one-shot games is just a confused 

carryover of the subject’s extensive experience with repeated games in everyday life to the 

rare experience of the one-shot game in the laboratory. This is incorrect. Human beings in 

contemporary society are engaged in one-off games quite often, instead any interaction that 

we have with a stranger could fall into this category. Also, when people face major events 

in their lives, for example, fight on the frontline in a war or experiencing a natural disaster, 

these can be classified as one-off experiences where people exhibit strong reciprocity 

similar to what you would notice in a laboratory experiment. Moreover, the fact that 

humans often ‘confuse’ one-shots and repeated interactions, when they clearly have the 

cognitive mechanisms to distinguish, suggests that the ‘confusion’ may be fitness-

enhancing. (original emphasis; Gintis et al. 2005, pp. 8, 25-6, 2008, pp. 242-3, 249-52). 

 

1.4 An original contribution to knowledge 

 

Thus far I have taken some space, and quoted extensively, to establish the point that to 

try to study and model random, one-shot or non-repeated (random) interactions 

represents a significantly useful area of research. However, is the particular contribution 

envisaged by this thesis original? That is, do the models it develops represent an 

original contribution to knowledge in this emerging interdisciplinary field? The answer, 

again, arises from the research questions put forward in the previous section. 

The first question specifies a particular kind of everyday random interaction, those 

involving two people only (or ‘dyadic’). This thesis develops a computer simulation 

model, the two-person random interaction model (2PRIM), to assist in understanding 
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such interactions. To evaluate the respective effects of selfishness, altruism and strong 

reciprocity on the consequences of two-person random interactions, the model allows 

for those behaviours or traits to be represented randomly along a continuum. While 

other scholars address similar random or one-shot interactions, none seem to combine 

these three aspects in modelled interactions, i.e. as two-person, as continuous-trait and 

as involving strong reciprocity. The closest parallels are those of Eldakar et al. (2007) 

and Eldakar and Wilson (2008). The former models strong reciprocity in N-person 

interactions, with traits allocated ‘that initially vary uniformly ... between 0 and 1 at 0.1 

increments’ (Eldakar et al. 2007, p. 199). However, N is always greater than two. The 

latter study allocates traits or behaviours for selfishness, altruism and strong reciprocity 

as ‘pure strategies’, which is to say that members of a group of N are either pure 

altruists or purely selfish and either strong reciprocators or not (Eldakar and Wilson 

2008, p. 6982). Moreover earlier work on co-operation using two-person models relies 

on ‘non-random interactions or guarded cooperation’ (Eldakar and Wilson 2008, p. 

6982, citing Axelrod 1984, Hamilton 1964, 1975, Axelrod and Hamilton 1981, 

Maynard Smith 1982) and does not consider strong reciprocity. 

 

The first contribution of this thesis therefore is that it models a significant problem 

that scholars seek to understand, namely random, one-shot or non-repeated human 

interactions. This problem is one we face in our everyday lives in our communities and, 

if we travel, beyond them. We regularly engage in random interactions in our working, 

professional and leisure activities. As Silk (2005, pp. 63-4) has pointed out, such 

interactions are of evolutionary significance. 

Secondly, the thesis contributes originally to knowledge by modelling a specific set 

of random interactions, namely those involving two persons, continuous-trait attributes 
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and strong reciprocity. Thirdly, the thesis creates an original game-theoretic 

computational model (2PRIM) in order to contribute to our understanding of the 

individual, social and evolutionary consequences of everyday two-person random 

interactions in defined circumstances. Fourthly, the thesis contributes originally to 

knowledge by developing the foregoing contributions within the context of a theoretical 

discussion of the literature – including the work of Adam Smith – of this emerging 

multidisciplinary field of research. Indeed it is only within the context of that discussion 

that the questions posed by this thesis can be understood. It is only within that context, 

too, that the models presented in this thesis make sense. The final contribution of this 

thesis is that the 2PRIM shows that pay-offs for players can be modified through 

changes in the return on selfishness, common good or the cost of competition, which 

can be a substitute to applying strong reciprocity within random two-person 

interactions. 

 

1.5 Outline of the thesis’ argument 

 

The thesis begins a review of the relevant literature in Chapter 2, by, following Wilson 

et al. (2009, p. 198), returning to Adam Smith’s contribution to our understanding of 

selfishness and altruism. Smith is indeed an appropriate starting point, even though he is 

one who is often misunderstood as being an advocate of selfishness. Smith’s Theory of 

Moral Sentiments (1790), as the name suggests, grounds the origins of human morality 

in natural human sentiments, affections, passions or emotions. Moreover he maintains 

that the ‘great division of our affections is into the selfish and the benevolent’ (Smith 

1790, p. 267). The selfish affections recommend to us, on the one hand, the virtue of 

prudence, which exemplifies proper self-interest in our own happiness (Smith 1790, p. 
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262). On the other, however, Smith distinguished between self-love (or self-interest) 

and selfishness in conduct and character, ‘using “selfishness” in a pejorative sense for 

such self-love as issues in harm or neglect of other people’ (Raphael and Macfie 1976, 

p. 22). Benevolent affections, in contrast, recommend to us the virtues of justice and 

beneficence, which exemplify concern for the happiness of others. Justice ‘restrains us 

from hurting’ others’ happiness, and beneficence, the nearest word Smith uses to 

altruism, ‘prompts us to promote that happiness’ (Smith 1790, p. 262). 

Understanding Smith’s work also brings us nearer to a theme that resonates 

throughout this thesis. This theme is reciprocity, and Smith’s views above lead us 

unerringly to it (for example, Smith 1790, pp. 78-91, 95-6). In a notable passage on the 

propriety of humans’ more turbulent and selfish emotions, in contrast to those emotions 

of a more benevolent kind, Smith (1790, p. 25) foreshadows developed theory: 

 

And hence it is, that to feel much for others and little for ourselves, that to restrain our 

selfish, and to indulge our benevolent affections, constitutes the perfection of human 

nature; and can alone produce among mankind that harmony of sentiments and passions in 

which consists their whole grace and propriety. As to love our neighbour as we love 

ourselves is the great law of Christianity, so it is the great precept of nature to love 

ourselves only as we love our neighbour, or what comes to the same thing, as our 

neighbour is capable of loving us. 

 

Chapter 3 of the thesis analyses the concept of strong reciprocity. As noted earlier, 

the thesis draws on the work modelling strong reciprocity undertaken inter alia by 

Bowles and Gintis (2000), Boyd et al. (2003) and Fehr and Gächter (2002) and, with 

different features, by Eldakar et al. (2007) and Eldakar and Wilson (2008). Gintis et al. 

(2003, p. 8) define strong reciprocity as ‘a predisposition to cooperate with others, and 
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to punish (at personal cost, if necessary) those who violate the norms of cooperation, 

even when it is implausible that those costs will be recovered at a later date’ (original 

emphasis, Gintis et al. 2008, p. 243, 2000a, p. 262). The chapter explores the concept in 

detail, reflecting its important place in contemporary behavioural game theory. The 

literature reviewed in the chapter is also especially important regarding human 

interactions in the ‘non-repeated and anonymous situations’ (Gintis et al. 2005, p. 8) 

that comprise the focus of the questions this thesis endeavours to answer. Chapter 3 

covers the literature generally, but it also explains in greater detail the complex 

relationship between first- and second-order altruism and altruism modelled in the work 

of Eldakar et al. (2007) and Eldakar and Wilson (2008). Where necessary it contrasts 

this approach to the more straightforward models of strong reciprocity. 

Using insights from evolutionary game theory, complex systems and behavioural 

economics set out in Chapter 4, the thesis proposes, as an example, a computational 

model of two-person random human interactions (called the 2PRIM). The 2PRIM has 

the basic form of a two-person Prisoners’ Dilemma game. Where, Prisoners’ Dilemma 

is a classical game theory problem that was introduced by Merrill Flood (1952) and 

Melvin Dresher (1961). However, it operates according to a computational procedure 

designed to model many interactions (games) and to embed an evolutionary process. As 

Chapter 5 explains, two individuals from a pool of 1000 randomly play a Prisoners’ 

Dilemma type of game (called a ‘round’). This process repeats for 100,000 rounds 

(called a ‘game’), after which the model calculates individuals’ payoffs from 

interactions. The model eliminates and randomly replaces the 10 per cent of the game’s 

individuals who have the lowest payoffs. The model runs 1000 games, i.e. there are 10
8
 

rounds.  
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A standard version of the 2PRIM presented in Chapter 5 demonstrates by design 

firstly how selfishness might dominate in one-off random interactions with strangers 

but also secondly how an evolutionarily stable outcome that allows for some level of 

altruism might emerge. The components of the model are: 

 

1. Attribution of altruistic (Ai) and selfishness (Si) traits to an individual i on a 

continuum from 0 (purely selfish) to 1 (purely altruistic), where 1 – Si  = Ai. 

2. A common-good factor (CGfactor) designed to incorporate the return to 

individual i due to altruistic interaction with individual j. 

3. A selfishness factor (Sfactor) designed to incorporate return to individual i of i’s 

selfishness at the expense of individual j. 

4. A cost-of-competition factor (Cfactor) designed to incorporate the cost to 

individual i of selfish competition with individual j. 

5. A payoff or utility function that combines 1-4 and so that the game procedure 

can eliminate and randomly replace those with the lowest 10 per cent of payoffs 

in order to model evolutionary dynamics (as discussed above). 

 

The model’s outcomes illustrated in Chapter 5 see selfishness increase rapidly in 

the standard form of the 2PRIM model. However, changes in the common- (or public-) 

good factor, selfishness factor and cost of competition factor have a significant impact 

and change the levels of selfishness-altruism and payoff or utility emerging in concert 

with evolutionary stability. 
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Chapter 6 then develops the standard model to include the application of 

probabilistic punishment as a proxy for strong reciprocity. Four additional components 

add to the standard model: 

 

1. Attribution of punisher (Pi) and non-punisher (NPi) traits to individual i on a 

continuum from 0 (pure punisher) to 1 (pure non-punisher), where 1 – NPi  = Pi. 

2. A punishment factor (Pfactor) designed to incorporate the cost to individual i of 

i being punished for selfishness at the expense of individual j. 

3. A cost-of-punishing factor (Pcost) designed to incorporate the cost to individual 

i of punishing individual j for selfishness. 

4. A modification of the payoff function and procedure at 5 in order to model the 

effects of altruistic punishment. 

 

The results presented in Chapter 6 show the effects of introducing punishment into 

the model. Results from Chapter 6 provide a significant contribution, as they differ from 

the way punishment has been applied in previous models. Bowles and Gintis (2000), 

Boyd et al. (2003) and Fehr and Gächter (2002) have considered strong reciprocity, 

while Eldakar et al. (2007) and Eldakar and Wilson (2008) have considered selfish 

punishment. However, as often happens in real life, when one finds someone being 

more selfish than themselves, even while one is altruistic, one will temporarily become 

selfish to teach the more selfish person a lesson. Results in Chapter 6 show how the 

dynamics of the game changes when the less selfish player becomes temporarily more 

selfish. Effectively, this raises the number of altruists that survive compared to when 

there was no punishment involved. Resultantly, this increases the level of altruism in 

the pool and effectively the level of selfishness decreases. Changes in the cost of 
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punishment, selfishness, altruism, the common good and cost of competition factors 

also affect this equilibrium. Chapters 5 and 6 also set the developments in the model 

into the particular contexts of the relevant literature, explaining where necessary 

differences and similarities in approach. In this way the original aspects of the 

contribution of this thesis to the modelling exercise will be apparent to the reader. 

Chapter 7 summarises the contribution of the thesis and explains its limitations. 

While this concluding chapter will reinforce the point, it is important also for the reader 

to understand these limitations at the outset. That is, in order to avoid misinterpretation 

of purpose, it is necessary to understand what it is that the thesis is not trying to 

accomplish and, indeed, cannot accomplish. In particular, it is important readers do not 

think that the thesis intends to draw substantive conclusions concerning human 

selfishness, altruism, reciprocity, competition and the common or public good. Nor 

does it say how these aspects of human nature, evolution and behaviour have actually 

manifested themselves in reality. 

Instead the thesis has more modest objectives. Based on a comprehensive 

discussion of the above concepts and the literature surrounding them, the purpose of the 

thesis is to offer a modelling approach that those who are endeavouring to answer the 

big questions can use as a tool. The modelling approach the thesis contributes is 

therefore deductive in structure. That is, its asks, if human selfishness, altruism, 

reciprocity, competition and the common or public good were found to be such-and-

such and related to each other with such-and-such weights attached to them, what might 

be the individual, social and evolutionary consequences of everyday two-person 

random interactions? 
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CHAPTER TWO 

Selfishness and altruism 

 

2.1 Introduction 

 

This chapter defines and discusses the concepts of selfishness and altruism. It will start 

with Adam Smith, whose name and work appear in many of the works cited already in 

the Introduction (for example Gintis et al. 2005, Wilson et al. 2009). Selfishness, or 

assumed correlates such as self-interest, self-love, self-regard or prudence, is a concept 

that is prevalent in Adam Smith’s book An Inquiry into the Nature and Causes of the 

Wealth of Nations (1776). On the other hand, a concept that is the opposite of 

selfishness, namely altruism, or in Smith’s terms benevolence and beneficence, features 

prominently in Adam Smith’s ‘other’ book, The Theory of Moral Sentiments (1790). 

Firstly, the chapter will focus on Smith and the insights that we can still fruitfully 

extract from his seminal work. To avoid delving into the many disputes over the 

interpretation of Smith’s work, the first section of this chapter relies on Smith’s own 

voice. Secondly, the chapter discusses selfishness and altruism from the viewpoints of 

moral philosophy, socio-biology, behavioural economics and neuroeconomics. The 

development of evolutionary game theory has been closely related to these fields. 

Finally, this discussion will help to define the concepts of altruism and selfishness for 

use throughout the thesis and also to lead into the discussion in Chapter 3 of the 

relationships between self-interest, altruism and a recently developed concept called 

strong reciprocity. The latter involves the interaction of self-interest, altruism and 

punishment. 
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2.2 Adam Smith – the crossroads of economics and ethics 

 

Adam Smith published the first edition of The Theory of Moral Sentiments in 1759. A 

sixth edition, ‘published shortly before Smith’s death in 1790, contain[ed] very 

extensive additions and other significant changes’ (Raphael and Macfie 1976, p. 2). He 

published An Inquiry into the Nature and Causes of the Wealth of Nations in 1776.  

Both are seminal works in (classical) economics and ethics and warrant study in their 

own right, and not merely for Smith’s latter-day reputation as the father of free-market 

economics. 

In The Theory of Moral Sentiments Smith does not use the word altruism. Rather, 

he uses the concepts of benevolence and beneficence for what, today, we might call 

expressions of altruism or kindness, or the unselfish act of giving or helping other 

humans without expecting anything in return. 

Before discussing Smith, it is worthwhile distinguishing between his two relevant 

terms. According to the Concise Oxford Dictionary (1976), the adjective benevolent 

means to be ‘desirous of doing good’ or to be ‘charitable’ or ‘kind and helpful’. The 

adjective beneficent, however, means ‘doing good’ or ‘(showing) active kindness’. The 

difference, slight as it is, concerns a person either having the sentiment, emotion, 

affection or passion to be kind, helpful and charitable (benevolence) or to be kind, 

helpful and charitable in action (beneficence). 

Smith contrasted benevolent and selfish affections. He maintained that the ‘great 

division of our affections is into the selfish and the benevolent’ (Smith 1790, p. 267). 

Yet he saw each of them as motivating different aspects of a virtuous character and 

virtuous conduct. As he wrote ‘of Virtue’: 
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Concern for our own happiness recommends to us the virtue of prudence: concern for that 

of other people, the virtues of justice and beneficence; of which, the one restrains us from 

hurting, the other prompts us to promote that happiness. Independent of any regard either 

to what are, or to what ought to be, or to what upon a certain condition would be, the 

sentiments of other people, the first of those three virtues is originally recommended to us 

by our selfish, the other two by our benevolent affections. Regard to the sentiments of 

other people, however, comes afterwards both to enforce and to direct the practice of all 

those virtues; and no man during, either the whole of his life, or that of any considerable 

part of it, ever trod steadily and uniformly in the paths of prudence, of justice, or of proper 

beneficence, whose conduct was not principally directed by a regard to the sentiments of 

the supposed impartial spectator, of the great inmate of the breast, the great judge and 

arbiter of conduct (Smith 1790, p. 262). 

 

While our selfish affections recommend to us the virtue of prudence, which 

exemplifies proper self-interest in our own happiness, they also can overcome the 

‘feeble spark of benevolence which nature has lighted up in the human heart’ (Smith 

1790, p. 137) and cause improper expressions of self-love (or self-interest) and 

selfishness in conduct and character. In such instances, Smith uses ‘... “selfishness” in a 

pejorative sense for such self-love as issues in harm or neglect of other people’ 

(Raphael and Macfie 1976, p. 22, see also Smith 1790, pp. 9-10, 135-8, 317). This is 

why we require the virtue of self-command, a virtue that will bring down the temper of 

all of our passions, but especially the ‘turbulent and mutinous’ and selfish (Smith 1790, 

pp. 247, 250, 266), to the level that we ourselves think, on sober reflection, are proper: 

 

The man who acts according to the rules of perfect prudence, of strict justice, and of proper 

benevolence, may be said to be perfectly virtuous. But the most perfect knowledge of those 
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rules will not alone enable him to act in this manner: his own passions are very apt to 

mislead him; sometimes to drive him and sometimes to seduce him to violate all the rules 

which he himself, in all his sober and cool hours, approves of. The most perfect 

knowledge, if it is not supported by the most perfect self-command, will not always enable 

him to do his duty (Smith 1790, p. 247). 

 

While the benevolent and selfish sentiments recommend the other virtues, self-

command is ‘upon most occasions, principally and almost entirely recommended to us 

by ... the sense of propriety, by regard to the sentiments of the supposed impartial 

spectator’. If it were not for ‘the restraint which this principle imposes, every passion 

would, upon most occasions, rush headlong, if I may say so, to its own gratification’ 

(Smith 1790, p. 262). 

How does this balanced approach fit with the contrary view most would hold of 

The Wealth of Nations? In the latter work, Smith seemingly presents a divergent 

ideology to that of The Theory of Moral Sentiments. In The Wealth of Nations he 

emphasises the concept of self-interest and states, in a well-rehearsed quotation drawn 

from his discussion of the division of labour, that people are more willing to help when 

it is in their own self-interest rather through benevolence (Smith 1776, pp. 117-9). 

Smith notes how individuals need the co-operation of ‘multitudes’ but scarcely have the 

time to make a few friends. Hence, it ‘is in vain’ for someone to expect ‘the help of his 

brethren ... from their benevolence only’. Instead someone ‘will be far more likely to 

prevail’ if she or he can win the favour of others by appealing to their self-love, or their 

own advantage. This fits with a natural human ‘propensity to truck, barter and exchange 

one thing for another’. Anyone who ‘offers another a bargain of any kind’ suggests 

mutual advantage: 

 



27 

 

Give me that which I want, and you shall have this which you want, is the meaning of every 

such offer; and it is in this manner that we obtain from one another the far greater part of 

those good offices which we stand in need of. It is not from the benevolence of the butcher 

the brewer, or the baker that we expect our dinner, but from their regard to their own interest. 

We address ourselves, not to their humanity, but to their self-love, and never talk to them of 

our own necessities, but of their advantages (Smith 1776, pp. 118-9). 

 

In contrast, The Theory of Moral Sentiments opens by explaining altruistic 

motivation in terms of the manner in which humans can empathise with other people’s 

sorrow and how the most selfish person can also feel the pain and sorrow felt by 

another human being. This quotation is also becoming well-rehearsed: 

 

How selfish soever man may be supposed, there are evidently some principles in his 

nature, which interest him in the fortune of others, and render their happiness necessary to 

him, though he derives nothing from it except the pleasure of seeing it. Of this kind is pity 

or compassion, the emotion which we feel for the misery of others, when we either see it, 

or are made to conceive it in a very lively manner. That we often derive sorrow from the 

sorrow of others, is a matter of fact too obvious to require any instances to prove it; for this 

sentiment, like all the other original passions of human nature, is by no means confined to 

the virtuous and humane, though they perhaps may feel it with the most exquisite 

sensibility. The greatest ruffian, the most hardened violator of the laws of society, is not 

altogether without it (Smith 1790, p. 8). 

 

Among others, Daniels (1898), Bittermann (1940), Robbins (1952), Macfie (1959), 

Cropsey (1977) and Campbell (1967) provide an understanding of Adam Smith’s ideas 

on self-interest, individualistic passions, benevolence and the impartial spectator. They 
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state that Adam Smith’s theory is based on the fact that people have their own interest 

at the forefront and society is the product of these individualistic interests. While human 

passions are part of human character and personality, these passions and sentiments 

evolve with changes in social relationships (Lamb 1974, p. 671). These changes should 

therefore create a dynamic societal environment with a competition between self-

interested and cooperative impulses. Lamb comments that, ‘Fundamentally these two 

methods, the individualist and the social, are two ways of looking at the same social 

development’ (Lamb 1974, p. 672), restating the ‘great division of our affections is into 

the selfish and the benevolent’ as proposed by Adam Smith and arguing that these two 

qualities should possibly be viewed complimentarily. 

According to Morrow (1969, pp. 166-7), ‘There is a unity of spirit and aim in 

Adam Smith’s treatment of these separate divisions of moral philosophy (i.e. ethics, 

political economy, and jurisprudence) that cannot be doubted’. Lamb (1974, p. 673) 

also adds that, in The Theory of Moral Sentiments, ‘Smith recommends “benevolence” 

for universal human improvement’ but in The Wealth of Nations ‘recommends “self-

interest” not only as the most powerful motive for human improvement but as the 

motive which should actuate men in their economic relations’. This point is further 

clarified by Morrow (1969, p. 159): 

 

In fact, if those who believe there was a discrepancy between The Theory of Moral 

Sentiments and the Wealth of Nations had but taken the pains to consult the former work 

thoroughly, a great deal of this alleged discrepancy would have disappeared. It is true that 

in Moral Sentiments Adam Smith opposed the egoistic doctrine that man acts only from 

self-love, and exalts benevolence as the highest virtue. There are other inferior virtues 

recognized, such as prudence, frugality, industry, self-justice, but when so regulated they 

are conducive to the welfare of the general public as well as of the individual. The 
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important consideration is that these self-interested activities must be regulated by justice. 

In short, unregulated self-interest is no more advocated in the Wealth of Nations than it is 

in the Moral Sentiments, whereas in the latter work the moral value of the inferior virtues, 

when properly regulated, is fully recognized. 

 

Ashraf et al. (2005, p. 2) have also denied any inconsistencies between Adam 

Smith’s books. They state that an individual as defined in The Theory of Moral 

Sentiments needs to consider the concepts of human emotion (including self-interest) 

against the impartial spectator (i.e. a third person reviewing the situation from an 

objective viewpoint). They felt that humans also show compassion for others and are 

concerned with the concepts of fairness and justice in society. Montes (2003) and 

Evensky (2005) support a similar understanding of Adam Smith’s work. In the same 

vein, Klein (2003) discusses how neo-Darwinists such as Frans de Waal have shown 

experimentally through behavioural research that monkeys and apes exhibit a blend of 

competition and co-operation. In contrast to narrow Social Darwinist ‘survival of the 

fittest’ perspectives, ‘the findings of the neo-Darwinists like de Waal support Smith’s 

view that in nature competition takes place within a cooperative context – or, at least, 

that they are interconnected’. That is, ‘they maintain that moral activity, rather than 

destructive dog-eat-dog competition, is necessary to achieve the goals of natural 

selection’ (Klein, p. 387).  

Despite the weight of scholarly opinion to the contrary, a narrow interpretation of 

Smith’s concept of self-love, supposedly derived from in The Wealth of Nations, 

became the fundamental assumption in economics. This assumption is that humans are 

a species of homo economicus and are merely utility-maximising, self-interested 

individuals. Yet, as Raphael and Macfie (1976, p. 29) explain, it is surely a mistake to 
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contrast The Wealth of Nations (WN) and The Theory of Moral Sentiments (TMS) and 

thereby to take such a one-sided view of Smith. 

 

Of course WN is narrower in scope and far more extensive in the working out of details 

than is TMS. It is largely ... about economic activity and so, when it refers to motivation, 

concentrates on self-interest. There is nothing surprising in Adam Smith’s well known 

statement (WN I.ii.2): ‘It is not from the benevolence of the butcher, the brewer, or the 

baker, that we expect our dinner, but from their regard to their own interest.’ Who would 

suppose this to imply that Adam Smith had come to disbelieve in the very existence or the 

moral value of benevolence? Nobody with any sense (Raphael and Macfie 1976, p. 29). 

 

2.3 The impartial and well-informed spectator and the limits of self-interest 

 

Adam Smith believed in a limited role only for regulation by the state in economic 

affairs. He felt that market psychology, associated with self-interest, coupled with 

proper benevolence and justice, would provide the necessary restraint. Nevertheless, 

according to Nobel economics laureate Amartya Sen (1993, p. 45): 

 

The importance of business ethics is not contradicted in any way by Adam Smith’s pointer to 

the fact that our regards to our own interests provide adequate motivation for exchange. 

There are many important economic relationships other than exchange, such as the 

institution of production and arrangements of distribution. Here business ethics can play a 

major part. Even as far as exchange is concerned, business ethics can be crucially important 

in terms of organization and behaviour, going well beyond basic motivation. 
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Within the broader social context Sen’s point is all the more apposite. Indeed for 

Smith the sense of justice plays an especially important role. Its purpose is to ensure 

that individuals would not hurt, harm or injure others, either in their person or their 

interests. The sense of justice also should prevent us from diminishing others’ 

happiness in pursuit of our own (Smith 1790, p. 196). Hence, for Smith, a system of 

justice should prevail in society to provide for individual security, fairness and integrity, 

and the state was a body that could limit self-interest where it tends to go out of control 

(Suttle 1987). The rules of justice are strict and exact, and violations require 

punishment. 

The idea that self-interest could express itself improperly was reflected in the 

manner in which we noticed Smith distinguish proper self-love (or self-interest) from 

harm-causing selfishness (Raphael and Macfie 1976, p. 22). What is more, the limits to 

self-interest implied by justice also applied to competitive commerce. While people will 

commonly ‘indulge’ an individual’s self-love: 

 

… so far as to allow him to be more anxious about, and to pursue with more earnest 

assiduity, his own happiness than that of any other person … In the race for wealth, and 

honours, and preferments, he may run as hard as he can, and strain every nerve and every 

muscle, in order to outstrip all his competitors. But if he should jostle, or throw down any of 

them, the indulgence of the spectators is entirely at an end. It is a violation of fair play, 

which they cannot admit of. This man is to them, in every respect, as good as he: they do not 

enter into that self–love by which he prefers himself so much to this other… (Smith 1790, 

pp. 126-7). 

 

 Coase (1976), Gramm (1989) and Ashraf et al. (2005) believe that Smith therefore 

argued the need for a balance between the selfish passions and the judgement of the 
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impartial spectator (Smith 1790, pp. 135-6): a balance that is sustained by liberty, 

fairness and justice. While the impartial spectator governed the appropriateness of all of 

our sentiments (including the benevolent), he had a special role regarding both the 

unsocial passions, such as resentment, hatred and anger (Smith 1790, pp. 85-8) and 

excessive self-love. The social passions, such as generosity, humanity, kindness, 

compassion and mutual friendship (Smith 1790, p. 38, see also Kennett 1980a and 

1980b), were less apt to go awry. 

Smith explained that within each person there exists both a partial spectator and an 

impartial spectator who compete for prevalence (Smith 1790, p. 181). However, it is the 

latter – the ‘impartial and well-informed spectator … the man within the breast’ – who 

must be ‘the great judge and arbiter’ of right and wrong, justice and injustice (Smith 

1790, pp. 161-2, 262). It is the hypothetical impartial spectator who ‘holds us to 

account’ for any ‘omissions or violations’ of virtuous character and conduct by the 

exercise of the awesome (awful) virtue of self-command (Smith 1790, pp. 262-3). An 

individual can judge their own actions if they view their own actions from the 

viewpoint of an impartial spectator. 

Smith felt that, complementary to feelings of self-interest and individualism, the 

proper expression of which gives the virtue of prudence, the virtues of proper 

beneficence and justice perfected the natural feelings or affections of benevolence. 

Regardless of however self-interested humans are, they will nonetheless still have an 

interest in helping other people around them. Though we do so imperfectly, he also 

explained, we can even feel what another person is feeling to the extent that we can 

imagine the other person’s pain (Smith 1790, p. 9). Individuals have natural sense of 

connection, beginning with kinship, and this thread weaves the social fabric. The virtue 

of beneficence even recommends to us an order in which we should care for others and 
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even societies, from those closest to us by kin, friendship, neighbourhood, country and 

by mutual engagement to those less so connected (Smith 1790, pp. 232-44). Such 

relationship between individuals creates the grounds for altruism. Smith (1790, p. 245) 

even goes so far as to say: 

 

Though our effectual good offices can very seldom be extended to any wider society than 

that of our own country; our good-will is circumscribed by no boundary, but may embrace 

the immensity of the universe. We cannot form the idea of any innocent and sensible being, 

whose happiness we should not desire, or to whose misery, when distinctly brought home to 

the imagination, we should not have some degree of aversion. 

 

Such expansive benevolence was possible for Smith because he believed that, 

through sympathy, individuals can transcend the limits of their own individuality (i.e. 

self-interest and other individual passions). Nevertheless, while the power of 

‘sympathy’, ‘fellow-feeling’ or empathy gave us the ability to enter imaginatively into 

the circumstances of others, the ‘impartial spectator’, who educates our sentiments 

towards propriety, merit, duty and virtue, was still critical to fairness in the way we 

judge ourselves and others. Self-interest had to be controlled and self-command enabled 

people to restrain their selfish passions helping them focus their efforts toward socially 

beneficial objectives (Smith 1790, p. 255). 

  

2.4 Socio-biology, economics and behavioural economics on selfishness and 

altruism 

The thesis so far has explored Adam Smith’s work regarding selfishness and 

beneficence, referring to him as being at the crossroads of economics and ethics. In this 
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tradition, Boulding (1969), Werhane (2000), Dwyer (2005) and Kaplow and Shavell 

(2007) see economics as a moral science. Others, including Hirshleifer (1977, 1978, 

1985), Becker (1976), Kitcher (1998), Koslowski (1999) and Robson (2001), find that 

socio-biology and psychology when integrated with economics can contribute to a 

better understanding of Adam Smith’s ideas of altruism and self-interest. Subsequent 

research in the area of socio-biology and behavioural economics has continued to make 

the connections (for example, Ashraf et al. 2005). Frantz (2000), for example, notes that 

Adam Smith’s use of the concepts of self-interest, intuition, sympathy and the impartial 

spectator have commonalities with Darwin’s and Piaget’s work. In this section the 

thesis will focus less on Smith and more intently on cross-disciplinary contributions to 

our understanding of altruism and selfishness. 

Socio-biology is the scientific study of the biological (especially ecological and 

evolutionary) aspects of social behaviour in animals and humans (Soanes and 

Stevenson 2005). It is a particularly helpful discipline for understanding the effects and 

nature of altruism and selfishness. The eminent biologist E.O. Wilson (2000, p. 578) 

describes altruism as a ‘self-destructive behaviour performed for the benefit of others’. 

More generally, socio-biologists call a person’s behaviour as altruistic if this behaviour 

will benefit the recipient more than it does the person performing altruistic actions. 

Margolis (1984, p. 15) states that factors that define altruistic behaviour occur when a 

person can benefit more from his own actions if they had not considered the effect of 

their actions on other people. Liebrand (1986) believes, in the context of game theory, 

that altruists are those who provide greater weight to others’ than to their own outcomes 

in deciding on game strategies. 

Psychologists, however, tend to consider both the intentions and cost to the actor 

when defining altruism (Krebs 1987). In order to define altruism further, Hill (1984), 
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for example, explains that altruism can exist in the form of: egoism and unselfish 

altruism. Batson and Shaw (1991), Vine (1983) and Krebs (1987) also differentiate 

these two types of altruism. Wilson (2000, p. 371) refers to unselfish altruism as ‘hard-

core altruism’. Simmons and Marine (2002, p. 228) refer to the decision to donate a 

kidney to a relative as being almost immediate and therefore this can be defined as 

‘impulsive altruism’. Piliavin et al. (1981, p. 238) note that ‘the factors that affect 

impulsive altruism – clarity, reality and involvement with the victim – have been 

demonstrated to be related to greater levels of bystander arousal’. Krebs (1987, p. 113) 

also concludes that: 

 

Evidence on impulsive altruism suggests that ... humans ... may be genetically disposed to 

engage in impulsive acts of helping ... The findings that prior experience with a victim 

facilitates impulsive helping is consistent with evidence on familiarity in support of the 

possibility that impulsive helping is an anachronistic anomaly. 

 

Bergstrom and Stark (1993) also find that a genetic tendency to co-operate (see 

Simmons and Marine 2002 for an example) and shared cultural inheritance (i.e. sharing 

the same values with others) can increase an individual’s payoff in socio-biological 

game-theoretic models and the possibility to survive in the future.  

After an extensive survey of models of altruism across multidisciplinary areas (i.e. 

sociology, economics, biology and psychology), Khalil (2001) comes to the conclusion 

that four different types exist: egoism, egocentrism, altercentrism and altruism. Egoism 

is a strategic act of reciprocity in order to enhance future benefits in infinite encounters. 

Egocentrism is similar to a selfless act, where the actor sacrifices for someone else, but 

in which the actor gains happiness by seeing the other person’s satisfaction from his or 

her actions. Altruism is an action taken by a person that is deemed not to be strategic or 
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obligatory and is selfless in its nature. Altercentrism falls between egocentrism and 

altruism, where altercentric individuals cannot express the voluntary and varied 

characteristic of altruists (Khalil 2001).   

Khalil (2001) believes that Adam Smith’s view of a person is that they are able to 

show sympathy without disconcerting their own self-interest completely. This occurs 

as, in The Theory of Moral Sentiments, Smith explained that human society was not 

being run by means of self-interest and self-indulging passions, though prudent pursuit 

of self-interest was a virtue rather than a vice. Sympathy, the unique feature of Smith’s 

system, could account for both fraternity and, by understanding others’ prudential 

needs, for self-interest. Moreover, there was no requirement in Smith’s thinking for an 

external system of ethics in society because everyday human interaction creates this 

understanding (Khalil 2001).  

Kahana (2005) demonstrates using game theory that altruism can be sustained 

through evolution even if there are no genetic links between players and altruism 

increases regardless of the fact that the game is played with individuals that were 

selected at random. On the other hand, Mueller (1986) feels that co-operation is a 

learned behaviour and that egoism may be the dominant human trait. That is, it is useful 

for humans to utilise adaptive egoism – that is, to adapt to other people’s views and 

learn to co-operate – rather than to be purely egoistic. However, Nieli (1986) and 

Schenk (1987), offer a different view. They believe that a feeling of kinship within the 

group creates a sense of self-interest against individuals in society who are not part of 

that group, as each individual within the group tries to protect the interests of the other 

individuals within the group. 

Cooper and Wallace (2004) explain that altruism can succeed in a game if groups 

are secluded for multiple periods. In such a game it is also important to consider the size 
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of the group, cost of being altruistic and the number of periods that these groups have 

been secluded. Additionally, they state that these groups should be of medium size for 

altruism to flourish as too large or small groups cannot sustain altruism. On the other 

hand, Hansson and Stuart (1992, p. 301) show a positive connection between 

socialisation and altruism in their biological experiment. They also find that traditional 

biological models cannot explain such an equilibrium and their biological model depicts 

the results from Adam Smith’s thinking from The Theory of Moral Sentiments. These 

results are in line with Adam Smith’s, within the limits explained in the previous 

section. Khalil (2004a, 2004b) supports this argument finding a similar connection 

between socialisation and altruism. 

In direct contrast with those who emphasise altruism, the eminent biologist Richard 

Dawkins (1976), Brewer and Caporael (1990) and the Nobel laureate economist Gary 

Becker (1976) argue that selfishness is the key factor in evolutionary survival. Becker 

(1976, 1981, 1993) says that the crossover between economics and socio-biology has 

provided a better insight into selfish and altruistic behaviour. He believes that it would 

be useful to combine the analytical skills used in economics with those used in 

population genetics and socio-biology, as both fields would gain from this interaction 

(Becker 1976, p. 826). Moreover, attributes including self-interest and altruism towards 

kin, which economists represent as certain given preferences, could be explained 

through traits related to genetic fitness in biology (Michael and Becker 1973). Becker 

(1973, p. 826) explains that survival is in essence the result of utility maximisation in 

any situation: ‘To demonstrate this I have shown how the central problem of socio-

biology, the natural selection of altruism, can be resolved by considering the interaction 

between the utility maximizing behaviour of altruists and egoists’. That is, altruism is a 

form of utility-maximising, or ultimately selfish, behaviour. In other words, altruism is 
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disguised selfishness, so an altruist would expect something in return. Therefore, an 

altruist would only do something for you if he/she can obtain something in return from 

you at a later stage. 

Miller (1993) explains that researchers in the field of psycho-biology have found 

that humans through their emotional experiences (like pain) get emotionally attached to 

objects. Therefore, societal institutions can be designed to channel these experiences 

towards mutually constructive rather than destructive behaviour. Such thinking could 

also support altruism over self-interested behaviour in society. Strangely this take on 

human nature could see altruism supporting Hobbes’s (1968) famously narrow 

definition of human motivation. 

While socio-biology provides original insights into the concepts of self-interest and 

altruism (see overviews in Wilson 2000, Hirshleifer 1977, Sesardic 1995 and 

Koslowski 1999) we find that behavioural economics, which examines the 

psychological aspects of economic behaviour, offers a similarly original and deep 

appreciation of these concepts. It is understood that psychological behaviour does have 

an impact upon the results provided by classical economics (Mullainathan and Thaler 

2000, Kahneman and Tversky 1979, Smith 2005, Tomer 2007, Kahneman 2003a and 

2003b). Interestingly, Adam Smith raises some behavioural-economics issues in both of 

his great books: for example, reference-dependence, loss aversion, inter-temporal 

choice and self-control, overconfidence and altruism (Ashraf et al. 2005). He explains 

loss aversion by saying that adverse incidents have a much greater impact on human 

psyche compared to positive incidents (Smith 1790, pp. 176-177). Recent research on 

both human behaviour (Chen et al. 2005) and from brain-imaging technology 

(O’Doherty et al. 2001) has shown the existence of loss aversion.  
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Chen et al. (2005, p. 517) undertake an experimental study with capuchin 

monkeys, finding that these monkeys react rationally and that their behaviour can be 

described by standard price theory. They find that even when there is a lack of social 

learning they found that when these monkeys showed human behavioural traits of loss 

aversion and reference dependence when they were faced with complex decisions. 

These findings show that these traits are a function of innate behaviour. O’Doherty et 

al. (2001) used functional magnetic resonance imaging (fMRI) technology to analyse 

the brain activation in the orbitofrontal cortex (OFC) in humans undertaking emotion-

related tasks in which a correct choice led to a probabilistically determined financial 

reward and an incorrect choice led to financial loss. They found that specific parts of 

the OFC were activated in response to this activity. They also noticed that the extent of 

brain functioning in the OFC was related to the size of the reward/loss. This shows that 

there is a direct linkage between rewards and losses, human emotions and OFC brain 

functionality. Such brain activity could also relate to emotions that result from 

rewards/losses from self-interested and altruistic behaviour in humans.  

There have been many advances in behavioural economics that have helped us to 

understand human behaviour better in economic and social situations. Some of these 

advances relate to an improved understanding of fairness and social preferences, 

reference-dependence and loss aversion, preferences over risky, uncertain outcomes and 

time-discounting with specific applications in macroeconomics, labour economics, 

finance and law (Camerer et al. 2004). Additionally, a deeper understanding of aspects 

of behaviour, such as bounded rationality (refers to the fact that human decision making 

and rationality are limited to the available information, cognitive intelligence and 

duration of time in order to make that decision), will-power and self-interest has helped 

us gain an improved understanding of how human behaviour relates to economic 
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outcomes Camerer (1999). Discussion in this section has shown that socio-biology and 

behavioural economics have a significant impact on the study of altruism and 

selfishness. 

 

2.5 Neuroeconomic insights into altruism and selfishness 

 

Neuroeconomics research that has been conducted recently challenges the classical 

economics concept of human behaviour and rationality (Neumärker 2007). We can find 

a useful outline of this new interdisciplinary area of economic and social behaviour, 

with some speculation on its future, in, for example, Rustichini (2005). 

Neuroeconomics has been explained by Glimcher et al. (2008, p. 7) as: 

 

Since the late 1990s a group of interdisciplinary scholars have begun to combine the social 

and natural scientific approaches to the study of choice into an emerging synthetic 

discipline now called Neuroeconomics. The central assumption of this discipline is that by 

combining both theoretical and empirical tools from neuroscience, psychology and 

economics into a single approach, the resulting synthesis will provide insights valuable to 

all three parent disciplines. Studies conducted to date seem to support that conclusion. 

Theories from economics and psychology have already begun to restructure our 

neurobiological understanding of decision making, and a number of recent neurobiological 

findings are beginning to suggest constraints on theoretical models of choice developed in 

both economic and psychological domains. 

 

Fehr and Camerer (2007) explain how neuroscience and economics can provide a 

powerful explanation of human social interaction (see also Fehr and Rockenbach 2004, 

Simon 1992, Glimcher et al. 2008, Levine 2006, Mayr et al. 2008, O’Doherty et al. 
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2001, Singer and Fehr 2005, Colin 2007, Yu and Zhou 2007, Zak 2007). They state that 

social preference theories can explain brain activation related to altruism, fairness and 

trust that are associated with cognitive control, processing of emotions and the 

integration of costs and benefits, which is consistent with the resolution of conflicts 

between self-interest and other motives. Levine (2006) and Lynne (2006) state that 

humans are not only self-interested, but they also care about the group of people around 

them. As Cory (2006, p. 592) neatly explains that this has ‘profound implications’: 

 

New findings in brain physiology, especially evolutionary neuroscience ... show that the 

transactional commercial market evolved from the interplay of our self-preservational 

(egoistic) and affectional (empathetic) neural circuitries. These fundamental brain 

circuitries, under homeostatic physiological regulation, are the neural substrate of our 

human social exchange activity – from sharing in primitive families to the gift exchange 

economy to the commercial market. Current microeconomic theory is structured on the 

assumption of a sole primary self-interest motive. The presence of the dual physiological 

motives, however, is clearly demonstrated in demand, supply, and equilibrium curves as 

well as in the basic calculus of price theory. This confirmed duality of motives opens the 

way for new and productive directions in research. 

 

Similarly, work by Sanfey (2007), Singer and Fehr (2005), Zak (2007), Yu and 

Zhou (2007) and Neumärker (2007) provide us with other models explaining 

competitive bargaining behaviour and help us understand empathy and trust further.   

Zak et al. (2005) have found that humans show significant trust with strangers. 

This occurs due to the oxytocin hormone that facilitates social recognition and trust in 

humans. Krueger et al. (2005) also show that the tegmental and septal parts of the brain 

can support conditional and unconditional trust between human beings. Krajbich et al. 
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(2009) on the other hand, have found that damage to the ventromedial prefrontal cortex 

in a human brain causes dysfunctional real-life social behaviour. They explain that 

lower levels of trustworthiness and lower insensitivity to guilt felt by humans with such 

conditions. Such work in neuroeconomics show how Adam Smith’s self-interest and 

altruism traits are affected by human brain physiology and neuroscience.  

 

2.6 Defining selfishness and altruism 

 

It is important to define the concepts of selfishness and altruism in this chapter. As, 

Eldakar and Wilson (2008, p. 6985) state that it is rather hard to obtain exact definitions 

of the terms selfishness and altruism. However, the Dictionary of Psychology defines 

the term selfishness as ‘exaggerated regard for personal advantage, accompanied by a 

disregard for the welfare or happiness of others’ (Corsini 2002, p. 878). 

On the other hand, Gintis (2010, p. 9) provides a definition for altruism which 

states that, ‘The behaviour of an individual is altruistic if it benefits other members of 

the group and the individual would increase his own payoff by switching to another 

behaviour.’ The Nobel economic laureate Herbet Simon (1992, p. 73) agrees with 

Gintis’ (2009) definition on altruism and in the context of evolutionary theory he states 

that ‘Altruism is defined in evolutionary theory as behaviour that sacrifices one’s own 

production of progeny, one’s own fitness, to enhance the fitness of others.’ Bowles 

(2008, p. 326) also agrees with the definition of altruism provided by Gintis (2009) and 

Simon (1992) when he says that, ‘Altruism is conferring benefits on others at a cost to 

oneself.’ 

In essence, based on the definition above, selfishness occurs when a person puts his 

or her interest ahead of the interests of others and altruism can be defined as the cost 
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that a person will pay to provide a benefit to another person. These definitions of 

selfishness and altruism are broadly in line with Adam Smith’s concepts of self-interest 

and beneficence in his two seminal books (Smith 1776 and 1790).   

 

2.7 Conclusion 

 

This chapter began with a discussion on Adam Smith’s view on self-interest and 

altruism based on his books, An Inquiry into the Nature and Causes of the Wealth of 

Nations (Smith 1776) and The Theory of Moral Sentiments (Smith 1790) respectively. 

Morality has been the centre point of Adam Smith’s teachings and this chapter shows 

how self-interest and altruism interact within the field of moral philosophy, leading to a 

discussion on the contributions of socio-biology, behavioural economics and 

neuroeconomics to a discussion on Adam Smith’s ideas of self-interest and altruism. 

 This chapter has provided a review of Adam Smith’s views of self-interest and 

altruism. The follow chapter will extend this discussion by outlining the latest research 

on a concept called strong reciprocity. Strong reciprocity is a concept coined by Bowles 

and Gintis (2004), who refer to second-order altruistic behaviour in which an individual 

punishes selfish individuals who do not follow the group’s social norms at a cost to 

themselves. In essence, the next chapter will integrate the concepts of self-interest, 

altruism and punishment. 
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CHAPTER THREE 

Understanding strong reciprocity 

 

3.1 Introduction 

 

The previous chapter reviewed the literature on Adam Smith’s concepts of self-interest 

and altruism. In this chapter, these concepts will be developed further in relation to an 

additional concept known as ‘strong reciprocity’. The latter term has been defined as 

second-order altruism, whereby an individual, at a cost to themselves, punishes selfish 

individuals who do not follow the group’s social norms (Bowles and Gintis 2004). 

Eldakar (2007) builds on the concept of strong reciprocity by introducing the concept of 

‘selfish punishers’, who manifest a form of  second-order altruism by punishing other 

selfish people to increase their own pay-offs in future social interactions, in contrast to 

strong reciprocators. After discussing the concepts of strong reciprocity and selfish 

punishment this chapter will also briefly review the insights that behavioural economics 

and neuroeconomics can provide to strong reciprocity.  

 

3.2 What is strong reciprocity? 

 

As discussed in the previous chapter, and as argued by, for example, Ashraf et al. 

(2005), Montes (2003) and Evensky (2005), Adam Smith understood selfishness and 

altruism as being complementary in nature. According to Smith (1776, 1790) every 

individual possesses the behavioural traits of selfishness and altruism to some degree. 

However, it is possible that an individual can become overly selfish to a socially 

unacceptable extent. Smith supported the concept of punishment as a way of restricting 
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such high levels of selfishness. This conception of punishment is the basis for an 

understanding of strong reciprocity. 

Strong reciprocity is a concept coined by Gintis (2000, p. 178) who defines it as 

‘Strong reciprocity is a form of altruism, in that it benefits group members at a cost to 

the [altruistic punishers] strong reciprocators themselves.’  Bowles and Gintis (2003, p. 

429) refine this definition by stating: 

 

We hypothesize that where members of a group benefit from mutual adherence to a norm, 

individuals may obey the norm and punish its violators, even when this behavior incurs 

fitness costs by comparison to other group members who either do not obey the norm or do 

not punish norm violators, or both. We call this strong reciprocity. Strong reciprocity is 

altruistic, conferring group benefits by promoting cooperation, while imposing upon the 

reciprocator the cost of punishing shirkers. 

 

This definition of strong reciprocity is reiterated by Bowles, Fehr and Gintis (2003, 

p. 1) who identify the concept thus: 

 

Strong reciprocity is a combination of altruistic rewarding, which is a predisposition to 

reward others for cooperative, norm-abiding, behaviors, and altruistic punishment, which is 

a propensity to sanction others for norm violations. Strong reciprocators bear the cost of 

rewarding or punishing but gain no individual economic net benefit from their acts. 

 

Additionally, Bowles and Gintis (2004) explain strong reciprocity as second-order 

altruistic behaviour, whereby an individual punishes selfish individuals who do not 

follow the group’s social norms, at a cost to themselves. They also find that strong 

reciprocity exists even in groups that are unrelated and that this behaviour cannot be 
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explained by theories of kin selection, reciprocal altruism, costly signalling or indirect 

reciprocity. 

In contrast, Eldakar and Wilson (2008, p. 6982) differentiate ‘selfish punishers’ 

from the concept of strong reciprocity and state that: 

Recent models have explored punishment as an important mechanism favoring the 

evolution of altruism, but punishment can be costly to the punisher, making it a form of 

second-order altruism. This model identifies a strategy called ‘selfish punisher’ that 

involves behaving selfishly in first-order interactions and altruistically in second-order 

interactions by punishing other selfish individuals. Selfish punishers cause selfishness to be 

a self-limiting strategy, enabling altruists to coexist in a stable equilibrium. This 

polymorphism can be regarded as a division of labor, or mutualism, in which the benefits 

obtained by first-order selfishness help to ‘pay’ for second-order altruism.  

 

Eldakar et al. (2007) suggest that strong reciprocity is a second-order altruism, 

whereby the selfish individual punishes other selfish people, in order to increase his or 

her own future payoffs. Eldakar and Wilson (2008) and Eldakar et al. (2007) 

differentiate their concept of selfish punishment from strong reciprocity by stating that 

in this case selfish individuals punish other selfish individuals to increase their pay-offs 

in future social interactions, as compared to Bowles and Gintis (2003), who discuss 

altruistic individuals punishing selfish individuals to increase altruism within the group. 

When considering strong reciprocity, we recall Adam Smith’s impartial spectator 

(as discussed in The Theory of Moral Sentiments, 1790). Smith believes that this 

impartial spectator helps us view problems and make decisions from the perspective of 

a third person (i.e. a bystander) who is impartial to the situation at hand. The conception 

of punishment meted out by a strong reciprocator aligns with Adam Smith’s conception 
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of the impartial spectator, who views selfishness as an impropriety (Smith 1790, p. 16). 

An ‘impartial spectator’ effectively acts as an umpire for a person’s own actions. 

However, the literature has also stated that strong reciprocators are willing to punish 

others at their own cost. This is supported by a quote from Bowles and Gintis (2003, p. 

429): 

 

We hypothesize that where members of a group benefit from mutual adherence to a norm, 

individuals may obey the norm and punish its violators, even when this behavior incurs 

fitness costs by comparison to other group members who either do not obey the norm or do 

not punish norm violators, or both. We call this strong reciprocity. Strong reciprocity is 

altruistic, conferring group benefits by promoting cooperation, while imposing upon the 

reciprocator the cost of punishing shirkers. 

 

3.3 How does strong reciprocity relate to selfishness and altruism? 

 

Altruism and selfishness are directly linked to the concept of strong reciprocity. It is 

important to explicate both altruism and selfishness further before we can discuss how 

they explain strong reciprocity.  

According to Smith (1790, p. 2) altruism is a natural trait in human beings. He 

argues that humans can empathise with other people’s sorrow and that every human has 

the capability to be at least a little altruistic. Further, it has been argued that altruism 

maximises benefits from the perspective of a group or society. Andreoni (1995) shows 

that co-operation in games does not occur due to error or confusion between free riders 

(where free riders can be defined as selfish individuals who make use of altruistic 

individuals for their own benefit without regard for the altruistic individual). He 

provides examples of donations to the Red Cross and other charitable organisations that 
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occur due to this conscious action of kindness or altruism towards our fellow human 

beings.  

Andreoni (1995) shows that both conscious altruism and errors in judgment 

contribute to altruistic behaviour within a game and that people who are consciously 

altruistic know that they can free ride but opt not to do so due to their altruistic nature. 

As learning takes place between individuals, the level of altruism increases very quickly 

and the reduction in the level of errors leads to a co-operative equilibrium resulting 

from greater altruism and lower errors in judgment. 

In addition to direct reciprocity as explained by Andreoni (1995), it can be seen 

that indirect reciprocity also occurs through image scoring, that is when people are 

altruistic to other people because of the altruistic actions taken by the first person. For 

example, if a person has helped another person, then there is likelihood that this second 

person will also help the first person in return (Wedekind and Milinski 2000). By 

contrast, Andreoni (1988) believes that a pure public goods approach to altruism is 

limited for four reasons. Firstly, because free riding is dominant in altruistic societies, 

resulting in the level of altruism decreasing to close to zero and a situation whereby 

only the richest people tend to contribute to the public good. Secondly, because a pure 

altruism model showed strong neutrality results, whereas the Nash equilibrium was 

independent of the distribution of income, direct government provision and distorting 

subsidies. Thirdly, because exogenous increases in altruism do not change the level of 

perception regarding total equilibrium donations. Lastly, because the change in public 

goods is invariant to redistribution, joint provision and changes in population. He 

believes that a new approach should be taken, but he questions whether a co-operative 

equilibrium can be sustained in a large economy. 
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Sugden (1984), Margolis (1984), Bernheim et al. (1985), Andreoni (1993) and 

Olson (1971) on the other hand propose that emotions such as guilt, repentance, envy, 

sympathy, emulation or a taste for fairness may provide selective incentives for giving. 

Andreoni (1993, p. 1317) contributes to this discussion through the example of how 

taxation causes ‘incomplete crowding out’ for public goods because it creates a lower 

bound for altruistic giving, creating a situation where people contribute a larger amount 

voluntarily. Also, endogenous giving between people increases altruism (causing a 

crowding in effect) more than exogenous giving by the government (reducing the 

crowding out effect) which increases altruism but to a lesser extent than reducing 

taxation. Andreoni (1993) further identifies gaps in our knowledge of the effects of 

social pressure, peer group effects and theories of fund raising, believing that such 

processes could manipulate or change people’s preferences for giving. 

We have analysed altruism and implicitly its effect on the problem of social cost, 

and now have to discuss the other side of the equation, relating to selfishness. Selfish 

(or cheating) strategies in a game maximise an individual’s payoff. While it helps 

individuals to be selfish, it is important to note that this trait also exists side by side with 

altruism in society (Ashraf et al. 2005). However, Fehr et al. (2002) and Eldakar et al. 

(2007) believe that it is difficult to increase the level of altruism in the presence of 

selfish cheaters. The situation changes when members of a society are able to punish 

cheaters (usually in the form of excluding cheaters from sharing the group’s common 

resource pool). However, finding and punishing cheaters comes at a cost. Here, 

Nakamura and Iwasa (2006), Sigmund et al. (2001) and Eldakar et al. (2007) identify a 

negative relationship between punishment and altruism.  

Fehr and Gächter (2000, p. 980) state that ‘free riding causes negative emotions’ 

that could result in punishment being applied even if this is costly. Such punishment 
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causes the level of selfishness to reduce and that of co-operation to increase in the 

group. In this context the greater the degree of free riding the more likely it is that the 

free riders are punished. This argument is also supported by laboratory experiments 

undertaken by Price et al. (2002). Similarly, a laboratory experiment conducted by 

Burnham and Hare (2005) that used a robot to monitor every individual’s actions within 

one of two groups of participants found that greater co-operation developed in the 

group that was monitored compared to the group that was not monitored by the robot. 

McCabe et al. (1996) also demonstrated that reciprocity exists in repetitive games and 

found that some people are prone to co-operative behaviour, as they co-operate in single 

play games as if they are in a repetitive series of different games. Mendes (2004) 

explains that in small groups that have collective monitoring, levels of strong 

reciprocity can differ depending on the intra- and intergroup dynamics between the 

members of the group. In a larger society where collective monitoring cannot 

successfully prevail, clustering (where individuals collectively support the idea of 

punishment) can be a more successful factor that can maintain strong reciprocity 

compared to collective monitoring. 

Regardless of the fact that punishment can result in ostracism of selfish individuals, 

Hauert et al. (2002) at first acknowledged that defection is the dominant strategy. 

However, using a replicator dynamic model, they found that if co-operation can be 

developed within an iterative game then a cyclical equilibrium between defection and 

co-operation exists, leading to a sizeable average level of co-operation within the 

population. Here, McCabe, Rigdon et al. (2003) add that population clustering in 

Prisoners’ Dilemma games can allow for some co-operative strategies to develop within 

populations of stable defecting strategies, resulting in higher levels of co-operation 

being sustained in public goods games (where public goods can be defined as goods 
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provided for societal use without any intent to profit, for example, public libraries and 

public goods games relate to the fair distribution/use of public goods between different 

people). The findings of McCabe et al. (1996) also support the argument that 

reciprocity in repetitive games increases co-operation. Bowles and Gintis (2002, 2004) 

have argued that it is more than self-interest that requires humans to punish free riders. 

They contend that humans will by contrast altruistically punish free riders in order to 

increase co-operation within the group, even if they do not directly benefit from such 

behaviour. 

Strong reciprocity can support the punishment of free riders effectively and 

maintain a high level of co-operation if the frequency of reciprocators is not too low or 

the group is not too large. Strong reciprocity can be effective in making free-riders 

contribute towards the public good, provided that it does not crowd out the pre-existing 

social preferences that assisted altruistic behaviour prior to the application of 

punishment (Bowles 2008, Bowles and Hwang 2008). When considering a team 

environment, each individual will share the monitoring and punishment cost, reducing 

the overall burden on altruistic punishers. 

 

3.4 How do genetic co-evolution, co-operation and other factors affect strong 

reciprocity? 

 

Bowles and Gintis (2002b) explain that the existence of groups has been an important 

factor in human evolution. Multi-level selection and the dynamics of gene culture co-

evolution have also been highly significant in developing co-operation between human 

beings. Bowles and Gintis (2002b) also believe that relatedness, repeated games and 

other aspects of social interaction among group members might provide higher fitness 
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to those that show unselfish behaviour. However, these researchers also note that 

individuals with higher fitness will most likely survive. As DS Wilson and EO Wilson 

(2007, p.328) point out, ‘Selfish individuals might out-compete altruists within groups, 

but internally altruistic groups out-compete selfish groups. This is the essential logic of 

what has become known as multilevel selection theory.’ They also state that: 

 

The whole point of multilevel selection theory is, however, to examine the component 

vectors of evolutionary change, based on the targets of selection at each biological level 

and, in particular, to ask whether genes can evolve on the strength of between-group 

selection, despite a selective disadvantage within groups. Multilevel selection models 

calculate the average effects of genes, just like any other population genetics model, but 

the final vector includes both levels of selection and, by itself, cannot possibly be used as 

an argument against group selection. (Wilson and Wilson 2007, pp. 335-6) 

 

Dawkins (1976) believes that people are born with the trait of selfishness, as 

selfishness is an important enhancer of a gene’s success and this process instils 

selfishness in individual behaviour. Therefore, he believes that we are born selfish, but 

we can learn generosity and altruism. Bowles and Gintis (2002b) question Charles 

Darwin’s thoughts regarding selfishness. Darwin (1997) explains that individuals in a 

group can caution others of impending danger in order to protect themselves and the 

group from harm. Such actions are identified as selfish behaviour according to Bowles 

and Gintis (2002b) when they consider that ‘tribes in which these behaviours were 

common would spread and be victorious over other tribes’. Similar to the principle of 

self-interest, they propose that natural environment and gene interactions affect the 

evolution of cultures, while culture affects natural and social environments in which 

relative fitness of genetically transmitted behaviour traits are determined. Compelling 
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empirical evidence provided by researchers including Cavalli-Sforza and Feldman 

(1981), Boyd and Richerson (1988) and Durham (1992) suggests that culture affects 

genetic evolution.  

Bowles and Gintis (2002b) explain that this interaction occurs through the 

evolution of genetically transmitted behaviours that relate to individual growth along 

with culturally transmitted behaviours that are passed on through group level activities 

and social norms. In contrast some models explain how cultural factors such as resource 

sharing are critical to the evolution of genetically transmitted altruism through natural 

selection. Odling-Smee, Laland and Feldman (2003) and Bowles (2000) believe that it 

may be helpful to represent human cultures and institutional structures as supporting the 

‘creation of a particular environment’(Bowles 2000, p. 148), which in turn affects 

genetic evolution.  

It is important to question how high levels of co-operation are maintained despite 

low levels of genetic relatedness. Bowles and Gintis (2004) explain that humans can 

punish others at a personal cost. This type of altruistic punishment has been observed to 

maintain high levels of co-operation in experiments. Bowles and Gintis (2000) provide 

a model of co-operation and punishment, describing this altruistic punishment as strong 

reciprocity. Here, group members adhere to social norms and strong reciprocators 

punish violators, even when these punishers receive lower pay-offs than other group 

members (who are selfish or altruistic but do not punish) due to the cost of punishment.  

Fehr and Fischbacher (2002, 2003, and 2005) explain that both altruism and 

selfishness are fundamental to ‘our evolutionary origins [and] ... social relations’ (2003, 

p. 785). According to them, gene based evolutionary theories cannot explain 

interactions between altruists and selfish individuals. Instead, a combination of cultural 

evolution and gene-culture co-evolution theories are required to understand this issue 
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further. Laboratory experiments (Fehr and Gatcher 2002, Ostrom et al. 1994) and field 

data (Boehm et al. 1993) have shown that individuals punish non co-operative 

behaviour even in one shot interactions. Even though such altruistic punishment 

increases co-operation in a group it creates a dilemma, as existing models suggest that 

altruistic co-operation between non-genetically related individuals is evolutionarily 

stable only in small groups. Therefore, the effects of punishment in one shot 

experiments leads to predictions that people will not suffer costs to punish other 

individuals to provide a benefit to a larger group of non-genetically related individuals. 

Relating Ostrom et al. (1994) back to Cooper and Wallace (2004), Ostrom et al. (1994) 

state that small groups are successful in increasing altruism (where group members 

have been together during the game), while Cooper and Wallace (2004) review a 

different condition – where group members have been secluded for multiple periods. In 

this case, the size of the group, cost of being altruistic and the number of periods are 

important factors. They find that medium size groups do better than smaller groups. 

Boyd et al. (2003) demonstrate that an asymmetric relationship between altruistic 

co-operation and punishment allows altruistic punishment to evolve in larger 

populations even in one-off interactions. This allows for altruistic co-operation and 

punishment to exist simultaneously even in large groups, under other parametric values 

approximate conditions that can exemplify cultural evolution in small-scale societies. In 

comparison, Masclet and Villeval (2006) analyse the rationale of costly punishment in 

non-genetically related groups, investigating inequality aversion and negative emotions 

between individuals as possible determinants for punishment. Their results indicate that 

the intensity of punishment increases with the level of inequality and reduce the level of 

fitness between the individuals over subsequent games.  
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Human co-operation seems to be an evolutionary puzzle, as people voluntarily 

participate in expensive co-operation by punishing non co-operators. Even when, as 

Burnham and Johnson (2005) state, this cost cannot be recovered by kin selection, 

reciprocal altruism, indirect reciprocity or costly signalling. They believe that strong 

reciprocity is not a newly documented concept. It is maladaptive and has evolved by 

individual selection. Group selection in their view could possibly play a role, but it is 

neither necessary nor sufficient to explain co-operative behaviour in humans. In 

addition, contemporary behavioural theory relating to strong reciprocity has been 

developed by Cosmides and Tooby (1992), Dawkins (1976), Maynard Smith (1982), 

Williams (1966) and Wilson (2000), who argue that non-kin relations can be modelled 

using self-interested actors.  

Since the publication of these works substantial behavioural theory research has 

been undertaken to understand strong reciprocity resulting from non kinship, family and 

sexual relations. Colman (2006) provides a brief background to co-operation and strong 

reciprocity. Giving an example of a bird that emits an alarm when spotting a predator, 

he believes that according to Dawkins (1976) this bird would not survive compared to 

the bird with the ‘selfish gene’ that saves its energy and avoids being spotted by the 

predator by not emitting an alarm. Fehr and Gächter (2000) support Colman’s (2006) 

intuition by showing that co-operation can exist between non-related individuals. 

Nonetheless, Colman (2006) believes that while strong reciprocity is the best 

explanation for co-operative behaviour between humans, he also believes that due to the 

cost of punishment leading to lower fitness strong reciprocators would not survive over 

time and will eventually be eliminated.  

In contrast to Coleman’s argument, in biological and psychological theories of 

evolution of co-operation and reciprocity cheater detection is a crucial task. Cheater 
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detection is important in a social co-ordination function within a group, whereby 

dominance provides priority access to resources and provides a set of social norms that 

need to be followed within the group. As a result, individuals on top of an organisation 

hierarchy can observe and punish individuals lower down the hierarchy as they detect 

cheating better than them rather than vice versa, according to dominance theory 

(Cummins 1999). 

Thus, positions higher up in a hierarchy are attained by setting up coalitions with 

non-genetically related individuals. Social exchange theory (i.e. a theory of co-operative 

effort for mutual benefit) on the other hand explains cheater detection in such mutually 

beneficial relationships (Cummins 1999). For instance, in chimpanzees (like in other 

species of social animals and non human primates) it is seen that cheating can cause a 

termination of alliances (de Waal 2000), although the amount of cheating is balanced 

out by the social rank of the individual (Chapais 1992, Cheney 1983) as higher ranking 

individuals will usually get away with more cheating due to their social rank.   

In contrast, where dominance or social exchange theories are not relevant and when 

both individuals have equal standing in the game and a partial equilibrium exists in a 

two-person game, both individuals will likely have an asymmetric view of their position 

in this game. These individuals will negotiate and improve their pay-offs if they do not 

have similar views. Here, co-operation seems to emerge usually through unilateral 

concessions. If each individual’s views are diverse, then there is a strong likelihood of a 

conflict developing that will reduce the co-operation within the game as well as the 

payoff of each individual (Caruso 2008). 

There has been substantial research in understanding social behaviour through 

experimental, theoretical and empirical research in strong reciprocity. However, Gintis 

et al. (2003) believe that substantially more experimental and theoretical work needs to 
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be done to understand human pro-social behaviour. They propose a course for this 

future work by arguing that further insight needs to be obtained with newer models that 

improve on the existing economic models of self-interested actors and the biological 

model of self-regarding reciprocal altruists. There are numerous other factors that also 

affect strong reciprocity and additional research needs to be conducted to understand 

these factors and the relationships between them. Some of these factors are discussed 

below. 

Learning is one of these factors that can affect human behaviour, and humans 

interacting within games show strong reciprocity in order to increase altruism as they 

learn about selfish people’s actions in previous games. Calderon and Zarama (2006) 

analysed an ultimatum game and found that while the results were initially explainable 

by non co-operative game theory, when they introduced learning for each player, the 

outcomes started coming close to human behaviour. In this case, learning is a 

significant factor that could impact results in repetitive games as humans learn and 

change their behaviour, especially as they punish selfish individuals for acting in self-

interested ways in previous games.  

Trust is another factor that can impact on strong reciprocity, and this can be seen in 

an experimental trust game undertaken by Buchan et al. (2002), that examined the 

effects of country, social distance and communication on trust and reciprocity in China, 

Korea, Japan and the USA. They found, as expected, a negative relationship between 

trust and social distance and a direct correlation between trust and strong reciprocity. 

Also, personal rather than impersonal communication impacted on trust and reciprocity 

between players. They noticed that social distance could be another factor that affected 

strong reciprocity. 
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In response to work on strong reciprocity, Carpenter and Matthews (2004) have 

discussed the concept of social reciprocity. This concept differs from strong reciprocity 

in that social reciprocators will punish violators at some personal cost unconditionally, 

that is, without any dependence on future payoffs, revenge or altruism, when any social 

norm is broken (for example in the case of an individual free riding). Thus, social 

reciprocity is seen as a triggered normative response. Carpenter and Matthews’ (2004) 

results show that reciprocators in a social setting do punish even if they face a cost. 

Similarly, in an experiment undertaken by Carter and Castillo (2002), analysing the 

social capital aspects of altruism, trust and reciprocity in a ‘sample of South African 

communities’ (2002, p. 1), it was discovered that trust, reciprocity and altruism are 

related. However, it was noted that altruism is also clearly different to trust and 

reciprocity, though a relatively strong correlation between trust and reciprocity seems to 

exist. This indicated that when reciprocity norms existed then trust would be high 

within the community. Statistical data from the same communities showed that these 

norms have significant impact on household wellbeing. They had a positive impact on 

the wellbeing of urban communities and a negative impact on traditional rural 

communities.    

While we have analysed the different factors that affect strong reciprocity, we also 

need to understand that these relationships can hold in different experimental settings. 

Dohmen et al. (2008) have analysed reciprocity in relation to ‘labour market behaviour 

[and] ... overall satisfaction with life’s outcomes’ (2008, p. 10). They found that 

positive reciprocity existed between higher wages and working harder. They found 

negative reciprocity exists between reduced effort and lower pay.  However, firms do 

not lower pay due to reduced effort, rather reduced effort results in unemployment 

because employers do not want to hire underperforming employees. They also found 
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that positive reciprocity exists between close friendships and greater happiness for 

people with life in general, and that people who did not have close friendships would be 

less happy due to the social nature of humans.  

A similar study was undertaken by Fehr and Falk (1999), in which it was argued 

that workers underbid the prevailing wage rate ‘under conditions of incomplete labour 

contracts’ (p. 109), in order to gain employment when there is higher unemployment in 

the economy. Nonetheless, employers do not cut the wage rate below market rates 

primarily as work effort directly equates to worker’s compensation and lower wage 

rates would mean that the worker has discretion to deliver lower work effort. In this 

case, the punishment occurs when the worker reduces his work effort with a decrease in 

wage rate. Similarly, employers punish their workers by cancelling their employment 

contracts if the worker does not perform to the expectations of the employer for the 

wage rate this worker is obtaining from the employer. 

 

3.5 Is strong reciprocity affected by fairness, intentions and social preferences? 

 

Thus far we have discussed how various factors can impact on strong reciprocity. 

Camerer and Thaler (1995) have explained that fairness is another factor that affects 

people’s behaviour in relation to strong reciprocity. Based on empirical research on 

fairness perceptions of consumers, Kahneman et al. (1986) have observed that 

consumer behaviour is not shaped by pure selfishness related factors. For example, in a 

gift exchange game a larger gift provided by one person is reimbursed with a large gift 

from the person receiving the gift (Berg et al. 1995,  Gächter and Falk 2001, Fehr et al. 

1996).  
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Strong reciprocity can also have a strong effect on market forces within auction 

markets and it can determine the size of the gift that the first player will receive (Fehr 

and Falk 1999, Fehr et al. 1993, 1998), which means that if individuals are unfair then 

other people react adversely to their unfair act. Fehr et al. (1997) have also 

experimentally shown that the ‘set of enforceable contracts’ (p. 833) increases 

considerably with non-selfish behaviour. This is the case because although contracts are 

usually incomplete in nature, a combination of unselfish behaviour and strong 

reciprocity covers for the incompleteness and results in an increase in the number of 

such contracts. Akerlof (1982) and Akerlof and Yellen (1988, 1990) moreover believe 

that fairness is the possible explanation for the fact that wages are above market 

clearing prices, which supports Bewley’s (1999) explanation that fairness causes wages 

to be resistant to drop during recessions, as reducing wages will reduce worker moral 

and overall productivity. Similarly, Rossi and Warglien (2000) analyse fairness in an 

agency theory framework with an N-person Prisoners’ Dilemma game. They find that if 

principals (owners) are unfair, then agents (workers) defect and become less co-

operative as well. Fairness consideration of the principal’s actions can affect the 

behaviour of the agent and result in their propensity to either co-operate or defect in the 

game. This shows that fairness is an important factor in understanding strong 

reciprocity. 

Bolton and Ockenfels (2000) also consider fairness (in the form of equity) and 

reciprocity, proposing a theory of equity, reciprocity and competition. Their model uses 

an N-person game where players are randomly drawn from the population. In their 

model, payoffs are non negative and players do not play with an opponent in more than 

one instance. According to them, fairness and reciprocity are primarily important in 

groups, and they believe that evolutionary biology research supports their finding that 
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individual success depends on group success, and so therefore groups have a tendency 

to punish free riders. Bolton and Ockenfels (2000, p. 189) Guth (1995), Ellingsen 

(1997), Kockesen et al. (2000) also support these conclusions based on evolutionary 

biology models.  

We have seen that fairness is important when considering strong reciprocity, but 

Rabin (1993) explains that intentions are also an important factor to consider when 

people are motivated by reciprocal factors. He assumes that players in a two-person 

game experience psychological payoffs in addition to material payoffs, where these 

psychological payoffs depend on kindness (altruism), which in turn depends on beliefs. 

Geanakoplos et al. (1989) provide a framework of psychological game theory that 

incorporates intentions and reciprocal behaviour that cannot be shown in standard game 

theory models. Rabin (1993, p. 1296) adopts Geanakoplos et al.’s (1989) model but 

points out that it does not take into account dynamic or sequential games that are 

essential for applied research. 

Prior to Rabin’s (1993) model, traditional game theory could not provide accurate 

solutions to games that incorporate psychological behaviour such as intentions. In the 

same vein, Eckel and Wilson (1998) performed a game theory experiment in which 

they included ‘reputational priors’ (p. 1) that can be explained as the reputation gained 

by a person in previous games. In this game, each player was shown ‘facial schematics 

[that embodied psychological] ... affective content’ (p22). Introduction of these facial 

expressions changed the result of the game in ways that could not be predicted by 

mathematical game theory. Eckel and Wilson (1998) believe that psychological game 

theory would have to be used to solve such a problem. They do not know if the changes 

in game behaviour due to changes in facial expressions were due to stereotyping, 
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attribution or evolutionary psychology. Finding evidence of which of these might be a 

casual factor would add insight to psychological game theory.  

Falk and Fischbacher (2006) develop this concept of intentions further by 

providing a formal theory of reciprocity that explains that in addition to actions, 

intentions are also important in judging a person’s act of kindness. They believe that 

this theory is in line with the different types of experimental games such as the 

ultimatum game, the Prisoners’ Dilemma and public goods games. This theory also 

explains why outcomes may seem to be fair in bilateral interactions, while they may 

seem unfair in competitive markets. 

Social preference is another factor that can affect strong reciprocity. In analysing 

social preferences, Fehr and Fischbacher (2002) state that humans do not only care 

about material outcomes, but also about the positive or negative social preferences that 

are associated with these outcomes. Economics fails to consider these social 

preferences, legal aspects of competition and collective action, determining factors 

related to material incentives and issues relating to optimality of contracts and property 

rights, including factors that affect social norms and market forces within an economy. 

Social norms define the behaviour that are based on shared beliefs within a group 

and require individuals to follow that behaviour (Voss 2001). Social norms have been 

an unsolved problem in cognitive social science directly affecting game theoretic 

research. Sanctions, an important mechanism to support norm enforcement, are ‘largely 

driven by non-selfish motives’ (Fehr and Fischbacher 2004a, p. 185). Despite some 

recent progress in the analysis of social norms (Henrich et al. 2001, Hechter and Opps 

2001, Posner 2002) there is a lot more research required in understanding the effect of 

emotions on co-operative behaviour and punishment decision making as well as the 

neural reinforcement of social norms (Rilling et al. 2002, Fehr and Gächter 2002, 
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Sanfey et al. 2003). At present, even though the socio-economic environment seems to 

define the costs and benefits related to co-operation and punishment, there still seems to 

be a lack of knowledge in relation to the social and economic determinants of social 

norms (Fehr and Fischbacher 2004a).  

Leading on from this discussion, Fehr and Fischbacher (2004b) make the 

conjecture that third parties who are unaffected by the violation of social norms are 

sometimes willing to enforce punishment on norm violators at a personal cost. They 

find that majority of the parties punished norm violation with the punishment increasing 

in line with the norm violation. Their results show that strong reciprocity extends to the 

sanctioning of non co-operative behaviour even with unaffected third parties, while 

second parties whose economic payoffs are directly affected understandably punish 

norm violators more strongly than unaffected third parties. 

We have discussed strong reciprocity as a second-order altruistic trait and 

subsequently analysing the factors that affect strong reciprocity. It was pointed out that 

Bowles and Gintis (2000) considered strong reciprocity to be second-order altruism. 

Eldakar (2007) has since shown that it is actually second-order altruism, as these strong 

reciprocators are eliminating other selfish individuals to reduce the number of selfish 

individuals in subsequent games and resultantly to increase their own payoffs in those 

games. Eldakar et al.’s (2007) model is discussed in more detail below to understand 

the concept of second-order altruism. 

Eldakar et al. (2007) develop a two-phase evolutionary model of an ‘infinite 

population of individuals’ (p. 199) with varying propensity for altruism and 

punishment. In phase one each individual allocates a portion of their private 

empowerment, based on their level of altruism, to the common pool. At the end of 

phase one, this common pool is doubled and equally redistributed to all the individuals 
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who donated funds to this common pool. Selfish individuals allocate the minimum level 

of their personal wealth into the common pool, which is just sufficient enough to make 

them eligible to receive an allocation from the common pool at the end of phase, 

thereby maximising their personal wealth.  

During phase two, individuals (regardless of their level of altruism) can allocate 

resources to find and punish cheaters. The level of resources that are allocated by 

individuals in the game is proportional to, firstly, the individual’s punishment trait, 

secondly to the average amount of cheating that took place within the group and thirdly 

to the amount required to detect the worst cheater. In the event that the most selfish 

individual is detected they are excluded from future rounds of the game. This cheater 

will then be replaced by a new individual drawn randomly from the same pool of 

resources from which the initial individuals were selected.  

Eldakar et al. (2007) has set up a game with a large number of randomly formed 

groups that is played numerous times. Individual fitness is evaluated based on total 

earnings and baseline fitness value (showing that fitness cannot be assessed primarily 

on interactions within the game). Fitness is the combination of abundance and fitness 

for each strategy type, providing a cumulative fitness value for the 121 types identified 

in this study. The fitness value is then normalised to equal the value of ‘1’ that 

represents the frequency of each type of strategy. Therefore, each individual has an 

updated fitness at the beginning of each round in the game. 

Further, the most selfish individual (i.e. the worst cheater) will attempt to identify 

the second worst cheater, so that the most selfish individual does not get excluded. This 

happens as it reduces the amount of cheating perceived by the group resultantly 

reducing the strength of punishment and as a result decreases the chance that the worst 
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cheater is excluded in future rounds. Within this environment it is found that over time 

selfish individuals are eliminated from the game.  

Eldakar et al. (2007) perform two simulations in this study to identify the 

relationship between altruism and punishment:  

(i) They have an equal number of altruistic and selfish individuals comprising the 

game. In this case, they find that altruism increases reasonably quickly, as 

selfish punisher punish selfish non-punishers by excluding them from 

subsequent games.  

(ii) The level of altruism and punishment within the group is set to zero (A=0 and 

P=0). In this case they need to have at least a certain level of mutation (M=10
-4

) 

in order to meet the threshold where punishment can result in increasing 

altruism (the same happens if the cost of punishment is too high). Below, this 

threshold there is insufficient amount of punishment in the game – resultantly 

altruism will take substantially longer to build. 

Eldakar et al. (2007) also identified three main factors that affect the speed at 

which altruism increases in a dynamic game being: firstly, the cost of punishment, 

secondly, group size and thirdly the number of repetitive games (round length). The 

results indicate that the higher the cost of punishment the more likely selfish 

punishment is required, at lower costs the correlation between altruism and punishment 

is zero. Similarly, they found that group size is important, as the ‘levels of altruism and 

punishment decline[s]’ (p. 202) as group size increases and then starts to increase after a 

group size of seven individuals is attained. The number of repetitive games was also 

found to be important, due to the fact that individuals cannot be punished in a one-off 

game. However, as the number of games increased there was found to be a higher 

number of selfish individuals eliminated through punishment. These findings show that 
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the number of games has an indirect impact on the level of altruism and punishment in 

games, as increasing the number of rounds in a game decreases the cost of punishing 

cheaters.  

 

3.6 Reviewing strong reciprocity through neuroeconomics 

 

This preceding section has analysed strong reciprocity from the point of view of 

behavioural economics. Neuroeconomics has recently started providing a significant 

insight into strong reciprocity as well. We have noted that Camerer (1997, 1999, 2003a 

and 2003b), Benoit (2007), and Camerer et al. (2004) have argued that behavioural 

economics can help improve the realism of the psychological assumptions underlying 

economics and that these psychological factors affect strong reciprocity. It is therefore 

important to understand how neuroeconomics affects strong reciprocity. Klein (2008) 

provides a broad overview of the area related to neuroeconomics, social norms and 

strong reciprocity. 

Reviewing neuroeconomics and strong reciprocity research we find that de 

Quervain et al. (2004) previously undertook an experiment to understand the neural 

basis related to altruistic punishment. They found that the dorsal striatum (interior part 

of the forebrain that is responsible for decision making in humans) gets activated which 

process rewards that result from goal-directed actions. Implications for this study of the 

study by Quervain et al. (2004) are that humans who show a stronger activation of the 

dorsal striatum in anticipation of punishing defectors are more likely to punish defectors 

than those humans who do not show this biological change. 

In addition to this work, Krueger et al. (2008) have analysed game theory from a 

neuroeconomics viewpoint and specifically reviewed the concept of trust in such 



67 

 

games. Rilling et al. (2008) on the other hand have reviewed social interactions and 

human decision making from a neurobiological point of view. They argued that while 

human social environments are highly complex, they believe that researchers have 

already started understanding neural correlates of human decision making in reciprocal 

exchange and bargaining games through the functional neuroimaging, transcranial 

magnetic stimulation, and pharmacological manipulations that have been done earlier.  

Hagen and Hammerstein (2006) have also explained that the economic and biological 

models need to be synthesised to incorporate human cognition.  

 

3.7 Conclusion 

 

The previous chapter discussed how Adam Smith’s work is related to the concepts of 

selfishness and altruism. This chapter has explained how the concept of strong 

reciprocity has been developed from these aspects of Smith’s work. Bowles and Gintis 

(2000) first developed this concept of strong reciprocity. Strong reciprocators are 

second-order altruists; they are altruists who punish selfish individuals at a cost to 

themselves which results in an increase in altruism within the game. Subsequently, 

numerous other researchers have developed this concept, including research that 

reviews strong reciprocity from a behavioural economics and neuroeconomics 

viewpoint. However, Eldakar et al. (2007) have built their model that develops the 

concept of strong reciprocity further, in that they have introduced the concept of selfish 

punishers. The latter involves second-order altruism, in which selfish individuals punish 

other selfish individuals in order to increase their own future pay-offs.  
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The next chapter will take us through a review of game theory and complex 

systems, which will be used as tool to develop a model presented in chapter five, that is 

used to generate the results of the present study.  
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CHAPTER FOUR 

Game theory and complex systems 

 

4.1 Introduction 

 

This chapter outlines game theory and complex systems and relates these areas to the 

methodology of the thesis. After providing a background on game theory, the chapter 

then briefly discusses the inter-linkages between game theory, behavioural economics 

and social cost. It then moves on to review three related complex system areas, these 

being ecological-economic systems, agent-based computational economics and agent-

based social simulations. Following this review, the chapter analyses how complex 

systems relate to the concept of strong reciprocity and discusses more specifically the 

relations between complex systems models in game theory and strong reciprocity. 

These discussions directly relate to the 2-Person Random Interaction Model (2PRIM) 

model presented in the following chapter. Axelrod’s (1984) model is briefly discussed, 

as it was the first complex-system paper relating to two-person games. Additionally, 

research by Bowles and Gintis (2000), Boyd et al. (2003) and Eldakar et al. (2007) is 

discussed in depth to provide a basis for the discussion in chapter five, where the 

2PRIM will be developed and its results analysed. 

Game theory is a research area within the field of applied mathematics within 

which specific applications have been developed to solve economic problems. Over the 

past few decades researchers from biology, politics, ecology, anthropology, 

environmental science, sociology and other areas have also used it to solve problems in 

their respective disciplines. As game theory has been applied widely to different areas, 

researchers have also realised that game-theoretic solutions cannot explain human 



70 

 

behaviour accurately. As a result, over time there has been an application of psychology 

to game-theoretic frameworks.  

The concept of complex systems has been used to increase the usability of game 

theory by helping to analyse more computationally extensive problems or to depict 

systems with higher complexity. This chapter also discusses specific strong reciprocity 

models that provide a basis for the discussion in the next chapter.  

This chapter in essence then reviews the tools, that is, game theory and complex 

systems, that are used to analyse the theoretical strong-reciprocity problem modelled 

subsequently in this thesis.  

 

4.2 Game theory 

 

Game theory is a research area in applied mathematics that is dedicated to resolving 

economic problems in both economic and social contexts. Contemporary game theory 

has two forms: non co-operative game theory (Nash 1951) and co-operative game 

theory (Shapley 1953, 1977, Shapley and Shubik 1954, Luce and Raiffa 1957, Aumann 

and Drèze 1974, Myerson 1977).   These two forms provide the initial basis for all 

research in the area, including bargaining and auction theory.  It is also relevant to note 

that non co-operative game theory was developed out of a previous theory provided by 

Von Neumann and Morgenstern (1944) called zero-sum game theory.  

The two methods to analyse games are the axiomatic and strategic form (Von 

Neumann and Morgenstern 1944, Nash 1950, 1951, 1953). An axiomatic approach 

(sometimes called co-operative theory) provides a set of beneficial axioms that imply a 

unique solution.  The strategic approach focuses on the outcomes of players in a non co-

operative game (or strategic interaction), modelling the game theoretic-process over 
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time. The axiomatic approach was dominant until 1980, but Rubenstein’s (1982) 

solution of alternating players with discounting utility over time provided the impetus 

for the strategic approach to gain momentum. Some researchers, including Myerson 

(1979, 1984, 1985) have tried to combine both the axiomatic and strategic approaches. 

However, these game theoretic forms require complete information, while most game-

theoretic situations may only have incomplete information. 

 A substantial amount of research has taken place in the area of game theory over 

the past 70 years. Harsanyi (1966, 1967, 1968a, 1968b) has provided a strategic game-

theoretic solution with incomplete information, and Chaterjee and Samuelson (1983) 

have used Harsanyi’s theory to develop a static-bargaining model with incomplete 

information and with unknown reservation prices for a buyer and seller in a market. 

Rubenstein (1985) built on their model by using the discount utility factor of an 

opponent in a strategic interaction to replace unknown information. Around this time, 

Selten (1975) put forward sub-game perfect equilibrium game theory to explain how a 

less-than-perfect game equilibrium can provide for an overall equilibrium in a game. 

Leading from Selten’s (1975) research, Kreps and Wilson (1982) have derived, utilising 

statistical inference, a model showing sequential equilibrium with incomplete 

information.   

Game theory has developed substantially over the past few decades. This includes 

critical ideas such as those of Sen (1977), who has raised the question of how anyone 

could compare utility payoffs in games and state that a better or worse payoff has been 

received by one individual compared with another.  The long-rehearsed debate in 

welfare economics on ‘utility’ relates directly to a discussion on individual preferences. 

There is still disagreement among economists regarding the concept of preferences and 

how they should be interpreted (see for example, Sen 2009, Nussbaum 1997). 



72 

 

Technically, subject utility cannot be compared between individuals, though some 

interpersonal comparisons can reasonably be made (Doughney 2002).  Robinson (1962, 

p. 66) has explained that, with regard to the concept of utility as being ‘locked in the 

individual’s subjective consciousness’, that it is not a unit at all.  This would mean that 

it would be hard to compare utility across individuals. Sen (1977) adds to this 

discussion by arguing that preferences are complex and that people do not always make 

decisions that increase their own welfare or utility.   Individuals may act against their 

personal welfare if they have a commitment that requires them to overlook their own 

interests (see also Searle 1990). The question then becomes:  if different people have 

incommensurable preferences, how can we decide what is really the best payoff? If 

such a situation exists, then it would be rather hard to understand the payoffs in game-

theoretic scenarios. 

 The critical arguments above are strong. However, in order to undertake the 

modelling exercise below, this thesis will use the standard definition of utility that 

considers utility to be a ‘unit of value’ that is comparable across individuals. Accepting 

the game theorist’s view of utility means that preferences are taken to be ordinally 

ranked. I use, for convenience, the standard game theory definition of utility (i.e. ordinal 

preference ranking) in order to be able to have a quantitative way to compare individual 

satisfaction (utility) as well as the levels of altruism and selfishness in a game-theoretic 

scenario.  In effect, assuming both commensurability and an ability to make 

interpersonal comparisons of utility (welfare, satisfaction via ordinal-ranking), we can 

also consider bargaining and auction theory.  These have been developed out of game 

theory and are a major part of the research that considers game-theoretic problems.  In 

retrospect, the first bargaining problem was presented by Edgeworth (1881).  This 

described what today we would call the set of individual rational Pareto-optimal 
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agreements. Musgrave (1959, p. 67) says that ‘a given economic agreement is Pareto-

optimal if there can be no agreement which will leave someone better off without 

worsening the position of others’. A number of bargaining models, including the non 

co-operative bargaining model of Nash (1950), were developed subsequently using the 

non co-operative game theory as their basis. Some of these models were developed by 

Osborne and Rubinstein (1990), Roth (1983), Roth and Schoumaker (1983), Roth 

(1985), Roth, Prasnikar, et al. (1991), Camerer (1997) and Carraro, Marchiori and 

Sgobbi (2005).  

The contribution to this discussion made by Crawford (1982, p. 607) shows that 

improving efficiency in bargaining outcomes does have substantial welfare gains. 

Brams (1994) has also posited a new concept called the ‘theory of moves’, which 

provides an alternative solution to the classical game theory framework, specifically 

concentrating on dynamic games. While this theory has a different way of deriving the 

underlying solution, it provides similar outcomes to those provided by classical game 

theory. To solve bargaining problems, Brams and Taylor (1996) provide a solution to 

the problem of splitting a fixed-size pie (i.e. decisions made by each player does not 

change the size of the pie). However, in many negotiating situations, the pie can change 

size due to the interaction (decisions) between players in a game (i.e. it depends on 

whether they co-operate or compete with each other). Also, if the goods or services are 

heterogeneous in nature this solution may not work as well, because players in a 

strategic interaction may prefer one type of good or service over another as they rate 

products comparatively. Effectively, this comes back to the question of Sen’s (1977) 

discussion on utility and how one values goods or services against others in a 

bargaining situation. 
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The bargaining process helps value creation, destruction and distribution as each 

player makes decisions to improve their final payoff in the game. Hopmann (1995) 

takes this discussion to the next step, analysing the conceptual difference between 

bargaining and problem solving paradigms in game theory.  This discussion is 

significant because it clarifies the roles of co-operation and competition in the value 

creation processes. According to Hopmann, bargaining is the distribution of the pie into 

multiple pieces through concessions provided by each player to their opponent. 

However, in this paradigm, each party tries to maximise their share of the pie using 

Brams and Taylor’s (1996) concept of fair division of a fixed pie. This environment 

simply encourages a competitive approach to value distribution between the players. In 

contrast, problem-solving is a co-operative process, where each disputant will work 

with the other disputant in the game to resolve the outstanding issues through mutual 

agreement. Thus, each works to improve each player’s utility and resultantly increases 

the size of the pie that is shared between the players in that game.  

Hopmann (1995, p. 24) emphasises that problem solving results in greater 

flexibility, more ‘frequent, efficient, equitable and durable’ solutions compared to 

bargaining. Brams (1994) and Roth (1991) restate that game-theoretic models assume a 

player to be motivated by self-interest. However, the ‘dual-concern model’ (Pruitt and 

Rubin 1986, p. 29) and ‘social-utility model’ (Loewenstein, Thompson and Bazerman 

1989, p. 426) show that players are also worried about the outcomes reached by their 

opponents. Reputational concerns and fairness of outcomes in a game will push the 

players to choose outcomes that diverge from the intuitive game theoretic paradigm 

(Guth and Tietz 1990, Hoffmann et al. 1998, Kahneman, Knetsch and Thaler 1986, 

1990, Ochs and Roth 1989, Roth 1991, Kramer et al. 1993). Other research also 

supports the conclusion that players will usually divide resources equally, especially if 
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normative or similar contextual cues do not suggest an alternate allocation (Allison, 

McQueen and Schaerfl 1992, Messick 1992, Messick and Schell 1992, Bazerman and 

Neale 1983, Neale and Northcroft 1991, Kramer et al. 1993).  

While game theory provides an explanation of strategic interaction in economic 

environments, behavioural economics, on the other hand, provides an application of 

psychology to economic thought. In recent decades, game theory and behavioural 

economics have been applied together in order to understand both game theoretic and 

psychological effects in economic interaction. Camerer (1997, 2003a, 2003b, 2004) and 

Benoit (2007) state that game theory outcomes in many cases by themselves may not be 

correct due to the human behavioural assumptions that have not been included. They 

state that psychological and neuroscientific theories can be used to help support game 

theory to provide more realistic solutions to problems, such as that of social cost (see 

e.g. Coase 1976, Sen 1977, Binmore 1998, Rabin 1993 with reference to Arrow and 

Debreu 1954, Debreu 1959, Chatterjee and Samuleson 1983, Cramton 1992, 

Holmstrom and Myerson 1983, Satterwaite and Williams 1989, Beaulier and Caplan 

2007).   

 

4.3 Complex systems application to economics 

 

In the past, game theory has been applied to experiments in order to understand the 

concepts of selfishness, altruism and strong reciprocity, where mathematical methods 

have been used to model such human behaviour.  Over the past two decades, however, 

complex systems have been developed that have become significantly more useful in 

performing these experiments. Social behaviour in human societies is a highly 
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complicated concept. As a result such behaviour can be modelled well by the 

mathematics of complex systems. 

Complex systems are systems with nonlinear interactions and complex feedback 

loops, in which it is difficult to distinguish between cause and effect. It is also hard to 

understand a complex system as a sum of its parts due to the complex interrelationships 

between the different parts within the system (Rastetter et al. 1992). Holland and Miller 

(1991) wrote one of the first articles to identify the usefulness of complex adaptive 

systems for modelling economic theory.  Research in the area can be found in the 

proceedings of the conferences on complex systems and complexity theory held at the 

Santa Fe Institute that are provided in Anderson et al. (1988), Arthur et al. (1997) and 

Blume and Durlauf (2005). Similarly, Chen (2007) provides an overview of work on 

computationally intelligent agents in economics and finance, which include 

computational intelligence and agent-based modelling and simulation. 

Broadly, three research streams that relate to complex-systems in economics 

relate to the discussion in this thesis: ecological-economic systems, agent-based 

computational economics (ACE) and agent-based social simulations. Costanza et al. 

(1993) explain that both ecological and economic systems are complex systems and that 

ecological-economic systems try to emulate similarities between ecology and economic 

systems. The main such aspect is the application of the evolutionary paradigm.  

Swenson et al. (2000), for example, developed an ‘artificial ecosystem selection’ (p. 

9110) experiment in which they analysed complex interactions from an evolutionary 

perspective. 

Agent-based computational economics (ACE), on the other hand, is a field of 

research that uses computational techniques to solve economic problems.  ACE 

research covers agent based computational learning, evolution of norms, modelling 
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economic networks and organisations and building computational laboratories to 

analyse real problems (Tesfatsion 2002, 2003). 

While, agent-based social simulations are the third research stream that relates 

complex systems to economics. Here, Gotts et al. (2003) review the field of ‘agent-

based social simulations’ (p. 3) and state that these models mainly relate to reciprocal 

altruism and the Prisoners’ Dilemma problems. For example, see Bechlivanidis (2006), 

where an agent-based model is developed to analyse the role of prestige in a cultural 

evolutionary game. As prestige is considered by him as an indicator of success in 

society, he believes that learning from successful people decreases the cost of 

knowledge acquisition. On the other hand, Kim and Taber (2004) have developed an 

agent-based social simulation to analyse political cognition in two-person Prisoners’ 

Dilemma games. More specific economic models have also been developed, for 

example, Ketelaar et al. (2007) have developed an agent-based social simulation that is 

labelled EMOTLAB which is used to study emotional signalling in social bargaining 

games.  

 

4.4  Complex systems and strong reciprocity 

 

Complex systems provide a computational laboratory for analysing economic 

behaviour. Strong reciprocity relates directly to altruistic and selfish traits in human 

nature.  Hence, it has been important to understand strong reciprocator behaviour. 

Strong reciprocity, like selfishness and altruism, has been studied using computational 

models over the past two decades as computers have become more powerful. While 

mathematical models were predominantly used earlier, a number of computational 

models have been developed recently.   Researchers have used them to analyse complex 
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economic behaviour including altruism, selfishness and strong reciprocity (Bowles and 

Gintis 2000, 2002a, 2003b, 2004, Bowles et al. 2003, Gintis 2000a, 2000b, 2000c, 

2005, Gintis et al. 2003, Fehr and Fischbacher 2002, 2003, 2004a, 2004b, 2005, Fehr 

and Gächter 2000, 2002). Before examining such models thoroughly, however, it is 

prudent to say a word concerning n-person and two-person game-theoretic and 

complex-systems models.  This will help further locate the direction of this thesis. A 

significant starting point is Axelrod’s (1984) development of a two-person Prisoners’ 

Dilemma game called Tit-for-Tat.  In this game, an individual would co-operate with 

his opponent for the initial game and then mimic the strategy that his opponent followed 

in the previous game. Axelrod’s (1984) results show that this Tit-for-Tat strategy was 

quite successful for this player. In contrast, Manhart (2007) developed the n-person 

form of Axelrod’s (1984) Tit-for-Tat game and realised that the results from his model 

were similar to those of Axelrod (1984) except that co-operation declined quickly in n-

person games compared to Axelrod’s (1984) two-person game and it was hard to 

resolve this lack of co-operation especially in larger groups.    

It is important to note that economists believe that two-person games are too 

simplistic and that they occur less often in the real world. As a result, the majority of the 

game-theoretic research undertaken in the past has been in the area of n-person games. 

In the research area of strong reciprocity, n-person games are used to model Prisoners’ 

Dilemma games, while two-person games are used in modelling ultimatum and dictator 

games.  It is also important to note that two-person games have been developed to 

analyse economic behaviour using complex systems. This will be evident as we discuss 

the key papers in this chapter that relate to the concept of strong reciprocity, which will 

provide a background for the 2PRIM model, that will be developed in chapter 5. 
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As we have discussed in chapter 3, the concept of strong reciprocity was 

developed by Bowles and Gintis (2000).  Their model is discussed below in detail to 

provide a sound background relating to the research in this area. It is then followed by 

other models that have been developed using the Bowles and Gintis (2000) model.    

 

4.5 Explaining the strong reciprocity model 

 

Bowles and Gintis (2000) state that players in their model will have higher fitness when 

they co-operate with other players, effectively increasing their baseline fitness from less 

than 0 to q – b > 0, where q represents output and b  represents cost/effort for doing the 

work (all benefits and costs are in fitness units). However, players can deceive (shirk) 

other players by putting in less effort if the common pool is equally shared. So, each 

player j could deceive σj fraction of the time in the game, resulting in the average level 

of shirking equalling:  

 

n
j

n
j /

1
σσ ∑

=
=                     (1) 

 

Their game is modelled using a group size of n players with the overall fitness 

value of the group equalling n(1- σ)q. Each player’s fitness value will therefore be equal 

to (1- σ)q. As, a result if player j deceives then the shortfall to the group will be qσj. The 

benefit of shirking to player j will equal the fitness cost of shirking that will be bσj with 

b(0) = b, b(1) = 0, b’(σj) < 0 and b”( σj) > 0, where q(1- σ) > b(σj) ∀  σj ∈ (0,1). 

Bowles and Gintis (2000) assume that the group size n is sufficiently large, then the 

equation can be written as q(1−σj)/n < b(σj) for σj ∈ (0, 1). However, the group will 

obtain a higher output from player j’s effort than the benefit player j would receive from 
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shirking. If player j completely shirked (σj = 1) in which case his fitness would increase 

regardless of the effort undertaken by the group.  

But, if player j could be monitored and punished by other players within the 

group and if the fitness cost of punishing player j equalled c > 0, then he could be 

punished with a probability of fσj, where f represents the fraction of players in the group 

who are reciprocators. Bowles and Gintis (2000) explain punishment as the ostracising 

of the player from the game for a few periods (work alone) before letting him rejoin the 

game. The fitness cost to player j when he is ostracized equals s > 0 (an endogenous 

variable that is ascertained by the allocation of players that have been ostracised and 

those still playing the game). 

Bowles and Gintis (2000) state that there are two types of individuals within 

their model: reciprocators (who are altruistic and punish shirkers that free ride with a 

probability equalling 1) and self-interested individuals (who free ride to improve their 

own fitness). They argue that selfish individuals free ride and there is a loss of fitness 

within the group as reciprocators face a cost for monitoring these self-interested 

individuals. In their model, the fraction f of reciprocators in the group is common 

knowledge, though it is not possible to differentiate reciprocators and self-interested 

agents at the individual level, which means that monitoring is required. Also, each 

player needs to be monitored with equal probability as there is no history of which 

individuals have been ostracized. 

Therefore, the cost of working for player j, i.e. 
^

b (σj), is equal to the cost of 

effort and the expected cost of ostracism: 

^

b (σj) = b(σj) + sfσj                                                                                    (2) 
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On the other hand, self-interested individuals face a fitness loss if they get 

ostracized from the group that is equal to: 

 

)*)(( ono fts φφ −= .         (3) 

 

Bowles and Gintis (2000) intented to understand if self-interest is a stable 

equilibrium and if it can be invaded by a small fraction of reciprocators.  

Initially, the game starts with a fraction ε of reciprocators in a very large 

population N of self-interested individuals. At the beginning of each period, a group of 

n = δN individuals (where, δ is a very small positive number) is formed at random from 

the population.  As, the number of individuals in the population is high, therefore the 

ostracised individual will spend a lot of time out of the group, as p = n/N and this time 

can be represented by: 

 

1
11

−=
−

=
δp

p
to

        (4) 

 

Results indicate that the population can sustain reciprocators and they increase 

when there is even a small fraction of reciprocators in the game. This occurs as there is 

a likelihood that a Nash equilibrium exists, where no agent will deceive and 

reciprocators have the same fitness as other individuals within the group with the group 

growing at a positive rate, which shows that a small fraction of reciprocators can enter a 

population of self-interested individuals.  

While, Bowles and Gintis (2000) conclude that self-interest cannot be sustained 

under small values of p as λn is negative, which explains that individuals are shirking. 

As group size increases and as reciprocators increase in number, their presence in the 

pool also increases. 
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In their simulation, Bowles and Gintis (2000) set b = c = 0.15, γ = 0.07, µ 

=0.08 while assuming a baseline fitness of oφ = 0.02. Also, adjusting the productivity 

of effort q till population size is an approximate constant when equilibrium is reached. 

This provides a value of q = 0.19. They find that a fraction of reciprocators in the 

groups f* = 70%, the shirking level of self-interested agents is *)( fnσ = 10%, the 

fitness cost of ostracism is s* = 0.29 and the average time in the solitary pool is to = 

5.38 periods. Thus, the fitness of the reciprocators is: 

 

00.0)1( =−+ orrr pp φπ         (5) 

 

Further, the fitness of the non-reciprocators can be seen as: 

 

01.0)1( =−+ ornn pp φφ        (6) 

 

This result should also be equal to zero, however Bowles and Gintis (2000) state 

that a rounding error has occurred, primarily as the equilibrium values of f, s, λn and λg 

are only accurate to two decimal places. This leads us to the next section to review 

subsequent research that has been developed in the area of strong reciprocity based on 

the Bowles and Gintis (2000) model. 

  

4.6 Work in the tradition of Bowles and Gintis 

 

The concept of strong reciprocity as developed by Bowles and Gintis (2000) and Gintis 

(2000a, 2000b, 2000c) is differentiated from that of reciprocal altruism. Bowles and 

Gintis (2000) also provided the starting point for strong reciprocity research using 

complex systems.  
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Boyd et al. (2003) subsequently built on the strong-reciprocity approach 

provided by Bowles and Gintis (2000). They state that it is possible for co-operation to 

exist in small groups of unrelated people, due to the fact that people even punish non 

co-operators in one-shot experiments which support co-operation. However, they 

question if co-operation can exist in larger groups as individuals do not get the direct 

benefit of the co-operative behaviour. So, they develop an evolutionary simulation that 

has 127 groups of defectors and 1 group of altruistic punishers with this game played 

for 2000 time periods. Some variables in this model are: the cost of co-operation and 

cost of competition both having a value of 0.2, cost of being punished being 0.8, a 

migration rate equal to 0.001 and a mutation rate equal to 0.01. Their model also had an 

average extinction rate which is in line with the cultural extinction rate in small 

societies equalling 0.0075. 

Their results confirmed that altruistic punishment and altruistic co-operation can 

exist due to group selection and co-operation cannot exist without punishment in large 

groups. They also find that co-operation falls significantly with an increase in the 

migration rate and the cost of punishment. They state that without punishment co-

operation can exist in small groups only. As, the cost of monitoring defectors reduces, 

there is an increase in co-operation.  

While Boyd et al. (2003) analyse strong reciprocity and the differences between 

altruistic co-operation and altruistic punishment. Fehr and Fischbacher (2003) develop a 

model to analyse strong reciprocity and they find that cultural evolution could 

contribute significantly to develop this understanding. Bowles and Gintis (2004) 

develop on their previous paper (Bowles and Gintis 2000) to incorporate heterogeneous 

populations using an n-person Prisoners’ Dilemma game, in their simulation, they have 

three types of agents, strong reciprocators (second-order altruistic punishers), selfish 
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and purely altruistic individuals. Results provided by Bowles and Gintis (2004) explain 

that strong-reciprocity most likely existed even 100,000 years ago, that all three of these 

behavioural types possibly survived in that environment and these results did not 

require any individuals to be genetically related. 

Similarly, Gächter and Fehr (2004), Mendes (2004), Panchanathan and Boyd 

(2004), Sethi and Somanathan (2004’ 2005), Fehr and Fischbacher (2004a, 2004b, 

2005, 2006), Eriksson and Lindgren (2005), Calderon and Zamara (2006), Nakamaru 

and Iwasa (2006), Fehr and Gintis (2007), Fehr and Schneider (2007), Bowles and 

Hwang (2008), Carpenter et al. (2008) Gintis et al. (2008) and Tucker and Ferson 

(2008) have developed strong-reciprocity research using complex systems. These 

papers have considered strong reciprocity to be second-order altruism, where altruistic 

individuals punish selfish individuals in order to increase the co-operation within the 

game. Eldakar et al. (2007) and Eldakar and Wilson (2008) present another model, one 

in which strong reciprocators are not second-order altruistic. Instead they model first 

order selfish individuals as being second-order altruistic because they punish other 

selfish individuals to improve their likely payoff in the future. 

Eldakar et al. (2007) and Eldakar and Wilson (2008) develop an n-person 

evolutionary Prisoners’ Dilemma game to expand the possible models in which strong-

reciprocity is effective. Each individual is assigned an altruistic and punishment trait 

with values between 0-1 in increments of 0.1. Members of each group play multiple 

rounds of a two-phase game. In the first phase, each individual is provided with a given 

endowment and is allowed to contribute to a common fund that is doubled at the end of 

phase one with the common fund proceeds distributed equally to each individual 

regardless of their contribution to the common fund. Payoff for each individual can be 

calculated as follows: 
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Here, )1( iAE − is the individual payoff that has been withheld by the selfish 

individual (i.e. this is the amount that was not contributed to the common fund by the 

selfish individual).  

 

While, 
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is the payoff received from the common fund. This payment is an 

equal distribution provided to all individuals in the game, who did or didn’t contribute 

to the common fund. 

In Phase two, funds can be contributed by individuals to find and punish the 

biggest cheater. The punished cheater will be permanently ostracised from the game 

and he will be replaced with a new individual at the beginning of the next game drawn 

randomly from the same population as the original members. Eldakar et al. (2007) state 

that even if replacements do not play the same number of rounds as the original players 

depending on how they play the remaining rounds, they still contribute to the fitness 

differential in the total population. The amount that is invested in punishing this 

individual is based on three factors:  
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Where, Pi = individual’s static punishment trait 
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= average amount of cheating that took place among other members of the 

group 

C = amount required to detect the biggest cheater with certainty 

 

As a maximum of two individuals can be removed from the group at the end of 

each round, being the biggest cheater or the second biggest cheater. The probability that 

the biggest cheater cannot be caught: 
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The probability that the biggest cheater is removed from the game can be seen as: 
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Here, the biggest cheater is not included in the above equation. D represents the 

likelihood that the biggest cheater will be removed once he has been found. In the case 

that D = 1 it means that the cheater can be found and isolated from the game and when 

D = 0 it means that the cheater cannot be isolated from the game even if he is found. 

Nonetheless, while the group is looking for the biggest cheater, this cheater can work 

towards identifying the second biggest cheater, so that he does not get isolated from the 

game.  

Eldakar et al.’s (2007) results show that equilibrium is attained between 

altruistic non-punishers and selfish punishers when there are an equal number of 

altruistic and selfish individuals with coupled oscillations occurring between these traits 
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in the shorter time horizon. However, the same result is found, though in a longer time 

span, when the population consists of only selfish non-punishers with 

altruistic/selfishness traits equal to zero. Eldakar et al. (2007, p. 201) explain how 

selfish punishment works stating that:  

 

To see how selfish punishment promotes the evolution of altruism, consider a single 

selfish punisher in a given group. By expelling the most selfish individuals, which are 

replaced by randomly chosen members of the total population, the punisher increases 

the average degree of altruism within the group. Altruists now benefit from each other 

and the selfish punisher recovers the cost of punishment by exploiting the altruists 

during subsequent rounds.  

 

In order for this to occur there need to be enough altruists in the group. This can 

only happen in the latter case when the mutation rate is greater than 10
-4

 that results in a 

selection-mutation balance of approximately seven per cent of the population with the 

altruism trait greater than zero that provides for sufficient concentration of altruists in 

order for punishment to occur. We also need to note that if the mutation rate is below 

10
-4

 or the cost of punishment is sufficiently high, then altruism will not evolve from 

the start and it will take substantially longer for such an equilibrium to be achieved. 

Eldakar et al. (2007) also find that altruism and punishment start waning as the 

cost of punishment increases, though it does still remain at low levels when the cost of 

punishment is high. Thus, they believe that the concept of selfish punishment is even 

more relevant when punishing others is costly, specifically as selfish punishers can 

recoup these costs by exploiting altruists and that altruistic punishers do not have the 

same amount of resources as the selfish punishers to punish selfish individuals. The 

relationship between altruism and punishment is low when the group size is less than 
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seven individuals, but it increases as the group size goes above this limit. As the group 

size increases, round length becomes a more important factor in the game, as only two 

individuals can be eliminated from each game making the other individuals less likely 

to be eliminated. Also, they find that punishment has minimal impact in maintaining 

altruism in a single round, as a result requiring the round length to be increased for any 

impact to be seen.  

I have reviewed the literature on Bowles and Gintis (2000), Boyd et al. (2003), 

Eldakar et al. (2007) and Eldakar and Wilson (2008) in this chapter. It is important to 

remind the reader again that this thesis intents to analyse the concept of one-shot or 

non-repeated (random) interactions. The literature review in chapters 1 – 3 has shown 

that one-shot interactions is an important research area. However, prior to developing 

the two-person random interaction model (2PRIM), we need to answer how this model 

extends the learning from the papers reviewed in this chapter, i.e. how is the work in 

this thesis an original contribution.  

In order to analyse if this thesis has made an original contribution, while building 

on existing literature, we first need to specify a particular kind of everyday random 

interaction, those involving two people only (or ‘dyadic’). This thesis develops a 

computer simulation model, the two-person random interaction model (2PRIM), to 

assist in understanding such interactions to model the respective effects of selfishness, 

altruism and strong reciprocity on the consequences of two-person random interactions.  

The first contribution of this thesis therefore is that it models a significant 

problem that scholars seek to understand, namely random, one-shot or non-repeated 

human interactions. This aligns with the literature review in the thesis up to this point. 

This problem is one we face in our everyday lives in our communities and, if we travel, 

beyond them. We regularly engage in random interactions in our working, professional 
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and leisure activities. As Silk has pointed out (2005, pp. 63-4), such interactions are of 

evolutionary significance. 

Secondly, the thesis contributes originally to knowledge by modelling a specific 

set of random interactions, namely those involving two persons, continuous-trait 

attributes and strong reciprocity. This model allows for those behaviours or traits to be 

represented randomly along a continuum. While other researchers address similar 

random or one-shot interactions, none seem to combine these three aspects in modelled 

interactions, i.e. as two-person, as continuous-trait and as involving strong reciprocity.  

The closest parallels are those of Eldakar et al. (2007) and Eldakar and Wilson 

(2008). The former models strong reciprocity in N-person interactions, with traits 

allocated ‘that initially vary uniformly ... between 0 and 1 at 0.1 increments’ (2007, p. 

199). However, N is always greater than two. The latter study allocates traits or 

behaviours for selfishness, altruism and strong reciprocity as ‘pure strategies’, which is 

to say that members of a group of N are either pure altruists or purely selfish and either 

strong reciprocators or not (2008, p. 6982). Moreover earlier work on co-operation 

using two-person models relies on ‘non-random interactions or guarded cooperation’ 

(2008, p. 6982, citing Axelrod 1984, Hamilton 1964, 1975, Axelrod and Hamilton 

1981, Maynard Smith 1982) and does not consider strong reciprocity. Bowles and 

Gintis (2000) and Boyd et al. (2003) on the other hand have considered the values of 

selfishness and altruism in either the values of 0 or 1, i.e. an individual could be either 

totally selfish or altruistic. 

Thirdly, the thesis creates an original game-theoretic computational model 

(2PRIM) in order to contribute to our understanding of the individual, social and 

evolutionary consequences of everyday two-person random interactions in defined 
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circumstances. While, a substantial amount of literature has been reviewed, there is no 

instance where one-shot random interactions between two strangers has been analysed.  

Fourthly, the thesis contributes originally to knowledge by developing the 

foregoing contributions within the context of a theoretical discussion of the literature – 

including the work of Adam Smith – of this emerging multidisciplinary field of 

research. Indeed it is only within the context of that discussion that the questions posed 

by this thesis can be understood. It is only within that context, too, that the models 

presented in this thesis make sense. There has been specific discussion on literature 

related to Adam Smith in chapter 2, nonetheless subsequent chapters have analysed the 

concepts of selfishness, altruism and strong reciprocity from a diverse set of research 

areas – viewing these concepts from the context of behavioural economics, 

neuroeconomics, socio-biology, game theory and complex systems. 

The final contribution of this thesis is that the 2PRIM shows that pay-offs for 

players can be modified through changes in the return on selfishness, common good or 

the cost of competition, which can be a substitute to applying strong reciprocity within 

random two-person interactions. Previous literature, for example, Gintis (2000a, 2000b, 

2000c and 2007), Fehr and Gächter (2007) have shown that strong reciprocity is 

important. However, they have not explained that return on selfishness, common good 

and cost of competition can be substituted for strong reciprocity in order to manage the 

level of selfishness and altruism within a two-person random interaction. The 

contribution chapters 5 and 6 as a result build on the existing literature that has been 

reviewed in this thesis in the earlier chapters. 
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4.7 Conclusion 

 

This chapter has reviewed research in the area of game theory, before discussing the 

inter-linkages between game theory, behavioural economics and social cost.  It then 

provided a background to three related complex systems streams that help resolve 

economic and social problems, which are: ecological-economic systems, agent-based 

computational economics and agent-based social simulations. After this review, this 

chapter analysed how complex systems methods could be used to model the concept of 

strong reciprocity. More specifically this chapter examined the complex-systems 

models in game theory and strong reciprocity that will lead this discussion into the 

development of the model in the next chapter. The strong reciprocity and complex 

systems models that were analysed were: Axelrod’s (1984) model was discussed 

briefly, but the three models, by Bowles and Gintis (2000), Boyd et al. (2003) and 

Eldakar et al. (2007), were discussed in depth. Other strong reciprocity models were 

also reviewed to support this discussion. This analysis provides a sound basis for the 

discussion of the 2PRIM model developed in the next chapter. 
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CHAPTER 5 

Analysing selfishness and altruism in two-person random interactions 

 

5.1 Introduction 

 

Previous chapters have discussed the concepts of altruism and selfishness, indicating 

that humans portray both these emotions. Some people are more altruistic than selfish 

and vice versa. While selfishness helps maximise individual fitness or utility, it reduces 

the overall fitness or utility of the group.  This can result in punishment by others.  

Individuals can also punish others whom they perceive to be selfish or unfair in one-off 

interactions, as shown in experiments involving the ultimatum game. In everyday life, 

however, humans come across many repeated interactions, one-off (random) two-

person interactions and N-person interactions. Out of all these transactions, a significant 

portion of our time is spent in two-person random interactions with strangers.  That is, 

we will engage with a person whom we have not met and likely will not meet again in 

our lifetime and about whom we know very little prior to this interaction. So, how 

might we interact in such transactions? Would it pay to be selfish or altruistic in such 

two-person random interactions with strangers?  

This last question, of course, is impossible to answer in the abstract.  We would 

need to know our own predisposition towards selfishness and altruism, whether and 

how much we would be disposed to punish and the prevailing rules of the game (or 

interaction).  Would we adopt a fitness-enhancing (or maximising) or a different 

approach?  This would also have to be known, and we would have to know it about the 

stranger, too, if we hope to answer whether it would pay to be selfish or altruistic in 

two-person random interactions with strangers.  So, while it does not make a lot of 
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sense to ask the above question in the abstract, asking it does focus our attention to the 

necessary underlying conditions that might render the question capable of eliciting a 

coherent answer.  This, in turn, illuminates the necessary caveats that apply to an 

answer when any of the above conditions are absent.  

For example, in the absence of complete information, we might substitute some 

probabilistic information.  In this case, the answer, too, will necessarily be probabilistic.  

In the absence of any knowledge at all, including probabilistic knowledge, any answer 

to the question whether it is ‘better’ to be altruistic or selfish is necessarily a guess, 

because the result is indeterminate. 

 All of the above must be stated at the outset, clearly and unambiguously.  Why?  

Because the following model of selfishness, altruism and strong reciprocity creates the 

rules of the game and sets its limits.  In particular, as touched upon in the preceding 

chapters, the 2PRIM model developed in this and the next chapter sets the following 

general determinate evolutionary game-theoretic conditions: 

 

1. A prison’s dilemma framework, in the form of two equations, that sets the structure 

of interaction – i.e. the dimensions and limits of possible outcomes; 

2. A probabilistic allocation of altruistic, selfish and strong reciprocity propensities to 

the two randomly-selected interacting individuals; and 

3. A method of random selection and elimination of interacting individuals that 

simulates evolution.  

 

In consequence of these general determinate conditions the 2PRIM model has been 

created in accordance with the prevailing game-theoretic approach, in which selfishness 

is usually seen as a dominant strategy.  It should be interesting, however, to see under 
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what conditions selfishness or altruism will dominate in a two-person random 

interactional model (2PRIM), where random interactions take place between unrelated 

individuals (i.e. strangers).  That is, under which conditions selfish individuals will gain 

higher utility or fitness in games at the expense of the altruistic.  If altruism is a 

common (or public) good and, as a result, utility is highest when two altruistic 

individuals meet, under what circumstances does this behavioural trait dominate over 

selfishness?  Consider a necessary meeting with a stranger on the street whom you have 

never seen before.  If you must interact, how would you engage in an undertaking with 

this person?  Would you act selfishly or altruistically, and how would they react to your 

actions?  In this chapter the former issue is considered, while the latter issues will be 

considered in chapter 6.   

Chapters 2 -4 have analysed selfishness, altruism, strong reciprocity, evolutionary 

game theory and complex systems, which provide the basis for developing the 2PRIM 

model.  Chapter 4 explained how Axelrod (1984) had developed a two-person model 

that included interactions between individuals using a repeated tit-for-tat strategy. In 

Axelrod’s game, a player will follow the strategy that was played by their opponent in 

the previous round. However, in 2PRIM, individuals are selected using a simple 

random process. They compete with each other in a one-off two-person Prisoners’ 

Dilemma game based on their levels of selfishness and altruism that are assigned at 

random. Models developed in Bowles and Gintis (2000), Eldakar et al. (2007), Guth 

and Yaari (1992) and Boyd et al. (2003) have been used as a guide to develop 2PRIM. 

Adam Smith’s concepts of altruism and selfishness are primarily used in developing the 

human behavioural traits that underlie the construct of 2PRIM in this chapter.  
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 Conceptually, this thesis intends to present the following ideas that will help 

extend the existing literature to better understand human behaviour in two-person 

everyday random interactions. The model in this thesis intends: 

 

1. To model how, in an evolutionary sense, an individual’s selfishness traits result in a 

higher level of individual utility in everyday random interactions. 2PRIM is used to 

represent a Prisoners’ Dilemma form of one-on-one random interactions that people 

have with each other in everyday life.  

2. To understand the change in equilibrium within the two-person game in the 

presence of Adam Smith’s impartial spectator (i.e. the feeling of guilt). This ‘guilt’ 

parameter adjusts the amount of benefit derived by a selfish individual depending 

on this person’s level of guilt.  

3. To observe how changes in the selfish and altruistic investment, defined below, have 

an impact on the levels of selfishness and utility in this model.  This thesis analyses 

how these two factors affect the individual’s payoff. This concept is developed 

further in Chapter 6 to understand if changing these two factors can have a strong 

impact on group or total utility compared with changes in punishment (strong 

reciprocity).  

4. To observe how competition between selfish individuals, which comes at a cost in 

the model, will change the evolutionary properties of the model.  Previous research 

has not examined specifically how the return on the common pool and selfish 

investments, (defined below) can affect the level of altruism in groups. However, 

there is some analysis undertaken of the cost of competition in n-person strong-

reciprocity games.  Analysis in chapter 6 will also compare if changes in the cost of 
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competition factor has a greater affect compared to changes in the level of 

punishment.  

Selfishness and altruism are behaviour traits that individuals possess in 2PRIM. 

However, it is important that there is evolution in this model for equilibrium to be 

established as individuals with the less suitable trait obtain lower utility and are 

removed at the end of each game. As individuals are removed they are replaced with 

new individuals with a random level of selfish/altruistic (A-S) trait. The dynamics of 

the model assists in evolving the population and establishing equilibrium.  

This chapter will provide a brief review of some of the relevant literature relating 

to this model. The third section will then outline the 2PRIM model systematically.   

Subsequent sections will analyse the preliminary results obtained from this model, and 

the final section will summarise the key learning from this chapter. 

 

5.2 From Adam Smith to game theory and the 2PRIM model 

 

Adam Smith has discussed the concepts of selfishness and beneficence in An Inquiry 

into the Nature and Causes of the Wealth of Nations (Smith 1776) and The Theory of 

Moral Sentiments (Smith 1790) respectively. Ashraf et al. (2005), Montes (2003) and 

Evensky (2005) have stated that Adam Smith’s concepts of selfishness and beneficence 

are complementary in nature and that every individual possesses the behavioural traits 

of selfishness and altruism. This leads us towards the concept of strong reciprocity, 

which resonates with Smith’s theory. Strong reciprocity as a concept was introduced 

specifically in game theory by Bowles and Gintis (2000). It describes second-order 

altruistic behaviour, where an altruist will punish selfish individuals in a game in order 

to increase co-operation within a group. Bowles and Gintis (2000) and others explain 
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experimental evidence that strong reciprocity exists among unrelated individuals, and 

this behaviour cannot be explained by theories of kin selection, reciprocal altruism, 

costly-signalling and indirect reciprocity.  

Interestingly something akin to the following framework is foreshadowed in one 

aspect of Adam Smith’s discussion of utility. Utility, according to Smith, was of 

subordinate status morally to virtue. Virtue saw individuals exercise proper beneficence 

(altruism) and justice in their dealings with others and proper prudence (self-interest) in 

pursuing their own interests. Recall from chapter 2 that the virtue of self-command was 

also necessary to keep in check both the unruly passions and, in particular, any 

tendency to improper, excessive self-interest. While it was proper to ‘strain every nerve 

and every muscle’ to get ahead, it was wrong to ‘jostle’ or ‘throw down’ a competitor in 

order to gain an unfair advantage (Smith 1790, p. 83, pp. 137-8). 

Utility nonetheless had a role socially. As in the Prisoners’ Dilemma, society was 

better off when its members acted altruistically or co-operatively:  

 

It is thus that man, who can subsist only in society, was fitted by nature to that situation for 

which he was made. All the members of human society stand in need of each other’s 

assistance, and are likewise exposed to mutual injuries. Where the necessary assistance is 

reciprocally afforded from love, from gratitude, from friendship, and esteem, the society 

flourishes and is happy. All the different members of it are bound together by the agreeable 

bands of love and affection, and are, as it were, drawn to one common centre of mutual 

good offices. (Smith 1790, p. 85) 

 

Yet, even if society’s co-operation were merely a matter of self-interested or 

prudent or utilitarian exchange, it might still stay together (as when prisoners’ 

agreement not to rat holds): 
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But though the necessary assistance should not be afforded from such generous and 

disinterested motives, though among the different members of the society there should be 

no mutual love and affection, the society, though less happy and agreeable, will not 

necessarily be dissolved. Society may subsist among different men, as among different 

merchants, from a sense of its utility, without any mutual love or affection; and though no 

man in it should owe any obligation, or be bound in gratitude to any other, it may still be 

upheld by a mercenary exchange of good offices according to an agreed valuation. (1790, 

p. 85-6) 

 

 However, once society starts to act like prisoners who rat, a race to the bottom 

begins.  It is like the eventual equilibrium of the Prisoners’ Dilemma game: the lose-

lose outcome caused by one prisoner’s selfishness being replicated by the other.  It is 

the outcome Smith envisaged in his references to selfishness (excessive self-interest) in 

wanting to ‘jostle’ or ‘throw down’ competitors unfairly.  As Smith puts it: 

 

Society, however, cannot subsist among those who are at all times ready to hurt and injure 

one another. The moment that injury begins, the moment that mutual resentment and 

animosity take place, all the bands of it are broke asunder, and the different members of 

which it consisted are, as it were, dissipated and scattered abroad by the violence and 

opposition of their discordant affections. If there is any society among robbers and 

murderers, they must at least, according to the trite observation, abstain from robbing and 

murdering one another. Beneficence, therefore, is less essential to the existence of society 

than justice. Society may subsist, though not in the most comfortable state, without 

beneficence; but the prevalence of injustice must utterly destroy it. (1790, p. 86) 
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Recall also from chapter 4 that Eldakar and Wilson (2008) contrive two similar 

pure strategies.  Their focus is the roles of selfishness and altruism in evolution, with an 

emphasis on biological fitness.  They adapt the public goods game to this end.  As they 

explain: 

 

... emulates an experimental economics game in which each member of a group is provided 

an endowment, b, that can be kept or invested in a public good. The combined investment 

in the public good is multiplied by a factor, m, and distributed equally to everyone in the 

group. The total payoff of each individual (the proportion of the endowment kept for 

oneself plus one’s share of the public good) is assumed to be linearly related to fitness. 

This scenario can easily be related to biological situations, such as investing effort in a hunt 

in which everything captured will be shared. The model considers the two pure strategies 

of investing all (altruist) or none (selfish) of one’s endowment ... It is clear that in the 

absence of punishment, selfish individuals always have the highest fitness within the group 

because all group members obtain an equal share of the contributions from the altruists, yet 

selfish individuals keep rather than donate b. Therefore, an altruist would obtain a greater 

fitness by switching to the selfish non-contributing alternative, resulting in a  selfish gain 

of b minus the now share of the reduced group payoff caused by the loss of a single altruist 

... However, the group has the highest fitness when everyone is an altruist, resulting in the 

classic Prisoners’ Dilemma situation. (2008, p. 6982) 

 

It is from models such as this that selfishness and altruism are discussed in terms of 

investment and effort.  Altruism, as such, is an investment, the deployment of effort.  In 

such senses it is a cost by definition.  Selfishness, on the other hand, is seen as not 

investing and not exerting effort.  It is an opportunity gain, by definition. (Note, that 

labour as effort is usually assumed to be a disutility, a decrement to fitness and a cost.  

It is a questionable assumption but one that I will not pursue in this thesis.)   
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The 2PRIM model endeavours to consolidate the above conceptions in a basic 

equation.  As noted earlier this equation sets out the structure of interaction between the 

two random actors who engage in a one-shot interaction.  For players 1 and 2 the basic 

forms of the equation are:  

 

( ) CfactorSSSFfactorSCGfactor
AA

⋅+−⋅+⋅
+

211

21

2
    (1) 

( ) CfactorSSSFfactorSCGfactor
AA

⋅+−⋅+⋅
+

212
21

2
    (2) 

 

In the 2PRIM basic equation: 

 

1. A1, A2 represent the altruistic traits of players 1 and 2 

2. S1, S2 represent the selfishness traits of players 1 and 2 

3. 1 – A1 = S1 on a continuum from 0 to 1  

4. 1 – A2 = S2 on a continuum from 0 to 1 

5. CGfactor is a factor representing returns to the common good from the cost of 

altruism 

6. SFfactor is a factor representing returns to selfishness or its opportunity gain 

7. Cfactor is a factor representing the costs of selfishness 

 

Note that ‘trait’ is defined in the model in standard fashion: 

 

A characteristic or quality distinguishing a person or (less commonly) a thing, 

especially a more or less consistent pattern of behaviour that a person possessing the 

characteristic would be likely to display in relevant circumstances. (Colman 2009) 
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The first term of equations (1) and (2) is: 

 

[(A1 + A2)/2].CGfactor            (3) 

 

The common good factor (CGfactor) equates to the return on the common good 

(altruistic) investment (A1 + A2), which is the cost of both players being altruistic to 

some degree. As the first term is the return both individuals get for investing in the 

common pool, it is shared equally (halved) between the players. It is a linear function of 

the total altruism of both. It might be thought of as being akin to the public good 

derived from donating to charity or paying taxes (ignoring complications associated 

with different capacities to pay). A more selfish individual, who does not donate to 

charity and/or who evades taxes, also benefits equally from the common pool.  

The second term of equations (1) and (2) is: 

 

  S1.SFfactor or S2.SFfactor      (4) 

 

The selfish factor (SFfactor) equates to the return on the selfish investment (i.e. the 

return on S1 or S2).  Note that ‘selfish investment’ means precisely not investing in the 

common good. For example, if I do not contribute to charity or do not pay my taxes 

(governmental taxes being a social redistribution of income between the citizens of a 

country), then by definition I save. In this way, I am not sharing some of my income 

and I act selfishly. In Eldakar’s and Wilson’s language, S1.SFfactor represents the 

opportunity gain of player 1 by not exerting, investing or incurring a fitness cost due to 

effort. 

The third term of equations (1) and (2) seeks to capture the idea described by 

Adam Smith above, which is selfishness (jostling or throwing down) itself comes at a 
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cost in the form of negative public good (or public bad).  It represents the social cost of 

competition manifested in social breakdown, for example. The third term is: 

– (S1 + S2).Cfactor               (5) 

 

The third factor, the cost of competition factor (Cfactor), explains the cost of 

destructive selfishness (i.e. the negative return to total selfishness, S1 +S2). This occurs 

when two selfish individuals confront each other. In this case, both the selfish 

individuals want to do better and compete with each other, in effect, in avoidance 

behaviours. They end up eroding the benefits each of them would otherwise have 

achieved if they had met an altruistic individual. In the 2PRIM model, selfish 

individuals can take advantage of altruistic individuals, as selfish individuals gain utility 

from the common pool investment even if they do not contribute to the common pool. 

They obtain higher utility as they obtain half of the common pool. For example, if two 

individuals bid to purchase a block of land, if both keep bidding higher to purchase this 

block then both will have to pay more to acquire this block as the price will increase. If 

one of them ends up entering the winning bid, then he or she could be worse off than 

their opponent. Regardless, they have created disutility for each other, rather than if 

they had met an altruist who might not have bid up the price against them. The winning 

bidder may have purchased that block of land at a much cheaper price. 

 Above, I have outlined the sense in which 2PRIM uses the terms in order to 

recreate the Prisoners’ Dilemma framework. I have used the language of Eldakar and 

Wilson (2008) to illustrate a case, to which it might apply.  However, before proceeding 

to the evolutionary results of the 2PRIM model in detail, it would be useful to set out its 

properties.  That is, in addition to the structure (i.e. the equation), it is important that we 

have some understanding of the dimensions and the limits of its possible outcomes 

when two individuals meet. 
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 First, consider how the model makes selfishness the individually dominant 

strategy in all two-person interactions, which is the standard approach in Prisoners’ 

Dilemma frameworks.  If we subtract equation (2) from equation (1), which is to say 

that we calculate the difference in the utility (fitness, payoff) between the two 

randomly-selected players, we get:  

 

U1 – U2 = (S1– S2).SFfactor          (6) 

 

 Therefore, if S1 > S2, then U1 > U2, which is to say that the more selfish player 

will always have a greater return in the model.  Note that this, of course, will act to 

determine subsequent results.  Our attention will be on how it does so in an 

evolutionary sense.  Note also that equation (6) means precisely that the difference in 

the utility (fitness, payoff) between players 1 and 2 is determined exclusively in the 

advantage that the more selfish exacts by ‘jostling’ or ‘throwing down’ the less selfish – 

i.e. by the greater the amount of his or her selfishness. 

Second, consider total utility (fitness, payoff).  It will be the sum of the outcomes 

of players 1 and 2 (i.e. the sum of equations (1) and (2)): 

 

(A1 + A2).CGfactor + (S1+ S2).SFfactor – 2.(S1 + S2).Cfactor    (7) 

 

Now, given that S1,2 and A1,2 exist on a continuum from 0 to 1, when A1,2 = 1, S1,2 = 0. 

Hence ∑U1,2 = 2.CGfactor. In contrast, when S1,2 = 1, A1,2 = 0, and: 

 

∑U1,2 = (S1+ S2).SFfactor – 2.(S1 + S2).Cfactor = 2.(SFfactor – 2.Cfactor)   (8) 

 

Thus, to meet another Prisoners’ Dilemma constraint, which is that total utility (fitness, 

payoff) is greater when both players are altruistic, it must be so that: 
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2.CGfactor > 2.(SFfactor – 2.Cfactor) → CGfactor > (SFfactor – 2.Cfactor)  (9) 

  

This is to say that the returns to altruism (common good) must be greater than the 

difference between the return to selfishness and two times the costs of selfishness. If 

Cfactor = 0, for instance, it must be so that CGfactor > SFfactor. In other words, an 

implicit constraint on values chosen for CGfactor, SFfactor and Cfactor in the next 

section is that they do not violate this prisoner’s-dilemma condition. 

 Third, consider the pre-determined results of each two-person interaction that 

reflect total altruism, total selfishness and mixed ‘strategies’. With given values for 

CGfactor, SFfactor and Cfactor the nominal maximum and minimum values for 

altruism and selfishness shown in figure 5.1 below will give the maximum and 

minimum results for each type of interaction. Figure 5.1 also shows these results (i.e. 

utilities, fitness or payoffs) for each player and in total. Purely for convenience 

CGfactor, SFfactor and Cfactor are set at 1 (constant returns to scale). It is easy from 

figure 5.1 to infer the following important characteristics of the model: maximum and 

minimum possible dimensions for utility, fitness or payoff are determined entirely by 

the values chosen for CGfactor, SFfactor and Cfactor. This point is reinforced in figure 

5.2, which uses the same framework to illustrate formulae for utilities when altruism 

and selfishness are at their maxima and minima. 

 

Figure 5.1   2PRIM’s structure and dimensions for two-person interactions 

(maxima and minima) 

 

Altruism, selfishness traits for each player 

  
Player 1 

 

  
A S 

 

Player 2 
A A1 , A2 S1 , A2 

 
S A1 ,  S2 S1 , S2 
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Nominal altruism, selfishness traits for each player 

  
Player 1 

  
A S 

Player 2 
A 1.0 , 1.0 1.0 ,  1.0 

S 1.0 , 1.0 1.0 , 1.0 

Utility, fitness, payoff for each player 

  
Player 1 CGF = 1.00 

  
A S SF = 1.00 

Player 2 
A 1.00 , 1.00 0.50 ,  -0.50 CF = 1.00 

S -0.50 ,  0.50 -1.00 , -1.00 

Total utility, fitness, payoff 

Player 1 CGF = 1.00 

A S SF = 1.00 

Player 2 
A 2.00 0.00 CF = 1.00 

S 0.00 -2.00 

 

  

Figure 5.2   2PRIM’s formulae for utility from two-person interactions (maxima 

and minima) 

Altruism, selfishness traits for each player 

  
Player 1 

 

  
A S 

 

 Player 2 
A A1 , A2 S1 , A2 

 
S A1 ,  S2 S1 , S2 

 
 

 

Nominal altruism, selfishness traits for each player 

  
Player 1 

  
A S 

Player 2 
A 1.0 , 1.0 1.0  , 1.0 

S 1.0 , 1.0 1.0 , 1.0 

Utility, fitness, payoff for each player 
  

  
Player 1 

  
A S 

Player 2 
A CGF , CGF CGF/2 + SF – CF , CGF/2 – CF 

S CGF/2 – CF , CGF/2 + SF – CF SF – 2CF , SF – 2CF 

 

 

This third set of conditions helps us to derive an important constraint of the 

Prisoners’ Dilemma framework (one which will be violated later). That is, there must 
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be an incentive for a given player to rat. In terms of figure 5.2, it means that CGfactor 

(the altruistic option) must always be less than CGfactor /2 + SFfactor – Cfactor (the 

selfish alternative). In other words, this condition may be simplified as: 

 

2.(SFfactor – Cfactor) > CGfactor           (10) 

 

Or, taking into account points one and two above, the Prisoners’ Dilemma conditions 

are met by the 2PRIM model when (for player 1): 

 

S1 > S2 and 2.(SFfactor – Cfactor) > CGfactor > (SFfactor – 2.Cfactor) (11) 

 

Having now given an account of the first of 2PRIM’s determinate conditions 

(structure and dimensions of each two-person interaction), this chapter turns in the next 

section to the remaining two determinate conditions of the model.  These are: its 

process of random selection and its evolutionary characteristics. Section 5.3 also adds 

more detail to the discussion, as well as presenting preliminary outcomes when 

punishment (strong reciprocity) is not involved. 

 

5.3 The two-person random interaction model (2PRIM) in detail 

 

In 2PRIM, an individual can have an altruism/selfishness (A-S) trait value anywhere 

from 0.0000 to 1.0000 (assigned to 4 decimal places for accuracy).  This is defined as 

the A-S continuum. Different values along the A-S continuum help provide for variety 

in individual behaviour, which is consistent in representing the individuality, variety 

and uniqueness in human behaviour in the real world. In the past most researchers, for 

example Bowles and Gintis (2000) and Boyd et al. (2003), have only considered 

specific discrete A-S trait values of either 0 or 1. However, Eldakar et al. (2007) use 
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discrete values of altruism and punishment between 0.00 and 1.00 with uniform 

increments of 0.10.  They do not consider any value between these limits and do not use 

the A-S continuum concept. Eldakar et al. (2007) and Eldakar and Wilson (2008) 

consider four types of individuals in their game, which were initially identified in 

Nakamura and Iwasa (2006).  These individual types are: selfish punishers, selfish non-

punishers, altruistic punishers and altruistic non-punishers.  

These four individual types comprise two trait continua: altruism (A) – selfishness 

(S) and non-punisher (NP) – punisher (P).  This chapter only discusses the altruism (A) 

– selfishness (S) continuum. However, in Chapter 6, the second continuum of non-

punisher (NP) – punisher (P) will also be discussed. The four individual types identified 

by Nakamura and Iwasa (2006) are the combination of the four extremes of these two 

continua. These four individual types have the following altruistic-selfish (A-S) trait 

values: selfish punisher and selfish non-punisher have an A-S value equal to 1.0000 and 

altruistic punisher and altruistic non punisher have an A-S trait value of 0.0000. 

The altruistic-selfish behaviour of each individual in 2PRIM can be considered to 

be a point on this continuum in the range of 0.0000 – 1.0000, which, as noted above, 

means that each person’s behaviour is a combination of altruism and selfishness.  Based 

on the A-S trait value, each individual invests in either the common pool (altruistic 

investment) and/or the selfish investment. For example, if an individual has an A-S trait 

value of 0.2500, then they will invest 75.00 per cent in the selfish investment and 25.00 

per cent in the altruistic investment. In addition to the altruistic-selfish continuum, there 

are three other important variables in 2PRIM. These three factors are: the common good 

factor (CGfactor), selfish factor (SFfactor) and cost of competition (Cfactor), which 

were discussed above.  The evolutionary dynamics of 2PRIM have been developed and 

simulated in MATLAB R2008b. 2PRIM follows this process: 
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1. a pool of 1000 individuals are selected from a pool of N individuals at random; 

2. the A-S traits are assigned to these individuals using a simple random process; 

3. each experiment comprises 1000 games; 

4. each game comprises 100,000 rounds; 

5. two individuals are chosen at random for each round; 

6. at the end of the round the utility (payoff, fitness) of each of these players will 

be calculated based on their altruism-selfishness (A-S) trait value using the 

equation below (for players 1 and 2): 

 

( ) CfactorSSSFfactorSCGfactor
AA

⋅+−⋅+⋅
+

211

21

2  
 

( ) CfactorSSSFfactorSCGfactor
AA

⋅+−⋅+⋅
+

212
21

2
  

 

7. both are sent back into the pool of 1000 individuals; 

8. at the end of each game the 1000 individuals are sorted from highest to lowest 

utility; 

9. the bottom 10 per cent of individuals are eliminated and replaced by new 

individuals that are selected at random from the pool of N individuals; 

10. these new players will have their A-S trait values assigned at random; 

11. the utility values of each player (in the pool of 1000 individuals) will be reset to 

zero at the beginning of each game; and 

12. this process will continue until the 1000 games are completed (see appendix for 

further detail); 
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The following diagram, figure 5.3, explains one round of each game (this is 

repeated for 100,000 rounds and 1000 games): 

 

Figure 5.3   Diagrammatic representation of 1 round of the two-person random 

interaction model (2PRIM) 

 

 

                           Round starts with 2 agents 

                                selected at random 

 

 

 

      

                 

  

 

         Bottom 10% Players returned to the Pool                                      

                    

 

The previous section examined the structural and dimensional effects of the three 

factors in the utility equation. In the simulations that follow, the values chosen for the 

common good factor (CGfactor), selfish factor (SFfactor) and cost of competition 

factor (Cfactor) are varied, and results are analysed to see how this changes the levels 

of selfishness and altruism through evolution. In the first run model the value for these 

three factors are loosely based on the concept of returns to scale, with CGfactor = 1 and 

SFfactor =1, but Cfactor = 0.25. These values of CGfactor, SFfactor and Cfactor meet 

the requirements of the Prisoners’ Dilemma framework that is identified by the equation 

derived earlier:  

  

2.(SFfactor – Cfactor) > CGfactor > (SFfactor – 2.Cfactor)            (14) 

 

Pool of 1000 
players with 
traits along 
the A-S 

continuum 

A-S trait defines 
utility (equation) 

Player Utility 
Calculated 
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Note that, because of the Prisoners’ Dilemma framework, the more selfish 

individual will always prevail (gain greater utility, fitness and payoff) in an interaction 

with the less selfish (more altruistic). This was demonstrated in the previous section.  

However, the point will be to see precisely how this occurs (1) in an evolutionary 

process, and (2) as the result of changes in the above factors.  Key results will be 

whether equilibrium levels of selfishness and utility are established, what these levels 

are and what are the levels of utility and total utility attached to them. 

At this point some clear distinctions must be reinforced. The levels of selfishness-

altruism for any individual are only ever allocated at random in 2PRIM. They are 

determined at the start of each experiment and do not change thereafter. Therefore, 

when the following speaks in shorthand of changes in the levels of selfishness and 

altruism through evolution, it does not mean that individuals’ randomly-allocated trait 

values of selfishness-altruism change through evolution. Rather it means changes in the 

average levels of all individuals-in-the-pool of 1000’s randomly-allocated trait values 

of selfishness-altruism because of the evolutionary survival-exclusion process described 

at steps 9-12 above. It is about survival of individuals with higher or lower values of the 

altruism-selfishness behavioural trait. 

In the standard 2PRIM in figure 5.4 below, the value of the common good factor 

(CGfactor) equals 1.00, selfish factor (SFfactor) equals 1.00 and the cost of competition 

factor (Cfactor) equals 0.25. In this version of the model there is no increased return (or 

public-good characteristic) associated with altruism, but there is a cost incurred when 

two selfish individuals meet. In the simulation (encompassing 1,000 games with 

100,000 rounds in each game, as described above), it was found that the average level 

of selfishness increased rapidly within the first 100 games, and equilibrium was attained 

by the 100
th

 game. Within the first 100 games, altruists represent a much higher 
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proportion of individuals eliminated through the evolutionary process. At equilibrium, 

the average level of selfishness for the surviving individuals is about 88 per cent 

(altruism about 12 per cent). However, as figure 5.4 shows, total utility declines as 

selfishness increases.  

In order to assist in better understanding these graphs (provided below), I would 

like to state that the X-axis shows the number of time periods for which the experiment 

is undertaken with each time period representing 1 game (i.e. 100,000 two-person 

random interactions). However, the first Y-axis (left hand side) represents the level of 

selfishness/altruism in the game and the second Y-axis (right hand side) provides the 

mean level of utility of the pool in each time period.  

An increase in the level of selfishness is consistent with the results provided by 

Guth and Yaari (1992) in a two-person Prisoners’ Dilemma game and Gintis (2000) and 

Fehr and Gächter (2000) in an N-person game. This occurs because free riders act 

selfishly to improve their utility. In these authors’ games, punishment is added to 

improve the level of altruism within the game. However, in Gintis (2000), the 

equilibrium level of selfishness without punishment is consistent with the results in this 

model. However, the results of 2PRIM are the opposite of those provided by Eldakar et 

al. (2007), in which altruism starts at around 100 per cent in the first few generations 

and an equilibrium is attained at the 500
th

 generation, where there is 80 per cent 

altruism and 20 per cent selfishness.  
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Figure 5.4   Level of selfishness and utility in the standard 2PRIM 

 

 

 

Eldakar et al. (2007) explain these results by saying that the most selfish 

individuals are removed within the first 20 generations, then punishers are eliminated 

by the 50
th

 generation due to the cost of punishment that they incur and due to the 

negative correlation between altruism and punishment, we see only altruistic non-

punishers and selfish punishers survive. In Eldakar et al.’s (2007) model altruism 

increases initially due to the threat of punishment.  The standard 2PRIM model, as 

described in this chapter, does not use punishment. Naturally selfishness succeeds and 

utility is less than it otherwise would be. When punishment is applied in 2PRIM in 

chapter 6 we can observe whether the results are consistent with those provided by 

Eldakar et al. (2007). 
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In figure 5.4, selfishness will never reach 100 per cent and altruistic individuals 

will always exist as new altruistic individuals enter the group at the end of each game.  

Recall that 10 per cent of the individuals with the least utility in the pool of 1000 

individuals are removed and replaced by new individuals with random levels of the 

selfishness and altruism trait values. 

In summary, selfishness will dominate in this particular (‘standard’ 2PRIM) 

evolutionary game. This is despite the fact that the competing selfish individuals suffer 

due to the (relatively small) cost of competition. Constant returns to altruism (or a 

CGfactor of one) could occur in society where the government safety net is low, like in 

many developing countries. On the other hand, in many developed countries the 

government taxes individuals at a higher rate and redistributes these taxes to provide 

services for all individuals in society. This helps to increase the common good, as 

people are mandated to contribute to society. Hence it will be useful to compare the 

results in figure 5.4 with those following an increase in the return on the common pool 

investment (to a CGfactor value greater than 1.00), while holding the SFfactor and 

Cfactor constant at 1.00 and 0.25, respectively. What we are looking for specifically is 

whether an increase in the return to altruism (by increasing the CGfactor) will lead to an 

increase in the number of altruistic individuals who survive in successive games. The 

questions are whether and at what point the altruists might dominate the game.  

Hirshleifer and Rasmusen (1989), Levine (1998), Sethi and Somanathan (2005) 

and Danielson (2002) suggest that an increase in individual morality is needed to 

increase the level of co-operation within a repetitive game. Reciprocity must be in some 

way underlying the cooperative actions of the altruists if a stable equilibrium is to exist. 

However, in this standard form of the 2PRIM model, which does not include reciprocity 

and punishment, such a change in morality would have to involve increasing the levels 
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of altruism (and decreasing selfishness) of individuals in the pool. In other words, it 

would be outside the random attribute-allocation process of 2PRIM. Nevertheless we 

can test to see whether, without changing the random altruism-selfishness trait values, 

we can obtain a similar result (i.e. an increase in the average level of surviving altruism) 

by changing the CGfactor to a value greater than 1.00. That is, can the average level of 

altruism in the model increase and, possibly, dominate if reciprocity is not required? 

While, the standard 2PRIM model meets the conditions of the Prisoners’ Dilemma 

model, these conditions are breached once the CGfactor, SFfactor and Cfactor values 

are altered as discussed earlier. The intention of this chapter is to explain the boundaries 

of the 2PRIM model and how the game evolves when these factors are increased from 

those provided in the standard 2PRIM model. Chapter 6 will then analyse how strong 

reciprocity can be included in 2PRIM and if it is possible to improve common good 

using the CGfactor, SFfactor and Cfactor compared to using punishment. We will now 

analyse the 2PRIM model when the Prisoners’ Dilemma conditions no longer hold. 

Here, as per my discussion with Omar Eldakar, he explained that there are situations 

where even the most selfish person will have to act altruistically. For example, if two 

strangers get stuck in a lift and there is a fire in the building. The only way they can get 

out of the lift is if both work together and exit the lift from the ceiling of the lift. Even 

the most selfish individual will have to work with the other player to exit this lift. 

Obviously, a selfish individual will try to get out of the lift first, compared to a more 

altruistic individual. Similarly, even the most altruistic individual can act selfishly as 

well. For example, if there is an earthquake, even the most altruistic individual will try 

to run out of the building (while pushing other people out of the way in panic) to make 

sure he/she does not get crushed if the building collapses. 
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So, figures 5.5 to 5.7 illustrate the result with CGfactor = 1.00 versus the same 

interaction with CGfactor increased first to 1.50 and then to 2.0. The second and fourth 

panels of figures 5.6 and 5.7, namely ‘Utility, fitness, payoff for each player’ and 

‘Change in player utility, fitness, payoff compared with CGF = 1.00’, demonstrate the 

following: 

 

1. interactions with the greatest levels of total altruism gain the most from 

increasing CGfactor; 

2. This is so regardless of the fact that the individuals with the highest selfishness 

trait value get the highest payoffs in all interactions. We shall see below how 

this translates into the evolutionary model. 

 

Figure 5.5   2PRIM formulae for utility from interactions for CGfactor = 1.0 

Altruism, selfishness traits for each player 

  
Player 1 

 

  
                      A                   S 

 

Player 2 
  A A1 , A2 S1 , A2 

 
  S A1 ,  S2 S1 , S2 

 
 

Nominal selfishness, altruism traits for each player 

  
Player 1 

  
  

                        A                                            S 
  

Player 2 
A 1.0 , 1.0 1.0 , 1.0     

S 1.0 , 1.0 1.0 , 1.0     

                    

Utility, fitness, payoff for each player 

    Player 1 

                       A                                              S 
CGF = 1.00 

    SF 1.00 

Player 2 
     A 1.00 , 1.00 1.25 , 0.25 CF 0.25 

         S 0.25 , 1.25 0.50 , 0.50     

           

Total utility, fitness, payoff 

Player 1 

                      A                                             S 

CGF = 1.00 

SF 1.00 

Player 2 
      A 2.00 1.50 CF 0.25 

         S 1.50 1.00 
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Change in player utility, fitness, payoff 

  
Player 1 

                       A                                              S 

CGF = 1.00 

  
SF 1.00 

Player 2 
        A 0.00 , 0.00 0.00 , 0.00 CF 0.25 

          S 0.00 , 0.00 0.00 , 0.00 
  

   

Figure 5.6   2PRIM formulae for utility from interactions for CGfactor = 1.5 
 

Nominal selfishness, altruism traits for each player 

  
Player 1 

  
  

                      A                                              S 
  

  Player 2 
A 1.0 , 1.0 1.0 , 1.0     

S 1.0 , 1.0 1.0 , 1.0     

                    

Utility, fitness, payoff for each player 

    Player 1 

A                                              S 
CGF = 1.50 

    SF 1.00 

  Player 2 
        A 1.50 , 1.50 1.50 , 0.50 CF 0.25 

          S 0.50 , 1.50 0.50 , 0.50     

          Total utility, fitness, payoff 

Player 1 

A                                              S 

CGF = 1.50 

SF 1.00 

Player 2 
        A 3.00 2.00 CF 0.25 

          S 2.00 1.00 
  

          Change in player utility, fitness, payoff 

  
Player 1 

 A                                              S 

CGF = 1.50 

  
SF 1.00 

Player 2 
         A 0.50 , 0.50 0.25 , 0.25 CF 0.25 

           S 0.25 , 0.25 0.00 , 0.00 
  

           

Figure 5.7   2PRIM formulae for utility from interactions for CGfactor = 2.0 

Nominal selfishness, altruism traits for each player 

  
Player 1 

  
  

                    A                                              S 
  

 Player 2 
A 1.0 , 1.0 1.0 , 1.0     

S 1.0 , 1.0 1.0 , 1.0     

                    

 

Utility, fitness, payoff for each player 

    Player 1 

A                                              S 
CGF = 2.00 

    SF 1.00 

Player 2 
       A 2.00 , 2.00 1.75 , 0.75 CF 0.25 

          S 0.75 , 1.75 0.50 , 0.50     
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Total utility, fitness, payoff 

Player 1 

  A                                              S 

CGF = 2.00 

SF 1.00 

Player 2 
       A 4.00 2.50 CF 0.25 

          S 2.50 1.00 
  

          Change in player utility, fitness, payoff 

  
Player 1 

 A                                              S 

CGF = 2.00 

  
SF 1.00 

Player 2 
       A 1.00 , 1.00 0.50 , 0.50 CF 0.25 

          S 0.50 , 0.50 0.00 , 0.00 
  

           

Figure 5.8 below models evolutionary changes in the levels of average selfishness 

and utility when the CGfactor is increased from 1.00 to 1.50 (SFfactor = 1.00; Cfactor 

= 0.25). In figure 5.4 we noticed that the average levels of selfishness increased and 

utility surviving decreased within the first 100 games. After 100 games a steady state 

was reached. However, when the CGfactor is raised to 1.50, more altruistic individuals 

obtain higher utility and start surviving in the evolutionary game. However, an increase 

in the CGfactor to 1.5 is not sufficient for the altruistic population to dominate. This 

repetitive interaction between the return to selfishness (as in the standard 2PRIM) and 

the increase in altruism from the higher CGfactor causes the level of selfishness and 

altruism to oscillate around 50 per cent. The mean level of utility also oscillates 

between the levels of 192 and 206.  

When the CGfactor is raised to 2.00, altruism (i.e. the survival of individuals with 

higher altruistic trait values) now dominates, with the mean level of the selfish trait 

value after 100 rounds dropping to 0.2500 (i.e. altruism = 1 – 0.2500 = 0.7500). The 

mean utility in the game also increases to 325 (as seen in figure 5.9 below). It is found 

that there is also a near perfect negative correlation of 0.999 between the level of 

selfishness-altruism surviving and mean utility in this experiment.  
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Figure 5.8   Level of selfishness and utility in 2PRIM at CGfactor = 1.5 

 

  

Figure 5.9   Level of selfishness and utility in 2PRIM at CGfactor = 2.0 
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There are two forces at work. The increase in returns to altruism increases utility 

for both the altruistic and the selfish. However, the return to the selfish individuals is 

substantially less as a proportion of total utility. Secondly, through evolution, altruists 

start to dominate with more selfish individuals finding themselves out of the game. As a 

result altruists are more likely to meet like minded individuals to the benefit of both (in 

terms of utility gained). At a CGfactor greater than 1.5 (i.e. 1.6 or 1.7) the level of 

altruism clearly increases and is consistently sustained above 50 per cent.  

Such an instance can be seen in human societies, where people work together in 

companies, groups, clubs to increase their own utility and that of others. While, 

evolution occurs, a sustainable equilibrium is attained where people work together and 

some level of common good is attained. There are also conditions where the level of 

common good is higher than normal, for example, in the case where people donate 

funds for a common cause like finding a cure for cancer. In such a circumstance, 

altruism will survive more than selfishness as individuals who act selfishly will not be 

liked by other people in society. While, we have analysed how an increase in the 

CGfactor affects the 2PRIM results, it is important to look at the impact on these results 

provided by the 2PRIM model will be when SFfactor and Cfactor are changed. Will an 

increase in these two factors reduce the mean utility and level of selfishness within the 

evolutionary game? 

 

5.4 Analysing the selfish factor and Adam Smith’s impartial spectator (guilt) 

 

As discussed earlier, any increase in the selfish factor (SFfactor) violates the conditions 

of the Prisoners’ Dilemma framework. However, there are numerous conditions in real 

life where such violations of the Prisoners’ Dilemma framework occur. For example, in 
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the ATP US open championship, players meet through a random draw and compete 

against each other. Each individual wants to win the grand slam and be ranked the 

number one tennis player in the world. Therefore, each player will act selfishly in order 

to have the best chance of winning the tournament.  

As a result, while the level of selfishness in the standard 2PRIM model reaches 88 

percent in the experiment at the end of 100 iterations (as noted earlier), an increase in 

the SFfactor has an impact on the level of selfishness within the game and as expected, 

an increase in the SFfactor further increases the dominance of selfish individuals. When 

the SFfactor is increased from 1.0 to 1.5 it is found that the level of selfishness increases 

above 0.9 and this can be seen in figures 5.10 and 5.12 (below). However, this is only 

slightly higher than that of the standard model (where it is around 0.88). Further 

increases appear to have little effect on the mean level of selfishness in the game. This 

occurs, in part, due to evolutionary process adopted in 2PRIM. In addition to this, the 

cost of competition reduces the mean utility for the most selfish individuals who find 

themselves removed from the game. 

 

Figure 5.10   2PRIM formulae for utility from interactions for SFfactor = 1.5 

Nominal selfishness, altruism traits for each player 

  
Player 1 

  
  

                    A                                              S 
  

  Player 2 
 A 1.0 , 1.0 1.0 , 1.0     

   S 1.0 , 1.0 1.0 , 1.0     

                    

Utility, fitness, payoff for each player 

    Player 1 

A                                              S 
CGF = 1.00 

    SF 1.50 

Player 2 
            A 1.00 , 1.00 1.75 , 0.25 CF 0.25 

              S 0.25 , 1.75 1.00 , 1.00     
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Total utility, fitness, payoff 

Player 1 

A                                              S 

CGF = 1.00 

SF 1.50 

Player 2 
          A 2.00 2.00 CF 0.25 

             S 2.00 2.00 
  

          Change in player utility, fitness, payoff 

  
Player 1 

A                                              S 

CGF = 1.00 

  
SF 1.50 

Player 2 
          A 0.00 , 0.00 0.50 , 0.00 CF 0.25 

             S 0.00 , 0.50 0.50 , 0.50 
  

           

Figure 5.11   2PRIM formulae for utility from interactions for SFfactor = 2.0 

Nominal selfishness, altruism traits for each player 

  
Player 1 

A                                              S   
  

  

   Player 2 
 A 1.0 , 1.0 1.0 , 1.0     

   S 1.0 , 1.0 1.0 , 1.0     

                    

Utility, fitness, payoff for each player 

    Player 1 

A                                              S 
CGF = 1.00 

    SF 2.00 

Player 2 
           A  1.00 , 1.00 2.25 , 0.25 CF 0.25 

             S 0.25 , 2.25 1.50 , 1.50     

          Total utility, fitness, payoff 

Player 1 

A                                              S 

CGF = 1.00 

SF 2.00 

Player 2 
           A 2.00 2.50 CF 0.25 

             S 2.50 3.00 
  

  Change in player utility, fitness, payoff 

  
Player 1 

A                                              S 

CGF = 1.00 

  
SF 2.00 

Player 2 
        A  0.00 , 0.00 1.00 , 0.00 CF 0.25 

            S 0.00 , 1.00 1.00 , 1.00 
  

           

In contrast, Eldakar et al. (2007) have explained that selfishness is not the dominant 

equilibrium and that altruism dominates when there is a threat of punishment. In 2PRIM 

as described in this chapter, punishment is not used (though it will be applied to this 

model in the following chapter). Therefore, selfishness is the stable equilibrium in this 

game as seen in figure 5.4 and when the SFfactor is increased, it just reinforces the 

dominance of the selfish equilibrium. 
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Adding to this discussion, Becker (1981) states that altruism exists in interactions 

with related individuals (e.g. family) and selfishness dominates in interactions with 

unrelated individuals (e.g. business transactions). The results from 2PRIM align with 

Becker (1981) in the standard model and when the SFfactor is increased above the 

value of 1.00. However, it contradicts Becker (1981) when the CGfactor and Cfactor 

are increased. This happens as altruism increases as the return on the common pool and 

the cost of competition reduce the value in being selfish, resultantly a stable altruistic 

equilibrium is attained in that instance. 

Bowles (2008) also says that selfish actions are important as they drive an 

individual’s desire to progress, however these selfish actions should align to the 

altruistic frameworks in which society operates. The results of 2PRIM are consistent 

with Bowles (2008) where selfish actions underlie the standard 2PRIM and selfishness 

increases with an increase in the SFfactor. However, an altruistic equilibrium is attained 

when individuals co-operate due to an increase in CGfactor that relates to socially 

efficient outcomes. 
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Figure 5.12   Level of selfishness and utility in 2PRIM at SFfactor = 1.5

  

 

Figure 5.13   Level of selfishness and utility in 2PRIM at SFfactor = 2.0 
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Further, there is no correlation between the level of selfishness and mean utility in 

figure 5.12. This occurs due to the fact that while in the standard 2PRIM the level of 

utility decreases rapidly within the first 100 games (see figure 5.4), in this case though 

the higher return on the selfish investment (SFfactor = 1.5) equals this drop in utility. 

This results in the mean utility staying constant at 200 from games 1 to 1000. This is a 

surprising result as the Selfish Factor (SFfactor) has now started reinforcing the level of 

selfishness within the game. So, selfish individuals get a higher return for being more 

selfish. Therefore, even the highly selfish individuals (with their level of selfishness 

greater than 0.90) are now getting higher utility through the higher SFfactor and the cost 

of competition (Cfactor) is still the same (i.e. Cfactor = 0.25; as in the standard model). 

As a result, the mean utility of these selfish individuals’ increases and a greater number 

of selfish individuals survive. This can be further seen in figures 5.10 and 5.13 where 

the SFfactor = 2.0. In this case an increase in the SFfactor directly increases the level of 

utility of the selfish individuals within the game. While the SFfactor has an impact on 

the mean utility and the level of selfishness within the game, a change in the Cfactor 

can have a significant impact on the evolution of selfish individuals as it increases the 

cost of acting selfishly. Let’s analyse how this increase in the Cfactor affects the results 

from the 2PRIM model. 

 

5.5 Changes in the cost of competition and level of selfishness 

 

It is clear from the previous results that destructive competition can have a significant 

impact on the world around us. Competition is a useful factor in life that motivates 

people and pushes people to deliver better results than that could be obtained by them 

alone. However, competition starts to become destructive when it causes more harm 
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than good, for example, where a competitor wants to win the game at any cost, 

regardless of the harm that they themselves or others may face. Such competition is 

unproductive and the cost of competition factor (Cfactor) then contributes negatively to 

the utility of selfish individuals in games, in instances where they meet other selfish 

individuals. At times, when these selfish individuals meet altruistic individuals the cost 

of competition is low and the disutility for both the players is lower. An increase in the 

Cfactor violates the conditions of the Prisoners’ Dilemma model as discussed earlier. 

However, there are real world situations where players will be highly competitive as to 

cause destructive competition. For example, consider a Formula 1 or NASCAR race. 

Drivers want to win the World Championship and often take risks to overtake the car 

ahead of them. If a driver is too competitive and tries to push his way in front of the car 

ahead, he could instead end up causing a car crash. In this case, neither he nor the car in 

front ends up winning the race. 

Seminal work by Reeve (1906) describes the ‘cost of competition’ as the cost to 

business enterprise of goods and work. The 2PRIM uses the cost of competition factor 

(Cfactor) consistent with the definition proposed by Reeve (1906). Results provided by 

Eldakar et al. (2007) and Eldakar and Wilson (2008) also align with the concept of a 

cost of competition, where selfish punishers compete with other selfish individuals and 

the cost of competition is effectively applied by eliminating the more selfish individual 

from the game. Guth and Yaari (1992), Fehr and Schmidt (1999) and Hirshleifer and 

Rasmusen (1989) also support the idea that there is a cost for destructive competition. 

When, the Cfactor increases above 0.25, it is seen that selfishness starts to fall. As, 

the cost of competition increases, the utility of selfish individuals decreases rapidly and 

the level of selfishness decreases in the game as the highly selfish individuals start 

getting eliminated. An increase in Cfactor also has a negative impact on the utility of 
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the altruists, when these altruists meet selfish individuals. The only instance where 

Cfactor will not have an impact on the utility of the two players in 2PRIM is when these 

two players are 100 per cent altruistic (as Cfactor only provides for negative utility for 

selfish behaviour). This can be seen in figures 5.14 to 5.17 that provide three 

dimensional mesh graphs with these snapshots taken at the end of each experiment (i.e. 

1000 games). In figure 5.14, where the cost of competition (Cfactor) is equal to 0.00, 

we see that the level of selfishness is high and selfishness starts to increase at a SFfactor 

= 0.2. This happens as selfish individuals gain higher utility even at lower SFfactor 

levels. 

 

Figure 5.14  Level of selfishness in 2PRIM with different levels of the selfish 

(SFfactor) and CGfactor, when Cfactor = 0.00 
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Figure 5.15  Level of selfishness in 2PRIM with different levels of the selfish 

(SFfactor) and CGfactor, when Cfactor = 0.25 

 

 

 

The level of selfishness also increases quickly once the SFfactor increases above 

0.2 with the level of selfishness reaching the value of 0.78 (at SFfactor = 2.0). In figure 

5.14, we see that selfish individuals dominate the system when the cost of competition 

is nonexistent. In a society where there is no disutility for destructive competition, it 

would make sense for people to be selfish. However, as we cannot do everything by 

ourselves we need to work in groups (e.g. companies, unions, clubs etc) to accomplish 

and tackle the more difficult and complex tasks in our environment. This forces us to 

co-operate and work in a group as discussed earlier. In such instances, it will be fruitless 

to have highly selfish people involved in a group as they will usually try to take 

advantage of other individuals in the group and the group will either remove this person 

or force the selfish person to co-operate. So, you can see while selfish individuals may 

do well in the case where Cfactor = 0.00, this is not a realistic case in society. 



128 

 

As, Cfactor is raised to 0.25 (which is the base case), selfishness decreases in the 

system. In figure 5.15, we see that at Cfactor = 0.25, the level of selfishness is lower 

and the selfishness trait only dominates after the SFfactor increases above SFfactor = 

0.50. On the contrary, when the Cfactor = 0.00 (in figure 5.14), selfishness increases 

earlier (near SFfactor = 0.2) compared to this case (when Cfactor = 0.25), where the 

level of selfishness increases at SFfactor = 0.50. This occurs as the most selfish 

individuals now obtain lower utility due to the higher cost of competition. Figure 5.15 

shows that the majority of the individuals tend to be altruistic at higher CGfactor levels 

compared to what we see in figure 5.14.  

The level of selfishness reduces much further as the Cfactor is doubled to 0.50 (as 

seen in figure 5.16). At Cfactor = 0.50, the level of selfishness in the game has 

substantially decreased and selfishness only increases once the SFfactor is greater than 

0.5. This happens as the high cost of competition prevents selfishness from increasing at 

lower SFfactor levels. At higher CGfactor levels in figure 5.16, the level of altruism 

also increases and when CGfactor = 2.00, selfishness only arises when SFfactor is 

greater than 1.8. This graph (figure 5.16) shows that an increase in the cost of 

competition factor (Cfactor) to the level of 0.5 results in the level of selfishness 

dropping substantially, as the more selfish individuals get a higher level of disutility 

from the higher cost of competition. 
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Figure 5.16   Level of utility in 2PRIM with different levels of the selfish (SFfactor) 

and CGfactor, when Cfactor = 0.50 

  

 

Figure 5.17   Level of selfishness in 2PRIM with different levels of the selfish 

(SFfactor) and CGfactor, when Cfactor = 0.75 
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In society, we would usually see this in the case of an oligopolistic market, where 

the participants in the market will not be selfish because the other participants have 

similar market power and the cost of competition is high. Therefore, participants in 

oligopolistic markets (at Cfactor = 0.50) will tend to co-operate more with their 

competitors compared to when there is no cost of competition (i.e. Cfactor = 0.00; as in 

figure 5.14). At Cfactor = 0.00, the majority of the individuals are selfish (in figure 

5.14), while at Cfactor = 0.50, the minority of the individuals are selfish and the 

majority are altruistic (in figure 5.16). The level of selfishness decreases at higher 

Cfactor levels because the destructive cost of competition between selfish individuals 

substantially increases and this higher Cfactor forces the more selfish individuals to 

obtain lower utility that results in them getting eliminated in subsequent games.  

We have discussed how the change in Cfactor can affect the level of selfishness 

within 2PRIM. Now, it will also be useful to understand how this affects the change in 

mean utility within these games. 

 

5.6 Cost of competition and mean utility 

 

When the Cost of Competition (Cfactor) equals 0.00, the mean utility is rather high at 

400 because individuals gain from both an increased return from the SFfactor (return 

from selfish investment) and CGfactor (common pool return) as seen in figure 5.18. 

Though, the mean utility falls quickly when the Cfactor increases. As seen in figure 

5.19, when the Cfactor increases to 0.25, the highest level of mean utility decreases 

from 400 to 300. This happens as higher cost of competition reduces utility from 

increased selfishness. As the level of selfishness increases (see figure 5.15) we notice 

that the mean utility drops. This would be expected as we have discussed that an 
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increase in destructive competition will reduce the utility for selfish individuals. As the 

decrease in utility for selfish individuals relates to an increasing level of selfishness, we 

notice in figures 5.14 – 5.17 that a greater number of selfish individuals are eliminated 

in subsequent games.  

As, higher levels of Cfactor (above 0.25) are a violation of the Prisoners’ Dilemma 

framework, nonetheless such situations do occur in reality, for example, in oligopolistic 

markets (like the Australian banking or telecommunication sector), competitors will 

reduce the price of their good if one of the other firms drops its prices. Effectively, this 

will cause disutility to all firms in the oligopolistic market. The cost of competition will 

be high in any situation where there is strong competition and in instances where 

competitors have a possibility of challenging other competitors by causing disutility. 

While, increasing Cfactor values cause a disutility for selfish behaviour, we also 

notice that there is a slight depression in the utility graph in figure 5.18 that becomes 

deeper as the Cfactor increases (see figures 5.19 and 5.20). This depression is caused by 

the increase in the level of selfishness as the SFfactor increases (see figures 5.14 to 

5.17) and coincides with an increase in the Cfactor, as higher selfishness results in 

lower mean utility. You will also notice that as the Cfactor increases, the mean utility 

decreases from 400 (in figure 5.18) to 200 (in figure 5.21) due to the disutility caused 

by the cost of competition related to the level of selfishness, so the more selfish the 

individual the more likely that they will have a lower utility.  
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Figure 5.18   Level of utility in 2PRIM with different levels of the selfish (SFfactor) 

and CGfactor, when Cfactor = 0.00 

 

 

Figure 5.19  Level of utility in 2PRIM with different levels of the selfish (SFfactor) 

and CGfactor, when Cfactor = 0.25 
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Figure 5.20  Level of utility in 2PRIM with different levels of the selfish (SFfactor) 

and CGfactor, when Cfactor = 0.50 

 

 

Figure 5.21  Level of utility in 2PRIM with different levels of the selfish (SFfactor) 

and CGfactor, when Cfactor = 0.75 
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The maximum level of utility decreases surprisingly as the altruistic individuals 

lose utility due to the cost of competition; primarily due to the fact that not all altruistic 

individuals are 100 per cent altruistic. These altruistic individuals have some selfishness 

themselves and they receive disutility for how selfish they are due to the random 

interaction they have with a selfish individual. Collectively, this causes the mean utility 

of the system to reduce.  

Also, we notice that utility drops off as the SFfactor increases and the depression 

becomes more significant as we move from figure 5.18 to 5.21. This depression occurs 

as a phase transition takes place where the level of selfishness increases rapidly (see 

figures 5.14 – 5.17). 

 

5.7 Conclusion 

 

Bowles and Gintis (2000) coined the concept called strong reciprocity where 

individuals would punish others in order to increase the altruism within the game; this is 

otherwise called second-order altruism. Guth and Yaari (1992), Fehr and Gächter 

(2000), Boyd et al. (2003) and others have discussed that kin selection; genetic co-

evolution and strong reciprocity are some of the strategies that increase altruism within 

N-person and two-person games. Eldakar et al. (2007) and Eldakar and Wilson (2008) 

have stated that only selfish individuals are successful in punishing other selfish 

individuals in order to improve their utility. Therefore, they classify this as second-order 

altruism rather than second-order selfishness. This chapter develops the two-person 

random interaction model (2PRIM) which is based on the two-person Prisoners’ 

Dilemma model, where two individuals meet each other at random and their utility is 

calculated based on their level of altruism/selfishness (i.e. A-S trait value). Results 
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show that selfishness increases rapidly and these results are similar to Guth and Yaari 

(1992), Eldakar et al. (2007) and Eldakar and Wilson (2008).  

Further, three additional factors labelled the return on common good (CGfactor), 

return on selfishness investment (SFfactor) and cost of competition factor (Cfactor) are 

discussed. Based on the standard 2PRIM model, the level of selfishness increases to 88 

per cent and reaches a stable equilibrium after 100 games. However, the Prisoners’ 

Dilemma framework on which the standard 2PRIM model is based on is violated when 

the values of the CGfactor, SFfactor and Cfactor are increased to analyse other real 

world situations. However, this provides us an interesting insight into the evolutionary 

boundaries of the 2PRIM model and explains results of real world 2 person random 

interactions outside the boundaries of the Prisoners’ Dilemma framework, which is one 

of the key contributions of this 2PRIM model.  

Results show that if the return on common (public) good (CGfactor) is marginally 

increased in 2PRIM, the level of altruism increases, but oscillates around 50 per cent. 

This occurs due to the fact that the increase in the return on common (public) good is 

insufficient for altruism to take over. So, there is competition between selfishness and 

altruism to overtake each other. However, when the return on the common (public) 

good is increased further, then altruism and utility significantly increases and is nearly 

double of that found in the base case. This occurs due to the fact that it now pays for 

individuals to invest in the common (public) good compared to the selfish investment. 

So, altruistic individuals who invest in the common good end up getting a higher return, 

compared to the selfish individuals who mainly invest in the selfish investment.  

Similarly, if the return on the selfish investment (SFfactor) is increased, the level of 

selfishness barely increases from 88 per cent in the base case to 90 per cent in this 

situation. This happens as altruists are not completely eliminated from the game, as new 
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altruists enter at the end of each game, where 10 per cent of the individuals with the 

least utility are eliminated from the game and a new 10 per cent are selected from the 

pool of N individuals from where the initial population was obtained.  Also, some 

selfish individuals are eliminated at the end of each game due to the cost of 

competition. However, mean utility does not increase as much as it does when the 

return on common good is increased. This happens due to the fact that an increase in the 

selfish investment only increases the return for the selfish individuals compared to an 

increase in the common good factor that positively affects the utility of both the selfish 

and altruistic individuals.  

However, the highly selfish individuals suffer disutility from the cost of 

competition. Therefore, the mean utility is lower when the return on selfish investment 

is higher compared to a higher return on common good. When the return on selfish 

investment is increased further, it is noticed that selfishness does not increase any 

further, but the utility is identical to the level of selfishness, as the utility is derived in 

this game primarily from being selfish. There are still some altruists remaining in this 

game due to the new altruists entering at the end of each game and due to highly selfish 

individuals being eliminated due to the cost of competition. 

The cost of competition is the third factor in 2PRIM that affects the level of 

selfishness and utility within the game. When there is no cost of competition, the selfish 

individuals succeed and obtain higher utility, though still some altruists remain due to 

the new altruists joining at the end of each game. However, when the cost of 

competition is increased, it substantially decreases the level of selfishness as the selfish 

individuals now start obtaining lower utility and start to get eliminated in subsequent 

games. Additionally, an increase in the cost of competition reduces the utility of the 

selfish individuals, thus reducing the mean utility in the game.  
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Finally, we realise that the return on common good, selfish investment and cost of 

competition have a significant impact on the level of selfishness and mean utility within 

2PRIM. In the next chapter, this thesis will examine what affect strong reciprocity has 

on the level of selfishness and utility within 2PRIM. 
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CHAPTER SIX 

Strong reciprocity in two-person random interactions 

 

6.1 Introduction 

 

The basic form of the two-person random interaction model (2PRIM) was introduced, 

discussed and tested in the previous chapter. This model was built on the conceptual 

development in chapters 2-4. In chapter 5, the model was used to understand how 

different returns to common good, selfishness and cost of competition affected the 

evolving levels of selfishness and utility in two-person random interactions. Building on 

the model in chapter 5, strong reciprocity will be incorporated in 2PRIM in this chapter 

to understand if punishment has an impact on player survival in this model, again in an 

evolutionary sense. The question is will punishment impact on the survival of selfish 

individuals? Also, we need to understand if strong reciprocity has a greater impact on 

the level of selfishness and utility compared to the return on common (public) good 

(CGfactor), selfish investment (SFfactor) or the cost of competition (Cfactor).  

As discussed in chapter 4, punishment is important to reinforce altruism within 

games and society. Strong reciprocity is applied in an original way in this model by 

temporarily increasing the level of selfishness of the less selfish individual in 2PRIM in 

phase two of each round. Recall from the basic form in chapter 5 that each party to the 

random one-shot two-person interaction acted and (implicitly) responded according to 

his/her randomly allocated behavioural altruism. What is used here is that the response 

phase of the one-shot interaction allows the more altruistic player to respond, as it were 

‘out of character’. By responding more selfishly, the less selfish player (more altruistic) 

affects a form of punishment. Results show that when punishment is incorporated in 
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2PRIM, the surviving average level of selfishness marginally decreases. However, there 

is little effect in raising utility.  

Note that, consistently with the models of strong reciprocity discussed in chapter 4, 

punishing entails a cost to the punisher as well as the punished. The model is modified 

to account for this effect. When the cost of punishment is increased, it reduces the 

utility of altruists and the number of altruists who survive in subsequent games. It is 

seen that strong reciprocity only causes the level of selfishness and utility to change 

temporarily, while the return on common (public) good, selfish investment or the cost 

of competition seem to have a lasting effect, as the pay-offs for the selfish and altruistic 

individuals change permanently.  

Strong reciprocity, according to Bowles and Gintis (2000), is the punishment that is 

conferred on selfish individuals who disregard social norms in society. Strong 

reciprocity is a significant factor in human relationships in social contexts (Fehr and 

Gächter 2000), and it would be important to model punishment in 2PRIM. Gintis 

(2000c), Kahana (2005) and other researchers have shown that strong reciprocity can 

also occur in one-off games. Such one-off games can have real-world parallels, for 

example, if someone is going to work during rush hour when the train is full they might 

push themselves into the train. It is possible that someone in the train or on the platform 

will reciprocate in kind. This chapter tries to understand how strong reciprocity affects 

the evolution of selfish or altruistic behaviours in these two-person random interaction 

situations. 

The next section of this chapter will briefly review some of the relevant literature. 

The third section will then set out the features of 2PRIM with strong reciprocity. The 

fourth section will analyse the results obtained from the 2-PRIM with strong reciprocity 

model and the final section will conclude by summarising the man conclusions of this 
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chapter. Note that this chapter will be less descriptive than was chapter 5. It will use the 

three-dimensional mesh graphs in section 6.4 and draw conclusions from there more 

summarily in order to reduce repetition. 

 

6.2 Strong reciprocity and the 2PRIM model 

 

It will be necessary before introducing strong reciprocity into 2PRIM to look at the 

different approaches of key authors to the question of punishment (see sections 3.3, 3.4, 

4.5 and 4.6). Strong reciprocity is a concept developed by Bowles and Gintis (2000) to 

describe second–order altruistic behaviour, when altruistic individuals will punish 

selfish individuals in order to increase co-operation. Human co-operation seems to be 

an evolutionary puzzle, given the problem of free-riding. Bowles and Gintis (2000) 

propose a way by which we might solve this puzzle. Their view is that strong 

reciprocity, through which people voluntarily participate in expensive cooperation by 

punishing non-co-operators, can exist in groups in which individuals are not even 

related, and this behaviour cannot be explained by theories of kin selection, reciprocal 

altruism, costly signalling and indirect reciprocity. 

In contrast, Burnham and Johnson (2005) believe that the ‘strong reciprocity’ seen 

in experiments studying one-shot interactions between unrelated individuals is not a 

newly documented concept. Rather it is a maladaptive form of reciprocal altruism and 

has evolved by individual selection. They say that group selection could play a role, but 

is neither necessary nor sufficient to explain co-operative behaviour in humans. 

Contemporary behavioural theories regarding reciprocity have been provided by 

Cosmides and Tooby (1992), Dawkins (1976), Maynard Smith (1982), Williams (1966) 

and Wilson (2000), which state that non-kin relations can be modelled using self-
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interested actors. Since then substantial behavioural theory research has been done to 

understand strong reciprocity resulting from non kinship, family and sexual relations. 

See chapter 4 for a more comprehensive discussion of this issue. 

Alexander (2005) states that the basis for strong reciprocity is more cultural than 

biological in nature. In contrast, Bowles and Gintis (2002b) explain that this occurs 

through the evolution of genetically transmitted behaviours that relate to individual 

growth. Culturally transmitted behaviours are passed on through group-level activities 

and social norms. Still other models explain how cultural factors like resource-sharing 

are critical to the evolution of genetically transmitted altruism through natural selection.  

Odling-Smee, Laland and Feldman (2003) and Bowles (2000) believe that it may be 

helpful to represent human cultures and institutional structures in a way that affects this 

genetic evolution by supporting the creation of a particularly helpful environment.  

Laboratory experiments (Fehr and Gächter 2002, Ostrom et al. 1994) and field data 

(Boehm et al. 1993) have shown that individuals punish non co-operative behaviour 

even in one-shot interactions. Even though such altruistic punishment increases co-

operation in a group, still it creates a dilemma, as existing models suggest that altruistic 

co-operation between non-genetically related individuals is evolutionarily stable only in 

small groups. So punishment in one-shot experiments leads to predictions that people 

will not incur costs to punish other individuals to provide a benefit to a larger group of 

non-genetically related individuals. See chapter 4 to review the discussion on laboratory 

experiments related to strong reciprocity. Boyd et al. (2003) explain how punishment 

can facilitate altruism within a large population in one-off interactions. Chapter 4 

discusses this significant paper. 

Masclet and Villeval (2006) analyse why costly punishment would occur in non-

genetically related groups and investigate if inequality aversion and negative emotions 
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have a role in determining if punishment will be applied in such a scenario. Their 

results show that as the level of inequality increases it causes the level of punishment to 

increase, which leads to a decrease in the level of fitness inequality between the 

individuals within subsequent games. 

Fehr and Gächter (2000) state that free-riding causes negative emotions that could 

result in punishment being applied even if it is costly. This punishment causes 

selfishness to reduce and co-operation to increase in the group. The greater the degree 

of free riding, more the free riders are punished. Bowles and Gintis (2002, 2004) argue 

that it is more than self-interest that requires humans to punish free riders. Instead, they 

state that humans will altruistically punish free riders in order to increase co-operation 

within the group even if they do not directly benefit from it. Bowles and Gintis (2004) 

suggest that people can have a predisposition to punish others at a cost to themselves 

and this punishment can help sustain high levels of co-operation. This idea is also 

supported by laboratory experiments undertaken by Price et al. (2002). Similarly, a 

laboratory experiment conducted by Burnham and Hare (2005) shows that greater co-

operation is developed within the group when every individual’s actions in a group are 

being monitored compared to the group where the individual’s actions are not being 

monitored. McCabe et al. (1996) also demonstrate that reciprocity exists in one-off 

games. They find that some people are prone to co-operative behaviour as they co-

operate in single play games as if they are in a repetitive series of different games. 

McCabe et al. (1996) also support the argument that reciprocity in repetitive games 

increases co-operation. 

Bowles and Gintis (2000), Fehr and Gächter (2000), Boyd et al. (2003) and others 

have discussed strong reciprocity as a second-order altruistic trait or second-order 

altruism. However, Eldakar et al. (2007) have provided an alternative model showing 



143 

 

strong reciprocity as a form of second-order altruism. Strong reciprocators in the model 

are selfish individuals who eliminate other selfish individuals to reduce the number of 

selfish individuals in subsequent games in order to increase their payoffs in those 

games. A strong reciprocator in Eldakar et al. (2007) and Eldakar and Wilson’s (2008) 

view is a selfish individual who is both first-order selfish and second-order selfish. 

The examples that Eldakar et al. (2007, p. 204) and Eldakar and Wilson (2008, p. 

6985) used to argue that their particular model of strong reciprocity might have real-

world parallels are: 

 

Considerable evidence for altruism maintained by competition among selfish individuals 

exists for nonhuman species, from insects to vertebrates. Wenseleers et al. describe a 

‘corrupt policing’ strategy in tree wasps Dolichovespula sylvestris, where workers that 

police other workers lay their own eggs (Wenseleers et al., 2005). Scrub jays that tend to 

steal caches from other scrub jays are also more defensive of their own caches (Emery and 

Clayton, 2001). In addition to our empirical study on humans that inspired our simulation 

model (Eldakar et al., 2006), the history of medieval knights provides a potential historical 

example of selfish punishment. Much as the knights of old are revered in mythology and 

popular culture, the first Castellans are better described as selfish thugs who fought 

among themselves to exploit the defenceless, and therefore altruistic, peasants (Bisson, 

1994). As Pope Gregory VII put it during the 11th century (quoted in Bisson, 1994, p. 42), 

‘Who does not know that kings and princes derive their origin from men ignorant of God 

who raised themselves above their fellows by pride, plunder, treachery, and murder?’ 

 

The above review shows that there are a number of views in relation to strong 

reciprocity, where strong reciprocators either punish in order to increase altruism in the 

group or to improve their future payoffs. In general, strong reciprocators are punishing 
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others to increase altruism (Bowles and Gintis 2000) or due to their own self-interest 

(Eldakar et al. 2007). The next section applies punishment to 2PRIM in order to 

understand what affect punishment has in the way 2-PRIM models two-person random 

interactions. Will it change the average level of selfishness (altruism) or average utility 

in an evolutionary context?  

 

6.3 Two-person random interaction model (2PRIM) with strong reciprocity 

 

This section extends the two-person random interaction model (2PRIM) to incorporate 

strong reciprocity. However, before discussing this model, it is important to understand 

and clarify the two altruism-selfishness (A-S) and punishment-non-punishment (P-NP) 

continua that will be used. Bowles and Gintis (2000), Eldakar et al. (2007), Guth and 

Yaari (1992) and others have previously used discrete values of the altruistic/selfish 

behaviour (A-S) trait in their models. For example, Eldakar et al. (2007) has used the 

Nakamura and Iwasa (2006) framework that has four types of individuals: selfish 

punishers (SP), selfish non-punishers (SNP), altruistic punishers (AP) and altruistic 

non-punishers (ANP).  

However in this thesis, 2PRIM uses two continua: altruism (A) – selfishness (S) 

and punishment (P) – non-punishment (NP), which have a range of 0.0000 – 1.0000 

(extended to four decimals). Therefore, an individual with an A-S trait value of 0.0000 

would be zero per cent selfish and 100 per cent altruistic. Similarly, if this individual 

has a P-NP trait value of 0.0000, this individual would have a zero per cent likelihood 

to punish (i.e. is a non-punisher).  When both these continua are combined they can 

explain the four types of individuals in the Nakamura and Iwasa (2006) framework. For 

example, the selfish punisher (SP) will have the trait values – A-S: 1.0000 (100 per cent 
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selfish) and P-NP: 1.0000 (i.e. 100 per cent likely to punish). Similarly, the altruistic 

non-punisher (ANP) will have the trait values – A-S: 0.0000 (100 per cent altruistic) 

and P-NP: 0.0000 (i.e. zero per cent likely to punish).  

In 2PRIM, punishment will be applied probabilistically. If an agent is less selfish 

than their opponent then they may punish the more selfish individual. The higher the 

individual’s P-NP trait value the more likely that the individual will punish their 

opponent. In 2PRIM, individuals can have any combination of the A-S and P-NP 

continua. Two specific examples of two random individuals are provided in figure 6.1 

that shows the first individual with an A-S trait value = 0.1255 and P-NP trait value = 

0.1184. The second individual has an A-S trait value = 0.5351 and P-NP trait value = 

0.6215. The corners of the box (in figure 6.1) represent the four types of individuals 

identified by Nakamura and Iwasa (2006). 

 

Figure 6.1   Representation of 2PRIM A/S and P/NP continua 
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This two-person random interaction model (2PRIM) with strong reciprocity has 

been developed and simulated in MATLAB R2008b using largely the same process as in 

chapter 5. A pool of 1000 individuals is selected at random with the A-S and P-NP 

traits assigned to these individuals based on a uniform distribution. Each experiment 

comprises 1000 games and each game comprises 100,000 rounds. Two individuals are 

chosen at random for each round, and at the end of the round their utility is updated 

before they are sent back into the pool of 1000 individuals.  

In the second phase of this round, the P-NP trait value shows the tendency of a less 

selfish individual punishing their opponent (who is more selfish). Punishment is applied 

when the P-NP value is greater than a probabilistic value (ascertained using a random 

number generator). The reason for this is so that punishment is not deterministic. 

Sometimes in every day interactions we will just let another’s selfishness pass without 

reacting. At other times, and even in the same circumstances, we decide to stand our 

ground and respond. To account for such different behavioural response possibilities, 

the model requires an element of chance in this respect. In the event that punishment 

occurs, the punisher becomes more selfish by the Pfactor in the second phase of the 

round. However, this punisher (less selfish individual) will also need to pay a cost to 

punish because s/he is increasing his or her level of selfishness in the second phase to a 

level that is otherwise unnatural. Therefore, a punishment cost will be applied (i.e. 

Pcost), which will be deducted from the less selfish individual’s utility if punishment is 

applied. 

At the end of each game the 1000 individuals are sorted from highest to lowest 

utility, and the bottom 10 per cent of individuals are eliminated and replaced by new 

individuals. These new players have their A-S trait values assigned at random and the 

utility values of each player (in the pool of 1000 individuals) will be reset to zero at the 
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beginning of each game. This process will continue until the 1000 games are 

completed. Further detail about this game is provided in the Appendix. The process of 

eliminating the bottom 10 per cent of the individuals with the lowest utility at the end of 

each game continues to provide for the evolutionary process in this model. This 

evolutionary process helps to eliminate individuals who have lower levels of utility that 

were determined based on their A-S trait value in the first phase of each round and their 

A-S and P-NP trait values in the second phase of the round. 

Utility (payoff) of each of these players will be calculated based on their A-S trait 

value using the equation below for the first phase of each round: 
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Figure 6.2 explains Phase 1 (repeated for 100,000 rounds and 1000 games): 

 

Figure 6.2   Diagrammatic representation of Phase 1 of the two-person random 

interaction model (2PRIM) 
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punishment cost would look something like Pcost (i.e. described in 2PRIM), except that 

Pcost can be either a psychological or physical cost for being selfish. In Bowles and 

Gintis (2000), Eldakar et al. (2007) and others they represent it as a punishment cost 

that is incurred in eliminating other selfish individuals from the game. It is seen as a 

disutility from punishment. In Bowles and Gintis (2000), Fehr and Gächter (2002), 

Eldakar et al. (2007), Eldakar and Wilson (2008), there is no concept of Pfactor, where 

the level of selfishness increases for the less selfish player.  

The role of Pfactor can have real-world parallels, for example, in real life you find 

altruistic people who will seemingly behave in a more selfish way in response to others’ 

selfishness. For instance, if we are doing a work project together and the selfish 

individual contributes little effort to this work, I could complain to the manager in a 

manner that is ‘out of character’ for me. Alternatively, all the group members could 

vote out this selfish individual from this project and future projects (i.e. not want to 

work with this selfish individual). In contrast, a selfish individual may punish another 

selfish individual to improve their utility, as proposed by Eldakar et al. (2007) and 

Eldakar and Wilson (2008). For example, if I am a selfish individual in a group that has 

developed the next cutting edge technology, I might work with the group but try to get 

other selfish individuals eliminated before they can undermine the group’s work and 

potential to benefit from the group’s collective work. 

Using the equation below each player’s utility will be calculated at the end of the 

second phase of each round. The utility function now becomes: 
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Where,  

PfactorSSX += 11
 (where 0 < SX1 < 1)       (3) 
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Punishment is applied probabilistically in 2PRIM – where a random variable is used to 

assess if punishment will be applied. If this random variable (i.e. generated using a 

random number generator) is greater than the Pfactor value then punishment will be 

applied that will equal the value of Pfactor, else punishment will not be applied. This 

feature might be seen to add an element of realism. Often we might wish to punish but 

decline to do so. We might even try to do so but baulk at the last moment due to akrasia 

(i.e. shows weakness of will). 

 

Figure 6.3 explains phase 1 and 2 of one round of each game after punishment has been 

incorporated in 2PRIM (this is repeated for 100,000 rounds and 1000 games): 

 

Figure 6.3   Diagrammatic representation of rounds 1 and 2 of 2PRIM with strong 

reciprocity 
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At the end of this two-phase round, the utility of both these players will be updated 
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pool to play the next round. Again, as these two players are selected at random some 

players could end up playing more rounds than others. This incorporates probabilities 

that occur with human beings in everyday life. 

At the end of the game (100,000 rounds) the resource pool of 1000 players will be 

sorted by utility values in ascending order. The bottom 10 per cent of the players in this 

sorted list (by utility values) will be eliminated from the game. A same number (10 per 

cent) of new players will be accepted into the pool of 1000 individuals at random. Their 

A-S and P-NP values will be set at random, the utility values of each player (in the pool 

of 1000 individuals) will be reset to zero and the process will continue until the 1000 

games are completed.  

At the end of these 1000 games, results will show if the way I have modelled 

strong reciprocity in 2PRIM has had a noticeable impact on the average surviving levels 

of selfishness and utility. The next section will review the results of 2PRIM with strong 

reciprocity. 

 

6.4 Results from this two-person random interaction model (2PRIM) with 

strong reciprocity 

 

Results from the standard 2PRIM explain that selfishness increases and utility drops 

rapidly between games 1 to 100 (see Chapter 5). However, when punishment is applied 

to the standard 2PRIM, we find that the results change. I will use the 3-dimensional 

mesh graphs to perform this comparison. In particular I will compare the maxima in 

order to observe changes. Changes in maxima are not the only changes, but they give a 

good fast indication of the overall effects. We can also observe how the shape of the 3-

dimensional curve alters. 
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In these simulations, the value of Pfactor was increased from 0.00 to 0.50, but no 

significant change in average the level of surviving selfishness or utility was observed. 

Further, simulations were conducted to keep the Pfactor constant at 0.50 and to increase 

Pcost from 0.00 to 1.00 (with Pcost values being 0.00, 0.10, 0.50 and 1.00). Results 

show that at Pcost = 0.00 (see figure 6.4 and 6.5), the level of selfishness and utility 

changed negligibly, compared to the standard 2PRIM, where no punishment is applied 

(see figures 5.8 and 5.12 in chapter 5).  

The depression in the mesh in figure 6.4 is due to the increase in the level of 

selfishness that we see in figure 6.5 as the SFfactor increases from SFfactor = 0.4 to 0.6 

(at CGfactor = 0.0). The level of selfishness did not significantly change, however. 

With the application of punishment a greater number of selfish individuals survived in 

subsequent games (see figure 6.5). These results are consistent with Bowles and Gintis 

(2000) and Fehr and Gächter (2002), where punishment results in an increase in 

altruism within the game. In comparison, these results are also consistent with results 

provided by Eldakar et al. (2007) and Eldakar and Wilson (2008), except that their 

models depict that the selfish punisher usually succeeds in punishing because selfish 

punishers can use utility provided by the altruists through the common pool (i.e. the 

altruistic punishers and non-punishers get less utility). In contrast, in 2PRIM the less 

selfish player obtains a higher utility, however still increasing the level of altruism 

within the game and decreasing the average level of selfishness. 
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Figure 6.4   Level of utility in 2PRIM with strong reciprocity (Pfactor = 0.50 and 

Pcost = 0.00, Cfactor = 0.25) 

 

Figure 6.5   Level of selfishness in 2PRIM with strong reciprocity (Pfactor = 0.50 

and Pcost = 0.00, Cfactor = 0.25) 
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However, if an altruistic punisher tries to punish other individuals, they will have 

even lower utility, as they are unable to recoup utility like the selfish individuals. As a 

result, they tend to be removed from the game. Bowles and Gintis (2000) call strong 

reciprocity second-order altruism because they believe that punishment increases the 

surviving level of altruism, while Eldakar and Wilson (2008) call it second-order 

altruism because the selfish individuals punish to eliminate other selfish individuals to 

improve their future utility. Regardless, this encourages an increase in altruism due to 

the selfish punisher implementing punishment. 2PRIM by comparison, provides for 

more altruistic to become more selfish in the second phase of each round. In both cases, 

the number of altruists surviving increases with an increase in the level of punishment.  

When the Pfactor is kept constant at 0.50, but the Pcost is increased to 0.10, no 

significant change is noticed (see figures 6.6 and 6.7) compared to Pfactor = 0.50 and 

Pcost = 0.00 (see figures 6.4 and 6.5). This shows that a marginally increase in Pcost 

(cost for punishment borne by the punisher) has minimal if any impact on the level of 

selfishness or utility in 2PRIM with strong reciprocity.  

The results initially seem consistent with those provided by Bowles and Gintis 

(2000), Boyd et al. (2003) and Eldakar and Wilson (2008) due to the fact that there has 

only been a marginal increase in Pcost and it has not had a significant impact of the 

utility of the less selfish individual. However, the difference between 2PRIM and these 

models is that a significant enough increase in Pcost results in a greater number of the 

altruists being eliminated. These other models do not have a concept of Pcost. 

Therefore this loss of utility due to the increase in Pcost is not seen in other models. 

This difference can be seen as Pcost is increased in figures 6.6 – 6.11. 
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Figure 6.6   Level of utility in 2PRIM with strong reciprocity (Pfactor = 0.50 and 

Pcost = 0.10, Cfactor = 0.25)  

 

 

Figure 6.7   Level of selfishness in 2PRIM with strong reciprocity (Pfactor = 0.50 

and Pcost = 0.10, Cfactor = 0.25) 
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Figure 6.8   Level of utility in 2PRIM with strong reciprocity (Pfactor = 0.50 and 

Pcost = 0.50, Cfactor = 0.25) 

 

 

 

Figure 6.9 Level of selfishness 2PRIM with strong reciprocity (Pfactor = 0.50 and 

Pcost = 0.50, Cfactor = 0.25) 

 

 



156 

 

Figure 6.10  Level of utility in 2PRIM with strong reciprocity (Pfactor = 0.50 and Pcost = 

0.75, Cfactor = 0.25) 

 

 

 

Figure 6.11  Level of selfishness 2PRIM with strong reciprocity (Pfactor = 0.50 and Pcost 

= 0.75, Cfactor = 0.25) 
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When, Pcost is increased to 0.50 (as in figure 6.9), it is noticed that the selfishness mesh 

becomes smoother. This result is due to the fact that the cost to the less selfish individuals has 

increased due to punishing. This in turn has reduced the number of less selfish individuals. It 

has also had an impact on the more selfish individuals, resulting in the removal of the phase 

transition (that occurred in figure 6.7). As some altruistic (less selfish) individuals are still 

surviving, they help smooth out the selfishness mesh in figure 6.9. In Eldakar and Wilson 

(2008), the utility of each selfish punisher reduces, but they still dominate the population as 

they have obtained utility in the initial round of the game by acting selfishly. However, the 

results in this thesis show that majority of the less selfish individuals are actually being 

eliminated from subsequent games. Hence, the overall utility mesh in figure 6.8 is unchanged.  

As Pcost is increased to 1.00, the selfishness mesh (see figure 6.11) becomes flatter, due to 

the fact that fewer altruistic individuals exist in this game. This can be seen as the utility mesh 

(see figure 6.10) changes marginally compared to Pcost = 0.50 (see figure 6.8). This shows that 

Pcost is having a significant impact on the possibility of altruistic individuals to survive. 

Eldakar and Wilson (2008), Bowles and Gintis (2000) and Boyd et al. (2003), explain that an 

increase in the level of punishment should increase the level of altruism in the game. However, 

the results of 2PRIM with strong reciprocity offer different possibilities. This occurs as the 

negative impact of the punishment cost (Pcost) is being borne by the more altruistic (less 

selfish) individuals rather than the more selfish individuals as in the case of these other models. 

That is, it reduces the utility of the altruistic individuals in future games and results in them 

being eliminated. 

A real life example would be where a selfish person overtakes an altruistic individual on 

the road and the altruistic individual shouts at the selfish individual. However, the altruistic 

individual then feels remorse for shouting at the selfish individual (i.e. resultantly facing a 

psychological cost for shouting). This psychological cost is an instance of negative utility that 
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applies to the more altruistic individual. As this altruistic individual feels remorseful, it could in 

reality affect other activities this person may perform after this incident. On the other hand, if 

this incident did not occur then this psychological cost would not have been borne by the 

altruistic individual. 

We have analysed the way strong reciprocity affects the change in the level of selfishness 

and utility. It is now also important to compare the impact of strong reciprocity with the impact 

of the return on common good (CGfactor), selfish investment (SFfactor) and the cost of 

competition (Cfactor). Previously, Bowles and Gintis (2000), Eldakar and Wilson (2007), 

Eldakar (2008), Boyd et al. (2003), Fehr and Gächter (2000) and others have shown that strong 

reciprocity has a positive impact on altruism within groups. The results in this thesis show that 

strong reciprocity does not significantly increase the level of selfishness or utility in 2PRIM. 

However, an increase in the cost of punishment (Pcost) does have an impact of reducing the 

number of altruistic individuals in subsequent games.  

However, if the levels of the CGfactor, SFfactor or Cfactor are altered, the overall 

dynamics of the game change by constricting the pay-offs to each player on the common 

(public) good, selfish investment and through the cost of competition. In 2PRIM, while 

punishment has a marginal effect, it is noticed that changes in the common good, selfish and 

cost of competition factors have a significant effect. 

An increase in the common good factor (CGfactor) to levels greater than 1.00 reduces the 

level of selfishness within the game and increases the overall level of utility more than does a 

change in the level of strong reciprocity (Pfactor or Pcost). This happens as strong reciprocity 

only assists some altruists survive as they obtain higher utility due to the probabilistic 

punishment which only increases the level of selfishness for a few altruists. However, an 

increase in the CGfactor provides an increase in the utility of all altruistic individuals that is 
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higher than the increase in utility for the selfish individuals, resultantly assisting a greater 

number of altruists to survive. 

In contrast, an increase in the selfish factor (SFfactor) to levels greater than 1.00 will 

increase the level of selfishness and utility within the game. Here, too the effect is more than is 

a change in the level of strong reciprocity. A higher SFfactor assists more selfish individuals 

survive, but a decrease in the level of guilt (lower SFfactor) results in more altruists surviving 

(as utility decreases for all selfish individuals) compared to the application of strong 

reciprocity, which assists only a few altruists as only a few altruists will have sufficient utility 

to survive against selfish individuals within the game. 

When, the Cost of competition (Cfactor) has a value greater than 0.25, simulations show 

that the level of selfishness within the group reduces within subsequent games. This happens 

due to the fact that a higher Cfactor reduces the utility of selfish individuals who compete with 

other selfish individuals in the two-person game, causing a reduction in utility due to 

destructive competition. Strong reciprocity (an increase in Pfactor) temporarily increases the 

selfishness of altruists in order to increase their utility (or reduces utility when Pcost is higher 

than Pfactor). However, an increase in the Cfactor can result in the more selfish individuals 

being eliminated. 

Finally, the analysis provided through the simulations of 2PRIM with strong reciprocity 

shows that it would be better to change the levels of the common good (CGfactor), selfish 

(SFfactor), level of guilt or the cost of competition (Cfactor) factors rather than apply strong 

reciprocity to 2PRIM. Strong reciprocity has a smaller impact on changing the level of 

selfishness or utility compared to these factors in 2PRIM.  
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6.5 Conclusion 

 

This chapter develops 2PRIM further by adding the concept of strong reciprocity over and 

above the concepts of the common good, selfish and cost of competition factors that we 

discussed in the previous chapter. Strong reciprocity is applied in this model by temporarily 

increasing the level of selfishness of the less selfish (altruistic) individual in second phase of 

each round. Punishment is applied on a probabilistic basis, where the punishment factor is 

greater than a random number. Results show that when punishment is applied in this model, the 

level of selfishness and utility marginally decreases. These results are consistent with Bowles 

and Gintis (2000), Boyd et al. (2003), Eldakar and Wilson (2007) and Fehr and Gächter (2002), 

in that an increase in punishment results in a higher level of altruism. In 2PRIM, as altruistic 

individuals become temporarily more selfish, it assists a greater number of altruistic individuals 

to survive. When the cost of punishment is increased in 2PRIM the number of altruistic 

individuals decreases, as the cost of punishment outweighs the increase in utility from being 

temporarily more selfish. In these other models, a concept similar to Pcost does not exist. 

In comparison to results in Chapter 5, it is seen that an increase in the common (public) 

good, selfish or the cost of competition factors could likely have a longer-lasting effect on the 

levels of selfishness and utility compared to strong reciprocity (punishment). This occurs as 

these three factors compared to punishment provide incentives to change pay-offs for 

individuals playing the game, while punishment only provides temporary assistance to altruists 

in the second phase of each round if probabilistic punishment is implemented. Additionally, as 

discussed, if the Pcost increases, punishment has even less effect in increasing altruism within a 

game. 

  



161 

 

CHAPTER SEVEN 

Conclusion 

 

7.1 Summary 

 

This thesis poses the question: if we model selfishness, altruism, reciprocity, competition and 

the common or public good in such-and-such ways, what might be the individual, social and 

evolutionary consequences of everyday two-person random interactions? In order to undertake 

these tasks, the thesis starts by discussing Adam Smith’s approach to self-interest and altruism, 

which he formulated as parts of a comprehensive theory in his two books, An Inquiry into the 

Nature and Causes of the Wealth of Nations (1776) and The Theory of Moral Sentiments 

(1790). Chapter 2 focuses on Smith and the insights that we can still fruitfully extract from his 

seminal works. It also discusses the concepts of selfishness and altruism in the contexts of 

associated research areas: philosophy, socio-biology, behavioural economics and 

neuroeconomics. This chapter also defines the concepts of selfishness and altruism for use 

throughout this thesis. The discussion of Smith also is a stand-alone contribution of this thesis, 

since it helps to remedy one-sided views that still prevail. For instance, Smith was not an 

advocate of selfishness, but a subtle thinker who emphasised an appropriate mix of the virtues 

of prudence, benevolence, justice, duty and self-command. 

In chapter 3, concepts of selfishness and altruism are reviewed further in terms of the work 

of Bowles and Gintis (2004). They have coined the term ‘strong reciprocity’. Strong reciprocity 

can be defined in their terms as second-order altruism, whereby an individual, at a cost to 

themselves, punishes selfish individuals who do not follow the group’s social norms (Bowles 

and Gintis 2004). 
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In chapter 4, game theory and complex systems related research was been reviewed 

extensively, as it provides the methodology of the model that the thesis develops in chapters 5 

and 6. Chapter 4 briefly discusses the interlinkages between game theory, behavioural 

economics and social cost. It also analyses how complex systems relate to the concept of strong 

reciprocity, specifically looking at the models by Bowles and Gintis (2000), Boyd et al. (2003) 

and Eldakar et al. (2007) in depth to provide a basis for the discussion in chapter 5. The model 

developed in that chapter takes its inspiration from the models in these papers. 

In chapter 5, the two-person random interaction model (2PRIM) is proposed. It is a two-

person Prisoners’ Dilemma model developed using behavioural trait values of altruism and 

selfishness. This model is developed as described in Chapter 1.3 in order to simulate individual, 

social and evolutionary consequences of everyday two-person random interactions. In effect, 

2PRIM uses variables for selfishness, altruism, reciprocity, competition and the common or 

public good in certain ways in order to model possible individual, social and evolutionary 

consequences of everyday two-person random interactions.  

Recall that Chapter 1.5 stated that the thesis has modest objectives. Based on the a 

comprehensive discussion of the above concepts and the literature surrounding them, the 

purpose of the thesis is to offer a modelling approach that those who are endeavouring to 

answer the big questions can use as a tool. The modelling approach the thesis contributes asks, 

if human selfishness, altruism, reciprocity, competition and the common or public good were 

found to be such-and-such and related to each other with such-and-such weights attached to 

them, what might be the individual, social and evolutionary consequences of everyday two-

person random interactions? It then tries to analyse if the evolutionary level of altruism 

increases with a change in the return on the common pool (public good) investment, selfish 

investment or the cost of competition.  
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In chapter 6, the 2PRIM model is extended to include punishment (strong reciprocity) 

and the idea is to understand if the application of punishment will increase the surviving 

level of altruism within the game. Bowles and Gintis (2000), Boyd et al. (2003), Eldakar et al. 

(2007), Fehr and Gächter (2007) and Gintis et al. (2008) have developed models that 

incorporate strong reciprocity. In general, these models show that punishment has an impact of 

increasing the level of altruism within groups. This occurs primarily due to the threat of 

punishment or ostracism that results in selfish individuals working in co-operation with the 

group to avoid being removed in subsequent games. Researchers have not been able to explain 

other reasons for the increase in altruism within groups even in one-off games. Some 

suggestions that have been made in relation to an increase in altruism within groups point to 

research in the areas of genetic co-evolution, kin selection as well as social and cognitive 

factors. Strong reciprocity has had strong support in explaining an increase in the level of 

altruism within groups based on genetic co-evolution.  

This thesis extends this paradigm by understanding if it is possible to increase altruism by 

changing the pay-offs for common (public) good investments, selfish investments and the cost 

of competition rather than just to understand the impact of punishment in this game. This thesis 

finds that an increase in the return on common good investment has a positive impact on the 

level of altruism and increases the mean utility within the game. An increase in the return on 

the selfish investment has a positive impact on increasing the average level of surviving 

selfishness and this also increases the mean utility within the game. However, the mean utility 

in this case does not increase as much as it does when the return on the common good 

investment is increased. An increase in the cost of competition also has a significant impact on 

the level of selfishness within the game, as it reduces the utility of selfish individuals when they 

interact with other selfish individuals. The mean utility in the game also reduces as the selfish 

individuals obtain negative utility due to the cost of competition. 
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Punishment is applied on a probabilistic basis in the expanded 2PRIM model. But, 

when punishment is applied, the average level of surviving selfishness marginally 

decreases. Any further increase in the level of punishment has minimal impact on the level 

of selfishness and utility within this game. Punishment in this model is applied by the less 

selfish (altruistic) individual becoming temporarily more selfish within the second phase of 

each round. This is akin to Bowles and Gintis (2000) but differs from Eldakar et al. (2007), 

where the more selfish individuals punish other equally or less selfish individuals. 

However, there is also a cost to punish other individuals in the 2PRIM model, and this cost 

is borne by the less selfish individual (i.e. the one who punishes).  

This cost of punishment is a psychological or physical cost borne by the less selfish 

individual becoming temporarily more selfish in the 2PRIM. Resultantly, an increase in this 

cost of punishment has a negative impact on the utility of the less selfish individual and the 

average level of surviving altruism decreases within the game. Effectively, when more 

altruistic individuals face a higher cost of punishment, they are more likely to obtain lower 

utility and may subsequently be removed from the game. This thesis also shows that 

punishment can only temporarily change the level of selfishness and utility within the 

game. However, when the return on common (public) good investment, selfish investment 

and cost of competition are changed, then the pay-offs change on a more permanent basis. 

Also, the change in these three factors has a more significant effect in 2PRIM than does 

punishment on the level of altruism and utility within the game. 

 

7.2 Contribution to knowledge 

 

In this thesis, I have reviewed research across the different areas of economics, behavioural 

economics, neuroeconomics, philosophy and socio-biology to analyse the concepts of 
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selfishness, altruism and strong reciprocity in chapters 2-4. The literature review supported the 

development of a random, one-shot or non-repeated (random) interaction model as a significant 

contribution to knowledge. A computer simulation model called the two-person random 

interaction model (2PRIM) was developed to assist in understanding such interactions. This 

2PRIM model was used to evaluate the effects of selfishness, altruism and strong reciprocity on 

the consequences of two-person random interactions within a Prisoners’ Dilemma structure. In 

2PRIM, selfishness and altruism were defined on a continuum instead of being represented as 

discrete values, as had been the case in previous research, for example, Bowles and Gintis 

(2000) and Eldakar et al. (2007). The use of defining selfishness and altruism on a continuum 

was that a much larger variety of individual traits could be noticed, and that reflects the 

existence of similar traits in the everyday human population in a more realistic fashion.  

 While other scholars have developed two-person models in the past, none of them 

have analysed two-person random interactions where selfishness and altruism has been 

defined on a continuum. The closest parallels are those of Eldakar et al. (2007) and Eldakar 

and Wilson (2008). Here Eldakar et al. (2007, p. 199) stated that trait values in their N-

person interaction model were allocated in a way ‘that initially varied uniformly ... between 

0 and 1 at 0.1 increments’. However, the number of players ‘N’ is always greater than two. 

Further, the model in Eldakar and Wilson (2008, p. 6982) explained that it allocated traits 

or behaviours for selfishness, altruism and strong reciprocity as ‘pure strategies’, which 

meant that these players were either pure altruists or purely selfish and either strong 

reciprocators or not. Earlier work on two-person games also has not included random 

interaction experiments (2008, p. 6982, citing Axelrod 1984, Hamilton 1964, 1975, Axelrod 

and Hamilton 1981, Maynard Smith 1982) and have not considered strong reciprocity. 

The first contribution of this thesis was to model a significant problem that scholars 

seek to understand, being the random, one-shot or non-repeated human interactions. We 
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face such interactions in nearly everything we do in our daily lives, and Silk (2005, pp. 63-

4) pointed out that such interactions are of evolutionary significance. 

The second contribution of this thesis was to model a specific set of random 

interactions, being those of two persons, continuous-trait attributes and strong reciprocity. 

The third contribution was that this thesis created an original game-theoretic computational 

model (2PRIM) in order to contribute to the understanding of the individual, social and 

evolutionary consequences of everyday two-person random interactions in defined 

circumstances. Those circumstances were structured according to the standard Prisoners’ 

Dilemma framework, which constrains the practicality of results generated by 2PRIM to 

circumstances (i.e. random two-person interactions) that correspond to Prisoners’ 

Dilemmas. Given that many circumstances do correspond, and given the common role of 

Prisoners’ Dilemmas in economics and game theory, 2PRIM can contribute originally to 

our knowledge of human interaction and its consequences (see the fifth and final 

contribution below). 

The fourth contribution was that this thesis contributed originally to knowledge by 

developing the foregoing contributions with the context of a theoretical discussion of the 

literature – including the work of Adam Smith – of the emerging multidisciplinary field of 

research. In is important to note, that only within this context could the questions posed in 

this thesis would possibly be understood. 

The final contribution of this thesis was that it explained in chapter 6 that pay-offs for 

players could change by varying the selfish factor (SFfactor), common good factor 

(CGfactor) and cost of competition factor (Cfactor). This could possibly constitute a 

substitute to applying strong reciprocity within random interactions in Prisoners’ Dilemma 

contexts (see contribution three above).  
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7.3 Limitations to this research 

 

This thesis has tried to understand two-person random interactions in an everyday setting from 

a theoretical perspective and it has certain limitations that are explained below: 

 

1. Psychological and game theoretic limitations: This thesis only models selfishness, altruism 

and strong reciprocity in a two-person Prisoners’ Dilemma context. It does not intend to 

include any other psychological or game theoretic framework/concept. Nor does it pursue 

comprehensive theories of morality, human nature and the evolution of altruism and 

selfishness. Indeed, to model such comprehensive theories might mean setting aside the 

Prisoners’ Dilemma framework altogether. 

 

2. Complex systems limitations: Complex systems attempt to explain the complex inter-

relationships that exist in society. When attempting to analyse two-person random 

interactions, the complexity involved in representing and analysing such interactions can be 

difficult due to the existence of other factors affecting such interactions. This thesis has 

tried to model two-person random interactions in a more simplistic way, primarily by only 

concentrating on these two-person interactions between strangers. In society, however, as 

human beings we interact with other people closer to us (for example, friends, 

acquaintances and family), which can alter our interactions with strangers over time due to 

the learning we obtain from these other interactions and relationships. This learning would 

change the dynamics of or could alter the results of the two-person random interaction 

experiment over time. Individuals start to learn and behave differently. Additionally, other 

complex systems limitations could apply as the level of complexity (affecting both the 

computational and game theoretic model) incorporated in 2PRIM has been limited.  
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3. Absence of learning: No learning is expected to take place between individuals throughout 

the games modelled in 2PRIM. Individuals only punish based on their probabilistic 

punishment trait in this model and this is not associated to learning as commonly 

understood in game theory. 

 

4. Limitations related to the review of Adam Smith’s work: There has been extensive research 

undertaken in relation to Adam Smith’s work. This thesis has covered the broad range of 

this research. However it has concentrated more on Smith’s work itself rather than 

secondary or integrative sources. 

 

5. Comparative realism of assumptions: In order for the 2PRIM model to be used in practical 

(or real-world) situations, its structure (e.g. the Prisoners’ Dilemma constraint) and 

outcomes must align with what might have been or might be important evolutionary 

scenarios (see e.g. Eldakar and Wilson’s examples referred to on p. 139 above). A set of 

comparisons of what 2PRIM allows versus other scholars’ models must be undertaken 

before 2PRIM can stand to make predictions or assessments of evolutionary situations. 

Some possibilities are suggested in section 7.4. 

 

6. Limitation of the application of selfless altruism (i.e. Buddhist Economics and Gandhism): 

It is possible that some altruists sacrifice their wellbeing for the greater good of others. 

However, the idea of this thesis is to specifically review the research problem that deals 

with two-person random interactions. Therefore, the concept of selfless altruism, which 

would include Buddhist Economics and Gandhism, will be explicitly excluded from this 

thesis, except in the rare case when A =1 and S = 0 as randomly selected. 
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7.4 Possible applications of this research 

 

2PRIM can be applied to the following situations: 

 

1. In a small-world network to understand human behaviour in random interactions in society 

to understand how to better utilise social networks. For example, Facebook and MySpace 

(social-networking technology) can be improved when random social interactions are 

modelled using 2PRIM.  

 

2. To explain evolution of social behaviour in non-repetitive random interaction games to help 

improve marketing/advertising to include social evolution in such interactions. 2PRIM in a 

small-world framework can help to possibly simulate random, semi-permanent and 

permanent interactions between humans that can be used to help us to adapt marketing and 

financial products from a social-interaction viewpoint.    

 

3. Understanding the social evolution and regulation patterns of genes (within a small world) 

to understand how genes might evolve in a network through random interactions. 

 

4. In a small-world network with limited information, to explain financial market price 

dynamics as investors in markets undertake random interactions in buying/selling assets 

with incomplete information through floor-traded and over-the-counter exchanges. 

 

5. To help to simulate interactions and possible outcomes in negotiations between two parties 

who have not interacted with each other previously and have met for a one-off negotiation. 
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6. Improving altruism and reducing social cost: This model shows that changing the rate of 

return on the common good investment (CGfactor), the Guilt factor or the Cost of 

Competition (Cfactor) will have a greater impact on increasing altruism in society 

compared to an increase in strong reciprocity. This could have applications in a number of 

societal interactions, for example, reducing environmental impact by lowering pollution 

where models can incorporate different human behavioural choices through changes in pay-

offs for common good and selfish investments rather than applying strong reciprocity. 

 

7.5 Suggested extensions 

 

After, discussing the limitations to this thesis, it is important to also consider what future 

research could be developed from this model.  

While two-person human interactions in everyday activities are commonplace, these 

activities are undertaken by us as part of a society. Therefore, the possibility of developing this 

research into the concept of two-person human interaction in networks or small worlds is 

promising. We as humans have relationships (permanent or semi-permanent) with other 

individuals in society, for example our immediate or extended family (permanent relationships) 

and friends or acquaintances (semi-permanent or temporary relationships). Also, we do not 

know everyone in the world. Therefore these networks will consist of individuals we do not 

know and those we do know. Effectively this would lead to the construction of a 2PRIM in a 

small-world network to begin with. Individuals would possess these four types of individual 

relationships: permanent, semi-permanent or temporary, random and no relationship at all. 

      Another extension of 2PRIM might be to help include genetic learning, where only 

successful individuals survive and reproduce, while the less successful individuals are removed 

from subsequent games. In this way, the replicator dynamic in this model will support the 
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heritability of successful strategies. In addition, while genetic learning is important in this 

model, it is also important to explain individual learning in society. As 2PRIM currently deals 

with unrelated individuals in random one-off games, it might be adapted so that individuals 

learn through punishment in games with strangers. For example, 2PRIM might model each 

individual’s learning from these interactions at different rates. Thus 2PRIM might be adapted to 

depict the way humans learn and change their behavioural responses (traits). 

There is a possibility to extend the 2PRIM in a way that punishment can be remodelled to 

be applied in other ways in comparison to the way it is applied in the existing 2PRIM. This 

could provide further variations to the way punishment is applied and to make the application 

of punishment more realistic (i.e. as it would happen in everyday two-person random 

interactions). 

We could also analyse the different impacts of factors related to fairness, trust, emotions, 

beliefs, intentions and fear in such two-person human interactions. Such analysis could provide 

a basis for simulating interaction in society as a whole. It could provide a view of interactions 

that we undertake with people who are unrelated to us, and it seems plausible that such 

interactions may form most of the transactions we undertake in our everyday life. This would 

provide us a better understanding of how different factors within the society change in such 

relationships. The changes required to 2PRIM might include factor changes (e.g. addition 

additional factors) or modifications to existing factors (as SFfactor was modified by adding 

punishment). In doing so, we might reconsider the usefulness of the Prisoners’ Dilemma 

framework (2PRIM parameters), as suggested at section 7.3(1). 

In conclusion, while these are a few possible avenues of future research using 2PRIM, 

there could be other variations that could be used to develop this model further. This, in turn, 

could assist economics to use evolutionary game-theoretic approaches to understand better the 
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nature and evolution of altruism and selfishness – two concepts at the heart of human social 

interaction. 
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ATTACHMENT A: PROCESS STEPS FOR THE TWO-PERSON RANDOM 

INTERACTION MODEL (2PRIM) 

 

Two-person random interaction model (2PRIM) 

The two-person random interaction model (2PRIM) has been developed and simulated in 

MATLAB R2008B and it follows the following process: 

1. At the beginning of the experiment a set of 1000 individuals are chosen at random (based 

on a uniform discrete distribution) from a pool of N individuals.  

2. Each of these 1000 players is provided a random assignment along the A/S continuum (a 

continuous uniform distribution). Each individual thus has a randomly assigned Selfishness 

and Altruism trait value. The Altruistic trait value equals 1 – Selfish trait value. Therefore, 

the level of altruism plus the level of selfishness for each individual equals 1. 

3. For each experiment, 1000 games that are run. For each game, there are 100,000 rounds 

undertaken. 

4. At the beginning of each round, two individuals will be selected at random from this pool 

of 1000 individuals (Note: a single individual cannot play against themselves, so there will 

always be two different individuals). 

5. Each individual would already have a Selfish and Altruistic trait value that was assigned to 

them at random based on the A/S continuum (as per point 2 above).  

6. The utility for each player is then calculated according to equation 1. 

7. Two new players will be selected at random from this pool of 1000 individuals for the next 

round. 

8. Resultantly, as these two players are selected at random – some players could end up 

playing more rounds than others that replicates the concept of luck which we observe in 

human life. 
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9. The resource pool of 1000 players will then be sorted by utility values in ascending order 

and the bottom 10 per cent of players in this sorted list will be eliminated from the game in 

order to increase variety in the population. 

10. An additional 10 per cent of players will be selected at random from the pool of N 

individuals, from where the initial 1000 individuals were selected. 

11. The utility values of each player (in the pool of 1000 individuals) will be reset to zero at the 

beginning of each game.  

12. This process will continue until the 1000 games are completed.  

 

Two-person random interaction model (2PRIM) INCORPORATING PUNISHMENT 

 

In chapter 6, this two-person random interaction model (2PRIM) was modified further to 

include punishment and the following process is followed when punishment is included: 

1. At the beginning of the experiment a set of 1000 individuals are chosen at random (using a 

simple random process) from a resource pool.  

2. Each of these 1000 players is provided a random assignment along the A/S and P/NP 

continuum. Each individual thus has a Selfishness and Punishment trait value, which the 

randomly assigned A/S and P/NP values respectively. The Altruistic trait value equals 1 – 

Selfish trait value. 

3. For each experiment, there are 1000 games that are run. For each game, there are 1,000,000 

rounds undertaken and each round has 2 phases. 

4. At the beginning of each round, two individuals will be selected at random from this pool 

of 1000 individuals (Note: a single individual cannot play against themselves, so there will 

always be two different individuals). 

5. Each individual would already have a Selfish and Altruistic trait value that was assigned to 

them at random based on the A/S continuum (as per point 2 above).  
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6. These two individuals will play a one-off dual phase round before their utility is updated 

and they are placed back into the resource pool. 

7. In phase one, the utility (payoff) of each player will be calculated based on their 

Altruism/Selfishness (A/S) trait value using the equation below: 

 

( ) CfactorSSSFfactorSCGfactor
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⋅++⋅+⋅
+

211
21

2
 

  

Where: A1: altruistic investment by Player 1 based on the A/S continuum. 

A2: altruistic investment by Player 2 based on the A/S continuum 

S1: selfish investment by Player 1 based on the A/S continuum 

S2: selfish investment by Player 2 based on the A/S continuum 

CGfactor = explains the amount the Common Pool amount will be multiplied by at the end of 

each round in the game. Standard value of the CGfactor = 1, based on constant returns to scale. 

SFfactor = represents the degree of utility that a selfishness person receives when taking a 

Selfish action. An increase in level of guilt decreases the level of utility received which is 

represented by a decrease in SFfactor. Standard value of the SFfactor = 1, based on constant 

returns to scale. 

Cfactor = the cost that players pay for destructive competition. When, players are selfish they 

reduce the overall value of the Prisoners’ Dilemma game pay-off. Standard value of the Cfactor 

= 0.25, based on constant returns to scale. 

 

8. In the second phase of this round, each player will have a P/NP value (that was assigned to 

them in the resource pool at random in point 2 above – similar to how the A/S values were 

assigned). The P/NP value shows the tendency of that player to punish their opponent.  
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9. Only the less Selfish individual can punish the more Selfish individual. Further, the P/NP 

value of the punisher needs to be greater than a probabilistic amount (ascertained using a 

random number generator), only then can that punisher punish his opponent.  

10. Punishment happens by the punisher increasing their selfishness by the Pfactor in the 

second phase of the round.  

11. However, this punisher also needs to pay a cost to punish (i.e. Pcost) because he is 

increasing his selfishness in the second round to a level that is unnatural to him (therefore, 

this psychological cost will equal Pcost).  

12. Based on the equation below each player’s utility will be calculated at the end of the second 

phase. The utility function now becomes: 

 

( ) ( )PCostCfactorSSSFfactorSCGfactor
AA

XX −⋅++⋅+⋅
+

)()()
2

( 211
21     (2) 

Where, 

PfactorSSX += 11
 (where 0 < SX1 < 1)        (3) 

 

Punishment is applied probabilistically in 2PRIM – where a random variable is used to assess if 

punishment will be applied. If this random variable (i.e. generated using a random number 

generator) is greater than the Pfactor value then punishment will be applied that will equal the 

value of Pfactor, else punishment will not be applied. 

 

Where: Pfactor: the level by which the selfishness of the less selfish player will increase, if the 

punishment factor of this less selfish player is greater than a random value. Standard value of 

the Pfactor = 0.25, based on constant returns to scale. 

 Pcost: the cost faced by the punisher as they increasing their level of selfishness (by 

adding Pfactor) to a level that is unnatural to them. Standard value of the Pcost = 0.10, based on 

constant returns to scale.  
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13. The final utility for each player at the end of the two-phase round will be equal to their 

utility at the end of the second phase.  

14. At the end of this two-phase round, these two players will be returned to the pool of the 

1000 players and two new players will be selected at random from this pool. Resultantly, as 

these two players are selected at random – some players could end up playing more rounds 

than others, which includes the concept of luck that occurs with human beings in everyday 

life. 

15. After one game (100,000 rounds) has been played, players will have different utility values 

as they have different A/S and P/NP values plus they would have probably played different 

number of rounds.  

16. The resource pool of 1000 players will then be sorted by utility values in ascending order. 

17. Then, the bottom 10 per cent of the players in this sorted list (by utility values) will be 

eliminated from the game in order to increase variety in the population. 

18. A same number (10 per cent) of new players will be accepted in the resource pool at 

random and their A/S and P/NP values will be set at random as well.  

19. The utility values of each player (in the pool of 1000 individuals) will be reset to zero at the 

beginning of each game.  

20. This process will continue until the 1000 games are completed.  
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ATTACHMENT B: MATLAB CODE OF MODEL (2PRIM) DEVELOPED IN CHAPTERS 5 AND 6 

This is the model for chapter six (2PRIM with punishment) and it builds on the code used for the model in chapters five (2PRIM), which has not 

been provided (the code for chapter five is wholly incorporated in the code used for chapter six below). The code used for the simulation of the 

model in chapter five is available on request. 

 

N = 1000;                                    %number of players 

T = 100000;                                  %number of rounds in each game 

NoG = 10;                                    %number of games 

maxSF_CG = 2; 

SFIncrement = 0.1; 

CGIncrement = 0.1; 

SFfactor = -SFIncrement;                     %selfish factor - also the guilt factor 

Cfactor = 0.25;                              %competition factor 

Pfactor = 0.50;                               %punishment factor 

Pcost = 0.1;                                  %cost of punishment 

UtilityVector = []; 

SelfishVector = []; 

UtilityMatrix = []; 

SelfishMatrix = []; 
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for d = 0:SFIncrement:maxSF_CG 

    SFfactor = SFfactor + SFIncrement; 

    UtilityVector = []; 

    SelfishVector = []; 

    CGfactor = -CGIncrement; 

    for c = 0:CGIncrement:maxSF_CG        %TT numbers of games will be played 

        CGfactor = CGfactor + CGIncrement; 

        X = [rand(N,1) rand(N,1) zeros(N,1)];            %create matrix X with N rows & 3 columns 

        for b = 0:NoG 

            X(:,3) = zeros(N,1); 

             for a = 1:T 

                PL1 = floor(1 + (N - 1)*rand(1));           %player1 

                PL2 = floor(1 + (N - 1)*rand(1));           %player2 

                if PL1 == PL2 

                    PL2 = floor(1 + (N - 1)*rand(1));        % re pick player 2 to ensure it is different from player 1 

                end 

  

   %calculate utility at the end of round 1 

                utility1 = ((1 - X(PL1,1)) + (1 - X(PL2,1)))*CGfactor/2 + (SFfactor*X(PL1,1))-((X(PL1,1)+X(PL2,1))*Cfactor);    

    %Payoff for Player A after Round 1 

                utility2 = ((1 - X(PL1,1)) + (1 - X(PL2,1)))*CGfactor/2 + (SFfactor*X(PL2,1))-((X(PL1,1)+X(PL2,1))*Cfactor);     

     %Payoff for Player A after Round 1 
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              %calculate utility at the end of round 2 

                 if X(PL1,1) > X(PL2,1) && X(PL2,2) > rand(1) 

                    NewSelfishness = X(PL2,1)^(Pfactor^X(PL2,1)); 

                    utility1 = ((1 - X(PL1,1)) + (1 - NewSelfishness))*CGfactor/2 + (SFfactor*X(PL1,1))-((X(PL1,1)+NewSelfishness)*Cfactor);  

    %Payoff for Player A after Round 2 

                    utility2 = ((1 - X(PL1,1)) + (1 - NewSelfishness))*CGfactor/2 + (SFfactor*NewSelfishness)-((X(PL1,1)+NewSelfishness)*Cfactor) 

- Pcost;      %Payoff for Player A after Round 2 

                elseif X(PL2,1) > X(PL1,1) && X(PL1,2) > rand(1) 

                    NewSelfishness = X(PL1,1)^(Pfactor^X(PL1,1)); 

                    utility1 = ((1 - NewSelfishness) + (1 - X(PL2,1)))*CGfactor/2 + (SFfactor*NewSelfishness)-((NewSelfishness+X(PL2,1))*Cfactor) 

- Pcost;      %Payoff for Player A after Round 2 

                    utility2 = ((1 - NewSelfishness) + (1 - X(PL2,1)))*CGfactor/2 + (SFfactor*X(PL2,1))-((NewSelfishness+X(PL2,1))*Cfactor);  

     %Payoff for Player A after Round 2 

                end 

  

                %update utility in X after round 2 

                X(PL1,3) = utility1 + X(PL1,3);             %overwrite Utility for player 1 

                X(PL2,3) = utility2 + X(PL2,3);             %overwrite Utility for player 2 

             end 
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             X = sortrows(X,3);                                     %sort rows based on utility 

             X(1:N/10,:) = [];                                      %delete 10% of individuals  

             Xadd = [rand(N/10,1) rand(N/10,1) zeros(N/10,1)];    %add new 10% of individuals at random 

             X = [X; Xadd]; %#ok<AGROW>                      %add new 10% individuals at random to the end of matrix X 

        end 

        UtilityVector = [UtilityVector mean(X(:,3))]; %#ok<AGROW> 

        SelfishVector = [SelfishVector mean(X(:,1))]; %#ok<AGROW> 

    end 

    UtilityMatrix = [UtilityMatrix; UtilityVector]; %#ok<AGROW> 

    SelfishMatrix = [SelfishMatrix; SelfishVector]; %#ok<AGROW> 

end 

X(N-N/10:N,:) = [];                                                 %delete newly added rows with zero utility 

SFVector = 0:SFIncrement:2; 

CGVector = 0:CGIncrement:2; 

  

figure (1) 

mesh (SFVector, CGVector, UtilityMatrix); 

xlabel(‘Selfishness Factor’)                                          %set x-axis label 

ylabel(‘Common Good Factor’)                                         %set y-axis label 

zlabel(‘Level of Utility’)                                            %set z-axis label 

title(‘Change Utility with varying Selfish & Common Good Factors’)    %set chart title 
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figure (2) 

mesh (SFVector, CGVector, SelfishMatrix); 

xlabel(‘Selfishness Factor’)                                          %set x-axis label 

ylabel(‘Common Good Factor’)                                         %set y-axis label 

zlabel(‘Level of Selfishness’)                                           %set z-axis label 

title(‘Change Selfishness with varying Selfish & Common Good Factors’)   %set chart title 

 

 

 

 

 

 

 


