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Abstract

Years of growth in wireless communication services and conservative spectrum allo-

cation policies by government regulators have led to spectrum scarcity. On the other

hand, spectrum measurement campaigns have indicated that the actual occupancy

of most licensed frequency bands is quite low. In recent years, Cognitive radio has

emerged as a promising solution to increase spectrum occupancy and tackle spec-

trum scarcity. Cognitive radio enables the unlicensed (secondary) user to establish

a communication link in licensed spectrum on the condition that there is no or

minimal interference to the licensee (primary user).

In this thesis, the two main facets of spectrum sharing in cognitive radio net-

works are investigated; interweave access and underlay access. The former is an

orthogonal scheme, where the secondary user only transmits in white space (idle

primary user spectrum). The latter is a shared scheme in which concurrent pri-

mary and secondary transmission is allowed, subject to any co-channel interference

at the primary being below an acceptable limit. In the first part of the thesis, the

quality of service for a group of secondary users is analysed in an interweave access
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senario. A continuous time Markov model is used to calculate the forced termi-

nation probability, blocking probability and throughput. The impact of spectrum

handoff and channel reservation is investigated and the optimal operating regions

are identified. Spectrum handoff gave the largest throughput improvement. The

analysis was further extended to study the airtime fairness between two secondary

user groups with different traffic statistics. At this juncture, the assumption of or-

thogonality between the primary and secondary transmissions was relaxed leading

to the underlay spectrum access paradigm.

In the second part of the thesis, an underlay sensing and access architecture is

proposed based on the measurements carried out in our laboratory. This architecture

empowers a secondary femtocell to coexist in the downlink channels of a primary

macrocell. The distance dependent and average cell-wide outage probabilities of

the primary macrocell user are derived. Situations where the femtocell sensing and

transmission paths are not co-located can cause a doubling of the primary macrocell

user’s additional outage. The effectiveness of the femtocell transmission is also

investigated and cell sizes between 20 − 50m are possible. As a byproduct of this

analysis, it was shown that the femtocell transmission opportunities can be modelled

by a Log-Skew normal distribution for a shadow fading environment.

The final part of the thesis addresses a fundamental problem in underlay access

network; the quantification of the Signal to Interference plus Noise distribution.

Bounds of the distribution are derived using Steffensen’s inequality. It is shown

iv



that the possibility of obtaining trivial bounds can be circumvented by exploiting the

unimodality of the interfering path’s probability density function. The effectiveness

of the bounds is demonstrated on a gamma-gamma wireless fading channel.

This thesis can be very useful in understanding the performance limits of in-

terweave and underlay access modes. Several interesting, accurate and previously

unknown results are presented, which can be beneficial for cognitive radio network

analysis and design. In addition, the concepts of underlay transmission exploiting

duplexing features and integral inequalities to quantify physical layer performance

can motivate further research.
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Chapter 1

Introduction

Reliable and fast wireless data transmission is emerging as a global phenomenon

and becoming a major consideration in our lives such as internet, online shopping,

and social networking. This has caused an exponential increase in the demand for

the radio frequency spectrum. However, conservative spectrum allocation policies

have created a shortage of vacant spectrum bands (channels). The US frequency

allocation given in [1] indicates that there is little room for any new allocation in

the most useful frequency bands (<3GHz) for wireless communications. On the

other hand, recent studies conducted by the Federal Communications Commission

(FCC) in the United States [2] and Ofcom in the United Kingdom [3] have found

that the average utilization in licensed frequency bands is as low as 5%. This is

also indicated by the spectrum measurements carried out in our laboratory within a

range of 1MHz to 1Ghz, which show large swathes of inactive spectrum (Fig. 1.1).

Based on these measurements [2], FCC concluded that there are two basic sce-

narios to improve the spectrum efficiency of the licensed bands. In the first scenario,

where the spectrum is fully utilised, the spectrum efficiency can be improved in terms

of bits per second per Hertz (bps/Hz), by using better radio access technologies. In

1
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Figure 1.1: Spectrum measurements.

the second scenario, where the spectrum usage is relatively low over time, the spec-

trum efficiency can be improved by increasing the access efficiency i.e. allowing

access of unlicensed (secondary) devices to the licensed (primary) frequency bands.

Up until recently, most research has been concentrated on improving spectrum

efficiency in bps/Hz. There has, however, been an increase in research effort di-

rected towards increasing access efficiency through spectrum sharing. One of the

key enabling technologies in this push is cognitive radio (CR), which was originally

proposed by Mitola [4]. CR enables the secondary user (SU) to build transmission

links in vacant PU channels such that there is no/minimum interference to PUs.

Realisation of such an operation requires the CR to have the following function-

alities: spectrum sensing; spectrum access; spectrum allocation and management

among different SUs; and a reconfigurable hardware [4]-[7].

Although various SU transmission modes of SU have been discussed/proposed

in the literature, they can be broadly categorized into two modes: interference
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avoidance (white space) mode and the interference management (black and grey

space) mode [5].

1.0.1 Interference Avoidance

The interference avoidance mode is often termed as interweave access. In interweave

access, the SU finds spectrum holes (white space) by sensing the radio frequency

spectrum. The presence of spectrum holes in the PU channels are highlighted in

Fig. 1.2. These spectrum holes are used by the SU for its transmission. This

scheme is often referred to as opportunistic spectrum access (OSA). No concurrent

transmission of the PU and the SU is allowed. The SU must vacate the channel as

soon as the PU reappears, which leads to the forced termination of the SU connection

(if there is no other available channel for the SU). Since the SU has no control over

the resource availability, the transmission of the SU is blocked when the channel

is occupied by the PU. The forced termination and blocking of a SU connection is

shown in Fig. 1.3. The forced termination probability and blocking probability are

the key parameters which determine the throughput of the SU, and thus its viable

existence. The forced termination depends on the traffic behaviour of the PUs and

the SUs (e.g. arrival rates, service time etc.). In the case of multiple SU groups with

different traffic statistics, the forced termination and blocking probabilities lead to

unfairness among the SU groups. The QoS provisioning task becomes difficult.

1.0.2 Interference Management

The interference management mode in a CR can be categorized as overlay and un-

derlay. Both these techniques allow concurrent transmission. The Overlay mode
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refers to a technique in which the SU exploits additional knowledge of the PU trans-

missions. It increases its transmission opportunities by enhancing the PU messages,

and relies on dirty paper coding techniques to mitigate interference at its own re-

ceiver [8]. This access mode has also been studied under the heading of CR enabled

cooperative relaying [9].

The Underlay mode refers to a technique in which the SU can only share the

spectrum, as long as its signal remains below the acceptable interference limit of

the PU. This threshold is the peak or average power that can be tolerated by the

PU receiver [10][11]. This constraint is useful when the signal variation at the PU

receiver is quasi-static, such as Television unit. However, when signal variations
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from the PU transmitter to the PU receiver are random, outage probability is a

better measure. Outage at the PU receiver occurs when the Signal Interference plus

Noise Ratio (SINR) falls below a certain threshold (different from the interference

threshold). The spectrum sharing constraint in this scenario is based on the long

term outage or short term outages acceptable to the PU network. The SU transmit

power is a key factor which determines its coexistence in an underlay mode. Due to

the strict transmit power constraint, the coverage area of the secondary network in

an underlay mode is very restricted [8]. Generally, the calculation of SU transmit

power requires the knowledge of PU receiver location and the channel gains between

the SU transmitter-PU receiver and PU transmitter- PU receiver. Since the SU

operates independently of the PU network, these parameters are often unknown

to the SU transmitter and must be estimated. This comes at a cost of increased

signalling overhead.

In recent years, it has been envisaged that the potential of the CR underlay

paradigm can be applied for interference management by the PU itself, such as

femtocells [12][13]. The possibility of a CR empowered femtocell (FC) has also been

considered as a viable solution [14] to increase spectrum availability for cellular

operators. In short, a FC enables the reuse of macrocell (coverage area of primary

base station) frequencies in a cellular network over a small range with the primary

aim of improving indoor coverage [15]. The FC consists of a low power femtocell base

station which is connected to a backbone network by DSL or cable internet. In the

case of multiple FCs, the interference problem becomes two tier [16] i.e, macrocell

to FC (cross-tier) and FC to FC (inner-tier). By introducing additional information

through a sensing phase (similar to a CR), two-tier interference can be avoided in

FC deployments.
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In underlay mode it is often necessary to derive the SINR distribution, in order

to calculate practical performance measures such as capacity and SINR outage [17]

[18]. The propagation channel between the PU and the SU is generally subject to

fading which is traditionally modelled by a gamma or lognormal distribution [19].

The cumulative distribution function (CDF) for the SIR is often known in closed

form [11]. However, in the case of SINR, which include the effect of noise, these

models yield integrals for which closed form expressions are not known. Although

integral inequalities [20] have successfully been applied to obtain bounds on capacity

problems [21]-[22], their application to SINR have been almost non-existent.

1.1 Thesis Contributions and Organisation

The motivation and key concepts which instigated this research are highlighted in

the previous section. The thesis deals with aspects of interweave and underlay

based spectrum sharing techniques. The selection of topics are based on research

opportunities; where contributions can be made to an existing body of literature.

In addition, the diverse nature of topics covered here do share a common objective:

to address inefficient utilization of the licensed spectrum by CR enabled secondary

access. This thesis consists of three major parts, and each part is compiled as a

Chapter. In what follows, we present the organisation of the thesis and its main

contributions.

• Chapter 2 provides the necessary background information that will be further

used in this thesis. It highlights the key research areas in CRN and presents

a summary of relevant existing literature.

• Chapter 3 is the first technical part of thesis. Using spectrum spooling as a
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base model (originally proposed by Weiss [23]) we analyse and quantify the SU

QoS parameters such as forced termination probability, blocking probability

and throughput in a multiple PU channel scenarios. The effect of horizontal

spectrum handoff and channel reservation is investigated. The impact of spec-

trum sharing among two SU groups is discussed in the light of their traffic

parameters.

• Chapter 4 presents a novel access scheme for FC coexistence in the DL channels

of a cellular network. It exploits the interweave aspect of spectrum sharing to

facilitate FC transmissions in an underlay mode. An example of a GSM-like

network is used to illustrate the scheme by exploiting its duplexing features.

The PU’s probability of detection, the distribution functions for interference

power and the signal to interference plus noise ratio (SINR) are derived. The

effect of different parameters on the outage probability of the PU and the

SU are discussed. The analysis relies heavily on the numerical integration

techniques (Gaussian quadratures) to obtain the SINR distributions.

• Chapter 5 revisits the SINR distribution, which is a fundamental problem in

many wireless systems, in addition to the underlay scenario considered here.

A unique bounding approach is developed using Steffensen’s inequality. It uses

simple integral manipulations and utilizes the knowledge of the primary and

the interfering paths’ probability density function (PDF). It is shown that if

the interfering path is unimodal, then the possibility of trivial bounds can be

avoided. We demonstrate the effectiveness of the derived bounds in a gamma-

gamma fading environment for medium to high SINR values, which are of

practical interest in wireless systems.
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• Chapter 6 concludes the work and indicates possible future research opportu-

nities. These include QoS analysis of variable bandwidth users in interweave

CRN, and the incorporation of fast fading and multiple FCs in the underlay

approach.

1.2 Research Contributions

This work has lead to the following contributions
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nitive Radio Network,” Chapter 9 in Foundation of Cognitive Radio Systems,
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on Wireless Communications
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(PIMRC), pp. 476-480, 13-16 Sept. 2009.
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nitive Radio Network with Exponential and Truncated Usage Models,” in
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Chapter 2

Literature Review

The main aim of this Chapter is to provide an overview of the recent developments,

issues and future trends in CRN research, with emphasis on the interweave and un-

derlay spectrum sharing modes. In Section 2.1 we discuss the main functionalities

of the CRN. This is followed by a review of the interweave mode (Section 2.2) and

its performance aspects. Section 2.3 details an underlay spectrum sharing prob-

lem. Section 2.4 discusses the application of the interweave and underlay spectrum

sharing modes to CR enabled FC.

2.1 Basic Functionalities of CR

CR technology is an innovative concept introduced by Mitola [4]. A CR must be

highly adaptive to the needs of the SU and its surrounding radio environment. It

has the potential to dramatically increase the efficiency of spectrum usage. IEEE

1900.1 has the following working definition of a CR [7]:

A type of radio that can sense and autonomously reason about its en-

vironment and adapt accordingly. This radio could employ knowledge

representation, automated reasoning and machine learning mechanisms

in establishing, conducting, or terminating communication or networking

11
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functions with other radios. Cognitive radios can be trained to dynami-

cally and autonomously adjust its operating parameters.

There are four main functionalities in the IEEE definition. The first functionality

requires sensing of the radio frequency environment, which includes detection of

spectrum holes (unused), estimation of channel state information and PU traffic

statistics. In reality, sensing imperfections (misdetection and false alarm) occur

due to channel impairments and limited observation times. The misdetection leads

to interference between the PU and the SU, whereas a false alarm results in lost

opportunities and hence lower spectrum utilization.

The second functionality enables the SU to access a best available channel for

its transmissions based on sensing information. The access modes of the SU are

classified as interweave, underlay, and overlay [24] as described previously in Chapter

1. The third functionality highlights the need for spectrum sharing mechanisms to

achieve fairness among multiple or dissimilar SUs. The final functionality identifies

a reconfigurable hardware architecture which will adapt its operating parameters to

suit the current radio frequency environment.

To understand the system-wide benefits it is pertinent to analyse the access

modes of the SU in PU channels. The next few sections present a literature survey

of coexistence analysis in an interweave and underlay mode.

2.2 Interweave Spectrum Sharing Model

In an interweave mode (often refereed as opportunistic spectrum access (OSA)),

the SU accesses the spectrum in an opportunistic manner. Due to this secondary
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nature, the QoS in the CRN is dependent on the PU traffic parameters. For exam-

ple, in the case when a PU access is unslotted and perfect sensing information is

available at all times, the SU must vacate the channel as soon as the PU reappears

to ensure no/minimum interference to the PU. This phenomena is called the forced

termination. Similarly, the SU is blocked from accessing the channel when it finds

the PU active.

In the existing literature, several authors [23]-[63] have studied the forced termi-

nation and blocking probabilities for one and two groups of SUs. In these papers,

spectrum pooling [23] is used as a base system model. Spectrum pooling refers to

an interweave paradigm which enables the PU network to rent out its idle spectrum

bands to the SU group. It is assumed that the SU group will be able to perform

wideband sensing and during their transmissions will introduce spectral nulls in the

frequency bands where they find the PU active. It is suggested that in order to

accommodate simultaneous SU connections, a wideband PU channel can be divided

into multiple narrowband subchannels for SU access. The Continuous Time Markov

Chain (CTMC) [25] is extensively used in modelling spectrum sharing scenarios

based on interweave access. To simplify mathematical analysis it is commonly as-

sumed that the traffic behaviour of the PU and the SU groups obey a Markov

(memoryless) property i.e. the arrival rates follow a Poisson distribution and the

service rates follow an exponential distribution. In addition, the SU connections are

coordinated through a central entity (centralised secondary network) which ensures

no collision between the SU connections i.e, no concurrent SU connections on the

same frequency band or subchannel. The SU connections have negligible access,

switching delays and perfect sensing information is available to them at all times.

The papers dealing with QoS analysis can be divided into two scenarios: without
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forced termination; with forced termination, described in the following.

2.2.1 Without Forced Termination

The main aim in this type of system model is to understand the blocking probabil-

ity tradeoff between two users with different bandwidth requirements. In [26] while

investigating the blocking probability tradeoff between equal priority users, the au-

thors concluded that the blocking probability of the wideband user is lower bounded

by the blocking probability of the narrowband user. The best probability tradeoff

can only be achieved by changing the arrival rates of both the wideband and the

narrowband user [27]. This fact is used in [28] where it is shown that the optimal

arrival rates which achieve airtime fairness can be derived using the Homo-Egualis

model. Furthermore, the blocking probability in the network can be reduced when

the narrowband users pack the channels [28, Fig. 6] by employing spectrum hand-

off1. The authors in [29] developed an upper bound on the throughput that can be

achieved using spectrum agility with a listen before talk rule2. It was found that a

fixed channel assignment strategy yields better results than spectrum agility under

heavy load conditions.

Although, the above mentioned schemes provide a fair understanding of the

blocking probability and airtime behaviour in a CRN, these analyses are only ap-

plicable to users in open unlicensed networks (e.g. ISM bands in 900MHz, 2.4 GHz

and 5GHz), when the SU group utilizes the unlicensed channels for coordination or

backup (in case the PU channels are fully occupied [28]).

1Spectrum handoff allows the SU connection to move to another vacant frequency channel
during its transmission.

2Spectrum agility refers to the ability of a user to access multiple channels. Please note that
spectrum agility is a stepping stone for spectrum handoff.
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2.2.2 With Forced Termination

Initial investigation carried out in [30], focused on the advantages of primary assisted

SU spectrum sharing; termed controlled spectrum sharing. In controlled spectrum

sharing, the PU network assigns channels to its users (PUs) so as to avoid termi-

nation of SU connections. It is concluded that this approach increases bandwidth

utilization without causing any significant increase in the blocking probability of the

SU connections. No analytical expressions were derived for the forced termination

probability and the throughput. In another controlled spectrum sharing scenario

[31][32], a number of channels are allocated for SU connections by the PU network.

Under saturated condition an incoming PU connection can also occupy the sec-

ondary allocated channels. Although this scheme decreases the forced termination

probability, it comes with a cost of an increased SU blocking probability. To counter

the effect of the forced termination the authors in [33] have proposed and analyzed

random access schemes employing different sensing and backoff mechanisms. How-

ever, the analysis is limited to a single channel and saturated SU traffic conditions.

To avoid this foreseeable termination, spectrum handoff techniques have also

been investigated from the forced termination and blocking probability perspec-

tive. Generally, spectrum handoff techniques can be categorised as either reactive

or proactive. In the reactive approach, the SU moves to another vacant channel

only when the current channel is reoccupied by a PU, whereas in the proactive

approach the SU avoids collision and switches to another vacant channel before a

PU reappears. The channel switching is performed based on the observed statistics

of the PU channels3. To further ensure the continuity of SU transmission, inband

3This thesis only considers reactive spectrum handoff techniques. Some interesting proactive
spectrum handoff strategies are provided in [34]-[37].
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channel reservation (number of channels are reserved exclusively for handoff calls

within the primary channels) and out-of-band channel reservation have also been

suggested [38][39].

2.2.2.1 Reactive Spectrum Handoff

In [38], authors investigated the impact of spectrum handoff and channel reservation

on the forced termination and blocking probabilities. However, the paper presented

an incomplete CTMC analysis. In addition the expressions are derived based on a

false assumption of completion probability from each Markov state. The corrections

on this work is provided in [40][41][42]. The work in [40] forms part of this thesis

and discussed in Chapter 3. Although, the authors in [41] included the queuing

of SU connections, the analysis is limited to only handoff scenario. The investiga-

tions in [41][42] do not address the incomplete Markov analysis and throughput.

The approach presented in [40] (Chapter 3) can be scaled to address the inaccurate

probability analysis in [39]. It has been shown in [43] that an adaptive channel

reservation scheme gives better performance than the fixed reservation policy. This

adaption is based on traffic statistics of the PU. A relatively similar conclusion has

been drawn in [44]. Extending the work in [38]-[43], the authors in [45] showed that

the forced termination probability can be reduced by assigning multiple subchannels

to each SU connection (reducing their transmission time). The forced termination

probability expression derived in this paper is the termination probability seen by

an incoming SU (an incoming SU call may be blocked) rather than the termination

probability on the channel. The throughput in [42]-[45] is defined as the average

completion rate of SU connections which does not include the average duration of
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completed SU connections. In order to address this problem, the duration of com-

pleted SU connections is calculated in [46], however, the analytical results derived

are not very accurate. A more compact and accurate expression of throughput is

derived in [40] (Chapter 3). The authors in [47] consider a PU network which has

three different user classes. The users are admitted into the network based on a

Guarded Threshold channel reservation Policy [48]. One of the classes is treated as

a SU group, while the remaining two have PU status. The results indicate that such

a scheme is only useful when the collision probability between the SU class and the

two PU classes is high.

Based on a simplified system model, the link maintenance probability and the

forced termination probability of delay sensitive SU connections are discussed in [49]-

[52]. Including imperfect sensing, the probability derivations have been carried out in

[50], where authors derive the collision probability rather than the forced termination

probability4. In [51][52] it has been found that reactive spectrum handoff based on

dynamic channel selection is a better strategy than the static strategy, however,

it results in an increased sensing overhead. To decrease this overhead, a handoff

reduction policy is proposed in [53] using connection success rate as a key metric

[54]. Based on our findings [40], the authors in [55] proposed a channel allocation

technique which yields almost similar performance to a spectrum handoff system.

From the perspective that CRN will be able to support multiple SU services, call

admission control is investigated in [56]-[61]. The authors in [56] derived optimal

access probabilities to achieve proportional fairness among two SU groups. These

4Without spectrum handoff the collision probability and forced termination probability is the
same. However in the case of spectrum handoff, the SU connection can collide with the PU multiple
times without being terminated. In essence collision probability calculation is performed on the
basis of a single PU arrival, whereas the forced termination calculation are performed on the basis
of multiple PU arrivals in the SU connection’s life time [40][41]
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results are derived based on a loose definition of throughput without considering

the forced termination. A channel packing scheme which provides 10%- 15% gain

over random channel access has been presented in [57]. The optimal access rates

are derived only for a single wideband channel and three different type of users: one

wideband PU: one wideband SU group; and one narrowband SU group. Although

overall forced termination probability is also shown, it is strictly numerical and does

not provide any insight into the individual forced termination probabilities of the

two SU groups. A fair opportunistic spectrum access scheme with emphasis on two

SU groups has been presented in [58]. Although the effect of collision probability is

included, the results are only valid when the SU groups have the same connection

length. The prioritisation among SU traffic from a physical layer and network in-

tegration perspective have been studied in [59][60]. Moreover, as identified in [61],

these works do not include the effect of spectrum handoff. The probability aspects of

prioritisation between two SU groups have been recently analyzed in [61]. Subchan-

nel reservation policies were investigated to achieve the QoS of the prioritised SU

group. The probability derivations were very similar to those previously presented

by us in [62][63] and now described in Chapter 3.

In the literature summary presented so far, it is assumed that the PU group

follows an ON/OFF process and sensing information is available to the SU group

through a centralised entity at all times. This facilitates the SU in maintaining

orthogonality with the PU transmissions; avoiding interference. However, in the

case when such sensing information is not available, the SU has to perform sensing

before its transmission, the outcome of which is a function of its vicinity to the

PU transmitter and the channel gain. The SU may not be able to detect any PU

transmissions due to its limited receiver sensitivity. Any subsequent SU transmission
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will generate interference at the PU receiver and vice versa, causing an outage.

However, most wireless systems are designed to tolerate a certain amount of outage

to accomodate the unknown variations in signal (due to fading etc.). Therefore it

is possible to relax the orthogonality condition, transforming the interweave mode

to an underlay mode, while still maintaining an acceptable performance. Underlay

networks are discussed in the next section.

2.3 Underlay Spectrum Sharing Model

In a secondary underlay approach the possibility of spectrum sharing depends on

the PU receiver’s acceptable interference limit. The acceptable interference model

was introduced by regulators to enable the reuse of TV spectrum frequencies in

geographical locations, outside the TV coverage zone [2]. Generally, underlay spec-

trum sharing is not confined to TV bands5. For example the coexistence of FCs

in a cellular network [12] can also involve underlay transmissions. Fig. 2.1 shows

the two tier network architecture of a macrocell containing multiple FCs. The PU

transceivers are denoted by PBS and PUE, and FC transceivers are denoted by SBS

and SUE. The corresponding interference paths on the UL and the DL channels

are highlighted in Fig. 2.2 for an FDD cellular network. Additional outage in the

macrocell network (PBS and PUE) can occur due to cross-tier interference, whereas

the outage at FCs can occur due to both cross-tier and inner-tier interference. In

the following we present a literature summary of interference and outage analysis in

a generalised secondary underlay model. We further expand this review to include

interference avoidance and management techniques in a CR enabled FC.

5Another example of underlay spectrum sharing is Ultra Wide Band (UWB) radios in 3.1 to
10.6 GHz spectrum [64].



20

!"#

$"#

$%!

!%! !"#

!%! !"#
!%! !"#

!

!

!

!

!%!

!

!

$!&'

()*+,*-../*,0-+)1-/)+-)

2-34,*-../*,0-+)1-/)+-)

5)6.-/(,7-38/

9:4-+:-4/)**-;;

Figure 2.1: Existence of multiple femtocells in a macrocell coverage area.

2.3.1 Exclusion Zone Method

One of the most celebrated methods for managing interference in underlay networks

is the exclusion zone method. This exclusion zone (a physical separation) provides

a buffer to the PUE. Any SBS within that exclusion zone is not allowed to access

the channel. The acceptable interference temperature of the PUE determines the

exclusion zone area. For this the modelling of the aggregate interference (the sum

interference from multiple SBSs) remains a key research area in cognitive underlay

networks. The aggregate interference statistics are used to calculate SINR or SIR at

the PUE. Generally, the aggregate interference is based on the random distribution

of the SBSs around the PUE and the lognormal or gamma propagation model. Such

an assumption is suitable to characterise interference in large wireless network [65].
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Figure 2.2: Cross-tier and inner-tier interference scenarios in a FDD cellular network.
FDD eliminates the interference paths between the BSs and between the UEs.

2.3.1.1 Aggregate Interference Modelling

The calculation of aggregate interference statistics is often mathematically intractable.

Various methods, such as moment matching, cummulant matching, and series ap-

proximations are envisaged. For example in [65], the authors presented a cummu-

lant based approach to classify the underlying Gaussian and non-Gaussian nature of

aggregate interference. It is concluded that when the exclusion radius is large, the

aggregate interference tends to a Gaussian distribution, whereas in smaller exclusion

radii the behaviour is skewed (generally non-Gaussian) and governed by the distri-

bution of dominant interferers. Similar observations are also reported in [66][67]. To

address the skewness [68], the authors in [69] modelled the aggregate interference

as a shifted lognormal distribution. The intuitive result which indicates that the
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dominant region from Non-Gaussian interference increases with the exclusion radius

and decreases with the pathloss exponent is derived in [70]. An interesting work in

which multiple SBSs adapt their transmit power based on the received signal from

the PUE is presented in [71]. The interference cummulants are derived to show

that aggregate interference can be modelled by an unconventional truncated-stable

distribution [72]. Taking into account the irregular shape of the exclusion zone in a

shadow fading environment, the results in [73] show that the aggregate interference

can be approximated by a lognormal distribution.

An alternative approach which augments the exclusion zone approach is known

as the Radio Environment Map (REM) [74]. REM is proposed as an integrated

database that characterises information such as geographical features, available ser-

vices, spectral regulations, locations and activities of radios, relevant policies, and

experiences. The results in [75][76] show that under the aggregate interference con-

straint a greater number of SBSs can be operated in the PUE vicinity by including

the REM information. However, REM comes with a cost of increased signalling

overhead [77].

2.3.1.2 Outage Probability

The modelling of aggregate interference enables the calculation of PUE outage prob-

ability. The outage probability is calculated on the basis of Signal to Interference

Ratio (SIR) or SINR, when both the PBS and the PUE are static. Considering only

a pathloss model the bounds on the exclusion radius are derived in [78]. In addition,

the power scaling of multiple SBSs is derived to meet the PUE outage requirement.

Using a similar pathloss model, the authors in [79][80] showed reduced PUE outage

probability, when the SBSs spread their transmission power over the entire available
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bandwidth (Ultra Wide Band (UWB)).

2.3.1.3 Fading and Density of SBSs

The tradeoff between the density of SBSs and PUE outage probability has been

recently studied in [81]. It was shown that the SBS density can be significantly

increased, when dominant SBSs are suppressed either by sensing or interference

cancellation techniques. Extending these results, the authors in [82] derived ap-

proximate expressions for the PUE outage by classifying the aggregate interference

statistics in terms of SBS density. In a simplified scenario of Rayleigh fading, the

optimal SBS density for maintaining predefined outage probability is calculated in

[83]. The literature dealing with the fundamental effects of fading and SBS density

on the exclusion zone and the outage probability can be found in [84]-[87] .

2.3.2 Interference Avoidance in FC

CR functionalities have been recently proposed to avoid the cross tier and inner-tier

interference on the basis of Received Interference Power (RIP) [88]. This is achieved

by incorporating a sensing phase in the existing FC which can learn about the chan-

nel condition between neighbouring FCs and PUEs [13]. This framework is used in

[89] to avoid interference between a macrocell and a FC in an LTE network [90].

In this scheme, the SBS estimates the UL energy of the PUEs in its proximity. It

allocates the best spectrum resource to the SUE by avoiding channels with strong

UL energy. Similar techniques have also been discussed in [91][92], where the au-

thors propose that the unique interference signature of PUEs can be used to avoid

interference in the DL of 3G and UL of LTE networks, respectively. A distance

dependent path loss channel model was used and no fading or shadowing effects

were taken into consideration in the simulations. The authors in [93] have discussed
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dynamic resource block allocation in FCs of LTE networks based on RIP to the

PUEs in DL channels.

2.3.3 Existence of CR empowered FC

In the current literature, a CR empowered FC (CEFC) has been treated as a device

which has the ability to access both the licensed and the unlicensed band. Generally,

the information about the network state, policies and interference conditions in the

licensed bands is treated from two perspectives: Centralised and Decentralised. In a

centralised approach, this information is fed to the CEFC by a dedicated universal

channel called the cognitive pilot channel [94]. This centralised approach can avoid

cross-tier interference. However, for inner-tier interference avoidance the universal

control channel must carry global scheduling information. In a dense deployment of

CEFCs the increase in the bandwidth of the cognitive pilot channel (due to global

scheduling overhead) can outweigh its benefits [95].

In a decentralised approach, the CEFC collects network information through

localised spectrum sensing. Two possible CEFC architectures have been presented

in the literature so far:

2.3.3.1 Overlay Architecture

In an overlay architecture, the SBS schedules transmission for both the conventional

and other low priority secondary devices [14]. The SBS acts as a conventional fem-

tocell base station when serving the SUE (by connecting the SBS to the IP backhaul

network). To schedule transmissions for the low priority secondary devices, the SBS

must perform sensing to identify the spectrum holes. The signalling information

between the SBS and the low priority secondary devices can be carried out in open

unlicensed networks. Similar CEFC overlay models in both the UL and DL of a
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WiMAX network have been investigated by the authors in [96], assuming that the

PBS is also equipped with CR capabilities (such as sensing and dynamic spectrum

access). Recently authors in [97] proposed that a SBS can increase its transmission

opportunities in a PBS retransmission scenarios (due to collision or interference in

initial transmission). When the PBS retransmits, the knowledge of the initial pri-

mary transmission can be used to mitigate interference at the SUE, provided that

the SUE has decoded the initial transmission properly. Although this scheme can

increase SBS transmission opportunities, it can also cause a significant increase in

the number of PBS retransmissions.

2.3.3.2 Underlay Architecture

In [98] the authors propose to exploit the user level scheduling information or lo-

cation information of the PUE to determine the set of resource blocks (RBs) [90]

that can be used without causing interference. A Time Division Duplex (TDD)

based CEFC scheme operating in UL spectrum was proposed in [99]. UL spectrum

is used because the position of the PUE is unknown and so interference avoidance

could not be guaranteed. The PBS position is known and so interference to the PBS

can be controlled. Their simulations assumed that PBS interference was negligible,

and therefore SBS must be positioned far from the PBS (>1.5km), which is a fairly

restrictive constraint. Very recently in [100], the authors propose that DL control

information (from the PBS) can be used to schedule the SBS and SUE transmission

in both the UL and the DL of the primary network. The authors argue that by

placing multiple antennas and applying beam forming duality, the SUE near the

PBS will be able to transmit in UL by steering a null. However, this conclusion

is oversimplified due to the assumptions in their simulations; the PBS distance is



26

known apriori and the Rayleigh fading is independent of the duplex links.

2.4 SINR Bounds

The quantification of SINR statistics is a critical component in determining outage

probability. It is also used in many other applications such as handover calculations

in cellular system, diversity combining systems and capacity calculations. The fading

distributions which characterise signal propagation through a wireless medium do

not yield closed form solutions for the integrals governing the calculation of the

SINR’s CDF or SINR’s PDF. Conditional solutions have been obtained by neglecting

the noise component (in which case SINR reduces to SIR) [71] or by neglecting the

fading component on the primary path [81][82]. These assumption are not always

realistic, but are still used, since a general solution is still an open question.

Integral inequalities are an effective tool to study the bounds on system perfor-

mance. For example in [21], the authors have used Jensen’s inequality to derive the

upper bound on achievable ergodic capacity of dual-hop transmissions in composite

fading channels. The Jensen’s inequality has also been used in [22] to simplify the er-

godic capacity maximisation problem. This simplification is further used to develop

power control and access strategies in wireless systems. Similarly, using Hölder’s

inequality the bounds for the moments of the received power are derived in [101],

when the transmitter and receiver are uniformly distributed in a multidimensional

convex space. In [102], the authors used the Cauchy-Schwarz inequality to derive

the bounds on the generalised Marcum-Q function.

In general, the calculation of SINR’s CDF FΥ(υ) involves the integral of product

functions. This can be visualized by the derivation of the SINR’s CDF given below.

Let Θp and ΘI denote the signal and interference power respectively, then SINR Υ
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can be written [19],

Υ =
Θp

ΘI +N0

=
Θp

Θin

. (2.1)

The CDF FΥ(υ) = Pr( Θp
Θin
≤ υ) becomes FΥ(υ) = Pr(Θp ≤ Θinυ). Averaging over

Θin ∈ {N0, b} gives the CDF of Υ

FΥ(υ) = E
[
FΘp(Θinυ)

]
, (2.2)

FΥ(υ) =

b∫
N0

FΘp (υθin) fΘin (θin) dθin, (2.3)

where, E[.] is an expectation operator, fΘin (θin) is the PDF and (N0, b) defines the

support of Θin. Normally, N0 is the minimum value of Θin and b =∞.

2.4.1 Steffensen’s Inequality

Steffensen’s inequality among others is one of the key tools in calculating bounds on

the integral of product functions. In its simplest form, the Steffensen’s inequality is

given in [103][20, Eqs. (2.1) & (2.2)] as

x1∫
x1−λ

S(x)dx ≤
x1∫
x0

S(x)R(x)dx ≤
x0+λ∫
x0

S(x)dx (2.4)

where λ =
x1∫
x0

R(x)dx, S(x) is integrable and monotonically decreasing on (x0, x1),

and R(x) is measurable such that 0 ≤ R(x) ≤ 1 for x ∈ (x0, x1). From the above

equation, it can be seen that the Steffensen’s inequality decouples the integral of

the product functions into integrals of the individual functions. The bounds are

expressed as the integral of function S(x) calculated over length λ from the end

points (limits of actual integration problem).

Looking at equations (2.3) and (2.4), one can readily identify the resemblance

between them. Various extensions of Steffensen’s inequality have been proposed in
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[104]-[107] and references therein. For example the extension in [104] generalizes λ

by expressing it as the integral limit of an arbitrary function i.e.,
x0+λ∫
x0

H(x)dx =

x1∫
x0

R(x)dx, where 0 ≤ R(x) ≤ H(x). The function H(x) must be multiplied in the

upper bound and lower bound integrals. In [105] the authors discuss the sensitivity

of H(x) and show that both the upper and lower bound can become loose bounds.

Although all these extensions generalize the above inequality, the calculation of λ

becomes complicated which is a key parameter.

One simple and notable generalisation is provided in [107, Eq. (2.4)], which

states that the bounds can also be expressed in terms of any two subintervals of

length λ (whereas in (5.2) subintervals are restricted to end points). However, this

generalisation is useful when the coarser bounds are required or the actual integral

is known in some subinterval. From an application perspective, the approximation

bounds on some special functions such as the Bessel function, Beta function, Euler

function and Zeta function are derived in [108] using Steffensen’s inequality and

the Čebyšev functional [20]. Steffensen’s inequality has also been used in [109] and

in [110] to calculate the upper bound on the ergodic capacity of a maximal ratio

combining system with correlated Rician fading channels and dual-hop fixed gain

relay networks with Rayleigh fading respectively. In both these scenarios a negative

exponential is used as R(x). We make use of Steffensen’s inequality in Chapter 5.

2.5 Summary

In this Chapter, we have presented a literature summary spanning various per-

formance aspects of interweave and underlay spectrum sharing in CRN. A critical

review has been performed and areas concerning this thesis have been highlighted.
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Firstly, several key CRN functionalities were abstracted from the IEEE definition.

Secondly, the methods and techniques to manage the forced termination probabil-

ity, the blocking probability and the throughput for a single and multiple SU groups

were explained. Thirdly, a generalised underlay spectrum sharing model was used to

elaborate the aggregate interference and outage probability modelling in an exclu-

sion zone method. The applicability of underlay mode to cognitive empowered FC

was discussed and pros and cons of relevant techniques for interference avoidance

were explained. Finally, the applicability of integral inequalities to the fundamen-

tal problems in communication theory was enumerated. In the next Chapter, we

will start by analysing the fundamental QoS metric of SUs in interweave spectrum

sharing.



Chapter 3

Quality of Service in Interweave
Access

This Chapter aims to quantify the quality of service (QoS) parameters of SU connec-

tions in an interweave spectrum sharing scenario i.e., forced termination probabil-

ity, blocking probability and throughput. These QoS parameters are of paramount

significance in an interweave CRN, as they can effectively determine the feasible

existence of SU group in PU channels. The work presented in this Chapter has

appeared in IEEE Transactions in Wireless Communications [40], 3 IEEE ComSoc

Portfolio Events (ATC, PIMRC and WCNC) [62, 63, 111], 1 international conference

(ISWPC ) [112] and 1 regional conference (ETI-CON ) [113]. The contents of this

Chapter are also set to appear in a Book titled “Cognitive Radio System”, Intech

Publishers [114]. Specifically, in this Chapter

• Simple closed form expressions for the forced termination probability, blocking

probability and SU throughput are derived for both fixed and exponential

payload lengths. While indicating the tradeoff between the SU access rate

and its connection length (holding time [115]), the optimal mean connection

length which maximizes the throughput is calculated.

30
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• A complete and exact CTMC analyses is presented (compared to [38][41][42]).

The QoS parameter are obtained for spectrally agile single SU group operating

in multichannel PU network. These derivations also include SU spectrum

handoff and channel reservation scenarios.

• Spectrum sharing between two SU groups is investigated in terms of proba-

bility tradeoff gains and airtime fairness. It is shown that compared to non-

termination scenarios [26]-[29],[56] the access rates have very little impact on

airtime fairness. A channel partitioning approach is developed to achieve air-

time fairness.

The remainder of the Chapter is organised as follows. Section 3.1 presents the

system model and key assumptions. Section 3.2 discusses a single channel interweave

access scenario. Section 3.3 extends the discussion to include multiple PU channels

and two SU groups. A single SU group is treated as a special case. The airtime

fairness among the two SU groups is analyzed in Section 3.4. Section 3.5 concludes

the Chapter.

3.1 System Model

In this Chapter, a widely acceptable spectrum pooling model [23, Fig. (3)] is

adopted, in which a vacant wideband PU channel is divided into multiple nar-

rowband subchannels. These narrowband subchannels are used by SU groups for

their opportunistic transmissions. Fig. 3.1 shows the system model, in which there

are K available PU channels k ∈ {1, 2.., K}. Each of the PU channels has a fixed

bandwidth Wp, which is subdivided into N subchannels of bandwidth, Ws = Wp/N .

We consider two spectrum sharing scenarios: a single SU group is interweaving the
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Figure 3.1: Channel arrangements of PU and SU channels, N is an integer ≥ 1

PU channels, denoted by S1; two SU groups interweaving the PU channels, denoted

by SA and SB.

3.1.1 Traffic Model

1. The service duration of the PU connections are assumed to be exponentially

distributed with a mean 1
µp

. The arrival of new connections from the PU

group follow a Poisson process with a mean rate rate λp.

2. It is assumed that the PU network is an M/M/m/m loss network, where

channel occupancy only depends on the mean service rate of PU group [25].

3. (a) In the case of a single PU channel and a single SU group, we consider

two types of SU connections, fixed header with fixed payload and fixed

header with exponentially distributed payload. The fixed header duration

is denoted by 1
µh

, the fixed payload length is denoted by 1
µ1
sf

, and the mean

exponential payload length is denoted by 1
µ1
se

. The Poisson arrival rate

of a single SU group is denoted by λ1
s.

(b) In the case of a multichannel PU network only exponential payload lengths

are considered. The mean service durations of S1, SA and SB are denoted
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by 1
µ1
s
, 1
µAs

and 1
µBs

respectively. Similarly, the Poisson arrival rates are λ1
s,

λAs , and λBs .

These models are widely adopted in the literature, see for example ([26]-[61]). The

list of symbols are summarised in Table 4.1.

3.1.2 Basic Definitions and Mathematical Model

For the reader’s convenience the QoS parameters are defined below.

Blocking Probability is defined as the probability that a new SU connection will

be blocked due to unavailability of a vacant subchannel.

Forced Termination Probability is defined as the probability that an ongoing

SU connection is terminated prematurely.

Throughput is defined as the product of the number of completed SU connections

per unit time and the average duration of the completed connections.

CTMC is used to model the spectrum sharing scenario between the PU and SU

groups. CTMC has been extensively used in conventional cellular systems to model

the cell residence time1, call dropping probability and handover probability [116]. In

these scenarios, the birth-death process (often referred to as a loss system) is one of

the commonly used CTMC models. In a CTMC model, the number of connections

from the user groups are represented by states (written as n − tuples), such as

(x1,x2), where x1 and x2 may represent the number of PU and SU connections. The

transition of one state to another is based on the Markov property [25] which assumes

memoryless arrivals and departures. Under stationarity assumptions, the rate of

transition from and to a state is equal. This fundamental fact is used to calculate

the state probabilities under the constraint that the sum of all state probabilities is

1The time spent by a users in a macrocell during a connected call.



34

Table 3.1: List of symbols-Chapter 3

Symbol Parameter
Primary

K Number of PU channel
N Number of subchannels/PU channels
λp Arrival rate of PU group
µp Service rate of PU group
θp PU traffic intensity
Secondary
S1 Single SU group in PU channels
SA and SB Two SU groups in PU channels
NA (NB) Number of subchannels of SA (SB)
λ1
s, λ

A
s and λBs Arrival rate of S1, SA and SB

µ1
se, µ

A
se and µBse Mean service rate of exponentially distributed payload

S1, SA and SB

θ1
se, θ

A
se and θBse Traffic intensity of exponentially distributed payload S1,

SA and SB

P 1
Fe, P

A
Fe and PB

Fe Forced termination probability of exponentially dis-
tributed payload S1, SA and SB

P 1
Be, P

A
Be and PB

Be Blocking probability of exponentially distributed pay-
load S1, SA and SB

ρ1
se, ρ

A
se and ρBse Throughput exponentially distributed payload S1, SA

and SB
1
µh

Header length

P 1
F (h,e) Forced termination probability exponentially dis-

tributed payload and header S1

P 1
B(h,e) Blocking probability exponentially distributed payload

and header S1

ρ1
s(h,e) Payload throughput S1

1
µh

Header length

µ1
sf Fixed payload service rate of S1

θ1
sf Traffic intensity of fixed payload S1

P 1
F (h,f) Forced termination probability with fixed payload and

header S1

P 1
B(h,f) Blocking probability with fixed payload S1

ρ1
s(h,f) Throughput fixed payload S1
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Table 3.2: List of symbols for CTMC
Symbol Parameter
k Number of PU connections
i Number of SU connections of S1 and SA

y Phase of SU connections S1

j Number of SU connections of SB

l Number of terminated SU connections S1 and SA

m Number of terminated SU connections SB

equal to 1. These state probabilities are further used to calculate the parameters

of interest. Table 3.2 lists the parameters and symbols that have been used in the

CTMCs throughout this Chapter.

3.2 Single PU Channel K = 1, with N = 1

The system model and assumptions are described in the previous section. We start

our discussion with a simple scenario, in which a single SU group interweaves a

single PU channel. Note that N = 1 refers to a scenario in which the bandwidths

of the PU group and SU group are equal. It is assumed that each SU connection

has two components, a fixed header length 1
µh

and a payload length. Two scenarios

for payload distributions are considered. In the first scenario, the payload length

is fixed 1
µ1
sf

, whereas in the second scenario, the payload length is exponentially

distributed with a mean service rate µ1
se. The payload traffic intensity [25] is defined

as θ1
sz = λ1

s

µ1
sz

, where z ∈ {f, e} for fixed and exponentially distributed payloads.

3.2.1 Fixed Payload Length

When the payload is fixed the total connection length can be expressed by the sum

of the overhead and the payload lengths, i.e.,

1

µfp
=

1

µh
+

1

µ1
sf

. (3.1)
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Due to the presence of fixed length SU connections on the channel, the system is

not purely Markovian and it cannot be represented by a simple birth-death process

[25]. Here, an indirect approach is adopted to model this scenario by a CTMC [25].

In this approach, the connection with fixed length is replaced by a continuous group

of Y exponentially distributed connections which are independent and identically

distributed (i.i.d). Note that the total length of these Y i.i.d connections is Erlang

distributed and the individual connection has an average length of 1
Y µfp

. It is well

established that as Y →∞, the total length is the same as that of the fixed length

connections 1
µfp

.

Since the fixed length connection is replaced by a group of Y i.i.d connections,

a Y node CTMC is used to model the number of the arrivals of the connection in

the group, i.e., the yth node models the arrival of the yth connection in the group.

These states are referred to as the phases of a fixed SU connection [25]. Fig. 3.2(b)

shows the complete CTMC, where the state is shown as (i, k, y), where, i and k

(∈ {0, 1}) represents the presence (1) and absence (0) of a SU and PU connection

on the channel, 1 ≤ y ≤ Y represents the yth phase of a SU connection when i = 1

(Fig. 3.2(a)). The total mean departure rate from each phase of the SU connection

is (Y µfp + λp), where Y µfp is the completion rate of each i.i.d connection and λp

is the termination rate due to the arrival of a PU connection. A set of balance

equations for the CTMC in Fig. 3.2(b) is given as



(λ1
s + λp)P (0, 0, 0) = µpP (0, 1, 0) + Y µfpP (1, 0, Y ),

(Y µfp + λp)P (1, 0, 1) = λ1
sP (0, 0, 0),

(Y µfp + λp)P (1, 0, 2) = Y µfpP (1, 0, 1),
...,

(Y µfp + λp)P (1, 0, Y ) = Y µfpP (1, 0, Y − 1),

(3.2)
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i, k, y

i=1 -- Active SU connection

  i=0 -- Inactive SU connection  

k=1 -- Active PU connection

  k=0 -- Inactive PU connection  

Phase of SU connection when 

i=1  

(a)

0,0,0 1,0,21,0,1 1,0,Y1,0,3

0,1,0

fpY 

fpY 
fpY 1

s!

p!p 
p!p!p!p!

1st Phase 2nd Phase  Yth Phase3rd  Phase

Erlang-Y

Distributed 

packet length

Forced 

Termination

(b)

Figure 3.2: CTMC model of SU connections with fixed payload.

such that

P (0, 0, 0) + P (0, 1, 0) +
Y∑
y=1

P (1, 0, y) = 1, (3.3)

where, P (i, k, y) represents the probability of the state (i, k, y). By simple algebraic

manipulation of equations in (3.2), the probability of the yth phase P (1, 0, y) in

terms of P (0, 0, 0) can be written as

P (1, 0, y) =

(
Y µfp

Y µfp + λp

)y−1
λ1
s

(Y µfp + λp)
P (0, 0, 0), y ≥ 1. (3.4)

Using P (i, k, y), the expressions for the forced termination probability, blocking
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probability and throughput are derived.

• Blocking Probability

In Fig. 3.2(b), an incoming SU connection is blocked when the channel is occupied

by a PU or SU connection. The blocking probability P 1
B(h,f)(Y ) in this scenario can

be expressed as

P 1
B(h,f)(Y ) = 1− P (0, 0, 0). (3.5)

Since the arrival of a PU connection is independent of a SU connection, the proba-

bility of a PU connection on the channel P (0, 1, 0) can be written as

P (0, 1, 0) =
λp

λp + µp
. (3.6)

Using (3.2), (3.4) and (3.6), the blocking probability of a SU connection with Erlang-

Y distributed connection length has the following mathematical expression

P 1
B(h,f)(Y ) = 1− µpλp

(λp + µp)

(
λ1
s + λp −

(
Y µfp

Y µfp + λp

)Y
λ1
s

) . (3.7)

Let P 1
B(h,f) = lim

Y→∞
P 1
B(h,f)(Y ) and using the following well known identity

ex = lim
n→∞

(
1 +

x

n

)n
, (3.8)

the blocking probability of SU connections with fixed payload length becomes

P 1
B(h,f) = 1− µpλp

(λp + µp)

(
λ1
s + λp − e

− λp
µfp λ1

s

) . (3.9)

• Forced termination Probability

Forced termination probability is defined as the probability that an ongoing SU

connection is terminated prematurely. Based on the fact that the sum of forced
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and unforced termination rates equals to the incoming connection rate, the forced

termination probability can be written as

P 1
F (h,f)(Y ) =

SU forced termination rate

SU Connection rate
. (3.10)

From Fig. 3.2.1,
Y∑
y=1

P (1, 0, y)λp is the total termination rate of SU connections and

(1− P 1
B(h,f)(Y ))λ1

s is the incoming rate of SU connections. Using (3.10), the forced

termination probability of SU with Erlang-Y distributed connection length can be

written as

P 1
F (h,f)(Y ) =

Y∑
y=1

P (1, 0, y)λp

(1− P 1
B(h,f)(Y ))λ1

s

, (3.11)

using (3.2) and (3.5), P 1
F (h,f) can be expressed as

P 1
F (h,f)(Y ) =

λp
Y µfp

Y∑
y=1

(
Y µfp

Y µfp + λp

)y
. (3.12)

Note that the geometric series in the above equation is convergent (common ratio

Y µfp
Y µfp+λp

< 1), hence (3.12) can be simplified to

P 1
F (h,f)(Y ) =

Y µf + λp
Y µfp

−
(

Y µfp
Y µfp + λp

)Y
. (3.13)

Let P 1
F (h,f) = lim

Y→∞
P 1
F (h,f)(Y ) be the forced termination probability of SU connec-

tions with fixed payload. Using (3.8), the P 1
F (h,f) can be written as

P 1
F (h,f) = 1− e(− λp

µfp
)
. (3.14)

• Throughput

Given the arrival rate λ1
s, the SU connection completion rate is given by (1 −

P 1
B(h,f))(1 − P 1

F (h,f))λ
1
s. The average payload duration of the completed SU con-

nections is 1
µ1
sf

. Therefore, the aggregate payload throughput ρ1
s(h,f) can be written
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as

ρ1
s(h,f) = (1− P 1

B(h,f))(1− P 1
F (h,f))θ

1
sf , (3.15)

where, θ1
sf = λ1

s

µ1
sf

is the payload traffic intensity of the SU connections.

3.2.2 Exponential Payload Length

In the following, the forced termination probability, blocking probability and through-

put of the SU connection with a fixed header and exponentially distributed payload

length are calculated.

0,0,0 1,0,21,0,1 1,0,Y1,0,3

0,1,0

1

se 

hY hY 1

s!

p!p 
p!p!p!p!

1,0,0
hY 

p!

Figure 3.3: CTMC model of SU connections with fixed header and exponentially
distributed payload.

Fig. 3.3 shows the CTMC of the system. In this figure the states (1, 0, y), y =

{1, . . . Y } represent the phases of fixed header portion, whereas the state (1, 0, 0)

represents the exponentially distributed payload portion. Similar to the previous

section, the fixed header of length 1
µh

is modelled as a limiting case of Erlang-Y

distribution, and the exponentially distributed payload length is given by 1
µ1
se

. The



41

global balance equations of the above system are as follows

(λ1
s + λp)P (0, 0, 0) = µpP (0, 1, 0) + µ1

seP (1, 0, 0),

(Y µh + λp)P (1, 0, 1) = λ1
sP (0, 0, 0),

(Y µh + λp)P (1, 0, 2) = Y µhP (1, 0, 1),
...

(Y µh + λp)P (1, 0, Y ) = Y µhP (1, 0, Y − 1),

(λp + µ1
se)P (1, 0, 0) = Y µhP (1, 0, Y ),

. (3.16)

• Blocking Probability

Solving (3.16) for P (0, 0, 0) and using (3.5), the blocking probability of the SU

connections can be written as

P 1
B(h,e)(Y ) = 1−

µpλp
(λp + µp)(

λ1
s + λp −

λ1
sµ

1
se

µ1
se + λp

(
Y µh

Y µh + λp

)Y) . (3.17)

In the limit let P 1
B(h,e) = lim

Y→∞
P 1
B(h,e)(Y ) be the blocking probability of SU connec-

tions with exponentially distributed payload length. It can be shown that

P 1
B(h,e) = 1− µpλp

(λp + µp)

(
λ1
s + λp −

λ1
sµ

1
se

µse + λp
e
− λp
µh

) . (3.18)

• Forced Termination Probability

Similar to the previous section, the forced termination probability can be calculated

by using the definition in (3.11). In this scenario the forced termination probability

P 1
F (h,e)(Y ) can be written as

P 1
F (h,e)(Y ) =

λp
Y∑
y=0

P (1, 0, y)

λ1
sP (0, 0, 0)

, (3.19)
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using the balance equations (3.16), the P 1h
FY can be expressed as

P 1
F (h,e)(Y ) =

λp

(
Y∑
y=1

(
Y µh

Y µh + λp

)y)
Y µh

+
λp

µ1
se + λp

(
Y µh

Y µh + λp

)Y
. (3.20)

In the limit, let P 1
F (h,e) = lim

Y→∞
P 1
F (h,e)(Y ) be the forced termination probability of

SU connections with exponentially distributed payload length. Using (3.8) it can

be shown that

P 1
F (h,e) =1− e−

λp
µh +

λp
µ1
se + λp

e
− λp
µh , (3.21)

=P 1
F (h,0) + P 1

F (0,e)

(
1− P 1

F (h,0)

)
,

where, P 1
F (h,0) = 1 − e

− λp
µh and P 1

F (0,e) = λp
µ1
se+λp

. Note that compared to (3.14),

P 1
F (h,0) can be considered as the contribution of the fixed header to the forced termi-

nation probability, whereas P 1
F (0,e) is the contribution of the remaining exponentially

distributed part.

• Throughput

The total throughput is the product of completion rate and the average length of

completed connections 1
µe

. In this scenario, the average length of SU connections is

the sum of fixed header length and the average payload length i.e.

1

µe
=

1

µh
+

1

µ̂1
se

. (3.22)

Assume that the payload length of the completed connections is exponentially dis-

tributed. For a given forced termination probability P 1
F (0,e), the average length of

the completed connections is 1
µ̂1
se

=
(1−P 1

F (0,e)
)

µ1
se

[40]. Therefore, the aggregate payload

throughput ρ1
s(h,e) can be written as

ρ1
s(h,e) = (1− P 1

B(h,e))(1− P 1
F (h,e))λ

1
s

(1− P 1
F (0,e))

µ1
se

. (3.23)
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3.2.3 Optimal SU PayLoad Length

In this section, the optimal payload length of SU connections which maximizes the

aggregate payload throughput for a given payload traffic intensity and fixed header

length is investigated. Mathematically, the optimisation problem can be expressed

by

µ1∗
sz = argmax

µ1
sz

{ρ1
s(h,z)},

s.t.
λ1
s

µsz1
= θ1

sz, λ1
s(µ

1
sz) ≥ 0,

1

µh
= c,

(3.24)

where, z ∈ {f, e}. By substituting λ1
s = θ1

szµ
1
sz and 1

µh
= c in (3.15) (3.23), the

critical points of the above optimisation problem can be calculated from

d

dµ1
sz

ρ1
s(h,z) = 0 (3.25)

• Fixed payload length

From (3.15) (3.25), the optimal fixed payload length µ1∗
sf of SU connections

must satisfy the following equation. λp

µ1∗
sf

√
θ1
sf

2

+
λp
µ1∗
sf

+ e
−λp(c+ 1

µ1∗
sf

)

= 1. (3.26)

Although, the closed form solution of the above equation doesn’t exist, µ1∗
sf can

be calculated by using numerical techniques given in [117] or by using built in

root finder functions in MATLAB.

• Exponentially distributed payload length

Similar to the fixed payload length, the optimal mean payload length µ1∗
se must

satisfy the following equation.

2

θ1
se

(
λp
µ1∗
se

)3

+

(
λp
µ1∗
se

)2(
1 +

2

θ1
se

)
+ e−λpc = 1. (3.27)
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The roots of the cubic equation (3.27) can be calculated using the standard

techniques described in [117].

Note that the mean optimal payload length 1
µ1∗
sf

and 1
µ1∗
se

must always be less than

the mean inter-arrival length 1
λp

of PU connections. This can be seen from (3.26)

and (3.27), since the right hand side of both equations is equal to 1.

3.2.4 Numerical Results

In this section, we give some numerical examples of the forced termination proba-

bility, blocking probability and throughput with fixed and exponentially distributed

payload length. In all the examples, λp = 1, µp = 4 which gives a PU channel

occupancy of 20%. In Monte Carlo simulations the following methods are used to

compute the probabilities and throughput.

P̂ 1
F (h,z) = lim

T→∞

Total No. of terminated connections in [0, T ]

Total No of active connections in [0, T ]
,

P̂ 1
B(h,z) = lim

T→∞

Total No. of blocked connections in [0, T ]

Total No. of connections in [0, T ]
,

ρ̂1
s(h,z) = lim

T→∞

Total Payload length of completed connections [0, T ]

T
, (3.28)

where, z ∈ {f, e}.

In Fig. 3.4 the blocking probability P 1
B(h,z), forced termination probability P 1

F (h,z)

are plotted against the fixed and exponentially distributed payload length 1
µ1
sf

and

1
µ1
se

, for a given SU payload intensity θ1
sz = 1. Note that θ1

sz = λ1
s

µ1
sz

is the offered

traffic. In the figure, P 1
F (h,z) is an increasing function whereas P 1

B(h,z) is a decreasing

function. This is expected, because for the forced termination probability, lower
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Figure 3.4: Left: Forced termination probability P 1
F (h,f) or P 1

F (h,e), Right: Block-

ing probability P 1
B(h,f) or P 1

B(h,e) versus SU mean payload length 1
µ1
sf

or 1
µ1
se

given

{λp, µp} = {1, 4}, θ1
se or θ1

sf = 1.

connection lengths have less chance of collision with PU connections. For the block-

ing probability, due to the fixed payload intensity, smaller connection lengths mean

faster arrival rates and more chances that SU connections are blocked. Also in

Fig. 3.4 it is observed that P 1
F (h,e) and P 1

B(h,e) are lower than P 1
F (h,f) and P 1

B(h,f),

respectively. This is because, for exponentially distributed connections there are

more connections with smaller length than the mean connection length.

Fig. 3.5 shows the throughput curves ρ1
s(h,f) or ρ1

s(h,e) of the SU connections with

fixed and exponentially distributed payload length 1
µ1
sf

or 1
µ1
se

. In both scenarios,

the figure shows that there exists an optimal payload length which maximizes the

throughput. The reason is that the throughput is a function of blocking and forced

termination probabilities, and the duration of the payload. For a given traffic in-

tensity, the higher the payload length, the smaller the blocking probability. For the
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Figure 3.5: Aggregate payload throughput of SU connections ρ1
s(h,f) or ρ1

s(h,e) versus

mean payload length 1
µ1
sf

or 1
µ1
se

given {λp, µp} = {1, 4}, θ1
sf or θ1

se = 1.

connection itself, since the header is fixed, the larger the payload length, the more

efficient is the transmission per connection. Therefore, in terms of the blocking

probability and transmission efficiency, a larger connection length is more desir-

able. On the other hand, larger connection size results in higher forced termination

probability, hence reduced throughput.

Fig. 3.5 also shows that despite of a higher blocking probability and forced termi-

nation probability as shown in Fig. 3.4, the throughput with the fixed payload length

is higher than that with the exponentially distributed payload length. This is be-

cause the average length of completed connections for the exponentially distributed

payload is substantially less than that of fixed payload (3.15) (3.23). Taking into

account all these factors, the fixed payload is the preferred option.

In Fig. 3.6, the optimal throughput ρ1∗
s(h,f) or ρ1∗

s(h,e) is plotted against the SU
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Figure 3.6: Optimal aggregate payload throughput of SU ρ1
s(h,f) or ρ1

s(h,e) versus SU

traffic intensity θ1
sf or θ1

se given {λp, µp} = {1, 4}.

traffic intensity θ1
sf or θ1

se. For each value of θ1
sf or θ1

se, the optimal mean payload

length is calculated from (3.26) (3.27). The optimal throughput is a monotonically

increasing function of SU traffic intensity. The figure also shows that there are

2 regions in terms of the rate of increase in throughput. For 0 < θ1
sz ≤ 5 the

throughput increases at a relatively higher rate and there is no significant increase

in throughput for θ1
sz ≥ 5. This behaviour is expected as there is a fundamental

limit in terms of achievable SU throughput for a given PU traffic intensity. In the

above figure, PU occupancy is 20%, which means that a genie SU groups can reach

maximum occupancy of 80%.
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3.3 Multiple PU Channels (K ≥ 1, N ≥ 1) and

Two SU groups

In this section, we first investigate the impact of spectrum sharing between two SU

groups in a CRN with spectrum agility. We refer to this as the “basic system”.

In a basic system, the SU connection can access one of the available PU channels,

however, no spectrum handoff is allowed ( Fig. 3.7). Each of the two SU groups

has different traffic statistics. Second, we also investigate the impact of horizontal

handoff and channel reservation. The single SU group is treated as a special case,

by letting θs tend to 0 for one of the SU groups. Such a spectrum sharing scenario

has partially been considered in [56], where the effect of forced termination was

neglected. This section includes the forced termination aspect, and therefore gives

a more realistic result. For mathematical convenience it is assumed that the SU

header length is 0.

3.3.1 Basic System

Fig. 3.8 shows the state transition diagram of a basic system. The states in the model

are given by the number of active connections in the system, i.e., (i, j, k), whereas

i, j are the number of active SU connections of SA and SB overlaying k active PU

connections. The transition rate from state to state is given by the labels on the

arrows. An example of a forced termination is the corner state (i− l, j −m, k + 1)

from state (i, j, k) (shown as a dashed arrow in Fig. 3.8), where l and m represent the

number of terminated active connections from SA and SB respectively. Following

[38, Eq. (1)], the termination of q = l + m out of x = i + j SU connections follows

a hypergeometric distribution [118], and can be written as
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are terminated

Figure 3.7: Illustration of the Basic system.
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P
(x,k)
(x−q,k+1) =

(
N

q

)(
(K − k − 1)N

x− q

)
(

(K − k)N

x

) . (3.29)

Given i and j in x, the probability of exactly l and m in q can be written as

P
(i,j)
(i−l,j−m) =

(
i

l

)(
j

m

)
(
x

q

) . (3.30)

Combining (3.29) and (3.30) gives the probability of having exactly l and m SU

connections terminated from the state (i, j, k), and can be calculated from

P
(i,j,k)
(i−l,j−m,k+1) = P

(i,j)
(i−l,j−m)P

(x,k)
(x−q,k+1). (3.31)

The termination of l and m SU connections occurs at the arrival of each PU

connection. Therefore, given the arrival rate of a PU connection λP , the state

transition rate γ
(i,j,k)
(i−l,j−m,k+1) can be written as

γ
(i,j,k)
(i−l,j−m,k+1) = P

(i,j,k)
(i−l,j−m,k+1)λp (3.32)

By substituting (3.29) - (3.31) in (3.32), the state transition rate from (i, j, k) to

(i− l, j −m, k + 1) is given as

γ
(i,j,k)
(i−l,j−m,k+1) =

(
i

l

)(
j

m

)
(
i+ j

l +m

) ( N

l +m

)(
(K − k − 1)N

i+ j − l −m

)
(

(K − k)N

i+ j

) λp, (3.33)

for 0 ≤ l + m ≤ N . Setting j and m to zero, (3.33) is the same as [38, Eq. (1)].

From Fig. 3.8, a set of balance equations of the CTMC model for all 0 ≤ i, j ≤ KN
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and 0 ≤ k ≤ K can be written as

λAs Pφ(i− 1, j, k) + (i+ 1)µAsePφ(i+ 1, j, k) + λBs Pφ(i, j − 1, k)

+(j + 1)µBsePφ(i, j + 1, k) + (k + 1)µpPφ(i, j, k + 1)+
N∑
l=0

N∑
m=0

γ
(i+l,j+m,k−1)
(i,j,k) Pφ(i+ l, j +m, k − 1)δ(l +m ≤ N) =(

λAs + iµAse + λBs + jµBse + kµP +
N∑
l=0

N∑
m=0

γ
(i,j,k)
(i−l,j−m,k+1)δ(l +m ≤ N)

)
Pφ(i, j, k),

(3.34)

where, Pφ(i, j, k) = P (i, j, k)φ(i, j, k), φ(i, j, k) is one for all valid states and zero for

all non-valid states. Mathematically,

φ(i, j, k) =

{
1 i+ j ≤ (K − k)N,

0 otherwise,
(3.35)

and P (i, j, k) denotes the probability that the system is in the state (i, j, k). The

state probability must satisfy the following constraint

NK∑
i=0

NK∑
j=0

K∑
k=0

Pφ(i, j, k) = 1. (3.36)

The set of equations expressed by (3.34) can be written as a multiplication of

state transition matrix Q and state probability vector P

QP = 0. (3.37)

Replacing the last row of Q, with the constraint in (3.36), the state probabilities

can be solved by

P = Q−1ε, (3.38)

where, εT = [0 , 0 , .. , 1] and (·)T is the transpose operator. For the basic system,

the blocking of a new SU connection occurs when all PU channels are fully occupied.

The state (i, j, k) is a blocking state if i + j + Nk = NK. The probabilities of all

blocking states are summed to calculate the blocking probability which is given by

PAB
Be =

NK∑
i=0

NK∑
j=0

K∑
k=0

δ(i+ j +Nk −NK)Pφ(i, j, k). (3.39)
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For the given state (i, j, k), γ
(i,j,k)
(i−l,j−m,k+1)Pφ(i, j, k) is the termination rate of l and

m SU connections. From the state (i, j, k), the total termination rate F (i, j, k) can

be written as

F (i, j, k) =
NK∑
l=0

NK∑
m=0

(l +m)γ
(i,j,k)
(i−l,j−m,k+1)Pφ(i, j, k)δf , (3.40)

where δf is given as

δf =

{
1 0 ≤ l +m ≤ N

0 otherwise,
(3.41)

The total connection rate is given by (1 − PAB
Be )(λAs + λBs ). Using (3.10) and

(3.40) the combined forced termination probability PAB
Fe of a SU connection can be

written as

PAB
Fe =

NK∑
i=0

NK∑
j=0

K∑
k=0

N∑
l=0

N∑
m=0

(l +m)γ
(i,j,k)
(i−l,j−m,k+1)Pφ(i, j, k)δf

(1− PAB
Be )(λAs + λBs )

. (3.42)

Similarly, the individual forced termination probabilities for user groups SA and SB

can be respectively calculated as

PA
Fe =

NK∑
i=0

NK∑
j=0

K∑
k=0

N∑
l=0

N∑
m=0

lγ
(i,j,k)
(i−l,j−m,k+1)Pφ(i, j, k)δf

(1− PAB
Be )λAs

, (3.43)

and

PB
Fe =

NK∑
i=0

NK∑
j=0

K∑
k=0

N∑
l=0

N∑
m=0

mγ
(i,j,k)
(i−l,j−m,k+1)Pφ(i, j, k)δf

(1− PAB
Be )λBs

. (3.44)

From (3.42),(3.43) and (3.44), it can be shown that

PAB
Fe =

λAs
λAs + λBs

PA
Fe +

λBs
λAs + λBs

PB
Fe. (3.45)

Note that PAB
Fe is not the average of PA

Fe and PB
Fe except for the special case where

λAs = λBs .
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3.3.1.1 Special Case-Single SU Group

In this section, the forced termination and blocking probabilities for a single SU

group are treated as a special case of two SU groups. Let P 1
Fe and P 1

Be be the forced

termination and blocking probabilities of a single SU group respectively. Setting

j = 0, m = 0, λBs = 0, µBse = 0 in (3.33) and (3.34), we get the same equations as

in [38, Eqs. (1-2)] i.e., γ
(i,0,k)
(i−l,0,k+1) = γ

(i,k)
(i−l,k+1) and Pφ(i, 0, k) = Pφ(i, k). Under this

condition, the expression in (3.39) for the blocking probability is identical to that

of the single SU group.

Similarly, it can be shown that the forced termination probability in (3.42) can

be simplified to

P 1
Fe =

NK∑
i=0

K∑
k=0

N∑
l=1

lγ
(i,k)
(i−l,k+1)Pφ(i, k)

(1− P 1
Be)λ

1
s

. (3.46)

The term
NK∑
l=1

lγ
(i,k)
(i−l,k+1)Pφ(i, k) in (3.46) is the termination rate of the SU connections

from the state (i, k). By summing over all valid states φ(i, 0, k), we get the total

number of terminated connections per unit time. Note that the forced termination

probability P 1
Fe from [38, Eq. (4)] differs from the above, because it describes a rate

rather than a probability.

3.3.2 Basic System with Spectrum Handoff and Channel
Reservation

In this section, we extend the results derived in the previous section to system

with spectrum handoff and channel reservation. As described previously, spectrum

handoff allows an active SU connection to move to another vacant subchannel, rather

being terminated by an incoming PU connection. This phenomena is illustrated in

Fig. 3.9. To further ensure the continuity of existing SU connections, a small number
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of subchannels (marked R) are reserved exclusively for spectrum handoff purpose.

These subchannels improve the forced termination probability at the expense of

increased blocking probability.

In order to quantify the performance using spectrum handoff and channel reser-

vation, the following measures are defined:

GF (r) =
PAB
Fe (Basic System)− PF (r)

PAB
Fe (Basic System)

, r = 0 . . . N, (3.47)

and

GB(r) =
PAB
Be (r)− PAB

Be (Basic System)

PAB
Be (Basic System)

, r = 0 . . . N, (3.48)

where, GF (r) expresses the improvement (fractional reduction) in forced termination

probability of the basic system when r reserved channels are used, and GB(r) de-

scribes the degradation (fractional increase) in blocking probability with r reserved

channels. Since N is the maximum number of terminations per PU connection, we

only consider r ≤ N . If r > N the complexity of the CTMC increases significantly

as it has to cater for multiple PU arrivals rather than a single arrival. We define

a measure, tradeoff gain L(r), which relates improvement in forced termination

probability to the degradation in terms of the blocking probability as

L(r) =
GF (r)

GB(r)
. (3.49)

The condition L(r) >> 1 indicates that the SU network has a greater improvement

in forced termination probability compared to its increase in blocking probability.

Fig. 3.10 shows the state transitions of the CTMC with r reserved channels

0 ≤ r < N . The state diagram for r = N requires slight modification. In

Fig. 3.10(a), spectrum handoff ensures no termination when a new PU connection

is made. Fig. 3.10(b)-(e) depicts the condition when the total number of vacant
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SASBSBSA PU connection RSARSA

Incoming PU connection

PU connection SASASBSAPU connection

Incoming SA connection Incoming SB connection

Blocked

Spectrum Handoff
l=1 connection of SA 

and m=1 connection 

of SB are terminated

SASB

Figure 3.9: Illustration of the system with spectrum handoff and channel reservation.
The number of reserved channels r = 2.

sub-channels is less than N . On the arrival of a new PU connection, we have

i + j + (k + 1)N > KN , therefore forced termination occurs. Fig. 3.10(b) allows

new SU connections because the number of free subchannels is greater than r. Con-

trary to Fig. 3.10(b), Figs. 3.10(c)-(e) will allow no new SU connections since the

number of free channels are less than or equal to r. Note that there is a number

of states which have a single arrow to/from state (i, j, k) . These states include the

cases where either forced termination occurs, or a new SU connection is blocked be-

cause there is no vacant subchannel except the reserved subchannels. The condition

Figs. 3.10(d)-(e) also signifies that the SUs are utilising the reserved channels. The

state (i, j, k) in Fig. 3.10(e) can also result from other states (i+ l, j−m, k− 1). In

these transitions, forced termination occurs.

With spectrum handoff and channel reservation, the forced termination will only

occur when i+ j +Nk > (K − 1)N . The arrival of a new PU connection will cause

the existing SU connections to pack themselves in (K − (k+ 1))N subchannels, i.e.,
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Figure 3.10: A CTMC for the system with spectrum handoff and channel reservation
r < N . The states (i−l, j−m, k+1) satisfy packing condition i.e., (i−l)+(j−m) =
(K − k − 1)N for 0 < l +m ≤ N .
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the transition of current state (i, j, k) to state (i− l, j −m, k + 1) with the packing

condition (i− l) + (j −m) = (K − k− 1)N . The rate of this transition is expressed

as

γ
(i,j,k)
(i−l,j−m,k+1) =

(
i

l

)(
j

m

)
(
i+ j

l +m

) λp. (3.50)

The condition of a valid state φr(i, j, k) for all i, j = {0, . . . , KN − r} and k =

{0, . . . K} is given as

φr(i, j, k) =

{
1 i+ j ≤ (K − k)N andi + j ≤ KN− r

0 otherwise.
(3.51)

Similar to the basic system in the previous section, the set of balance equations

for the CTMC in Fig. 3.10 are shown in Appendix A. Together with the constraint

(3.36), the state probabilities Pφr(i, j, k) = P (i, j, k)φr(i, j, k) can be solved using

(3.37) and (3.38). With spectrum handoff and channel reservation, the blocking of

a new SU connection occurs when the number of vacant subchannels is less than or

equal to r. Mathematically,

PAB
Be (r) =

NK−r∑
i=0

NK−r∑
j=0

K∑
k=0

δ(i+ j +Nk ≥ KN − r)Pφr(i, j, k). (3.52)

Using (3.10), the combined forced termination probability with r reserved sub-

channels can be calculated from,

PAB
Fe (r) =

1

(1− PAB
Be (r))

NK−r∑
i=0

NK−r∑
j=0

K∑
k=0

N∑
l=0

N∑
m=0

(l +m)

(λAs + λBs )
γ

(i,j,k)
(i−l,j−m,k+1)Pφr(i, j, k)δfr.

(3.53)

The individual forced termination probabilities for user groups SA and SB are

PA
Fe(r) =

1

(1− PAB
Be (r))

NK−r∑
i=0

NK−r∑
j=0

K∑
k=0

N∑
l=0

N∑
m=0

l

λAs
γ

(i,j,k)
(i−l,j−m,k+1)Pφr(i, j, k)δfr,

(3.54)



58

and

PB
Fe(r) =

1

(1− PAB
Be (r))

NK−r∑
i=0

NK−r∑
j=0

K∑
k=0

N∑
l=0

N∑
m=0

m

λBs
γ

(i,j,k)
(i−l,j−m,k+1)Pφr(i, j, k)δfr,

(3.55)

where, δfr is defined as

δfr = δ((i− l)+(j−m)−(K−k−1)N) δ(i+j+Nk > (K−1)N) δ(0 < l+m ≤ N).

(3.56)

Note that δfr consists of three conditions, i.e., the packing, termination and a valid

number of dropped SU connections.

3.3.2.1 Special Case-Single SU Group

In the case of a single SU group, we set the respective parameters for SB in Figs. 3.10(a)-

(e) to 0. Note that the resulting state transition diagrams are different from [38,

Fig. 4]. The latter did not include the proper state transitions for the reserved chan-

nels, which gave over optimistic result. In Figs. 3.10(a)-(e) all five state transition

scenarios are included which gives a complete CTMC analysis.

The state probabilities Pφr(i, k) are calculated by following the basic system’s

approach(). For a single SU group, the blocking probability with r reserved sub-

channels can be written as

P 1
Be(r) =

NK−r∑
i=0

K∑
k=0

δ(i+Nk ≥ KN − r)Pφr(i, k). (3.57)

The above expression states that the blocking of a new SU connection can only

occur when the number of vacant subchannels are less than or equal to r. For a

single SU group, the forced termination probability is given by

P 1
Fe(r) =

NK−r∑
i=0

K∑
k=0

N∑
l=1

γ
(i,k)
(i−l,k+1)Pφr(i, k)δ1

f (r)

(1− PB(r)1)λ1
s

, (3.58)
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where, δ1
f (r) = δ(i + Nk > (K − 1)N) δ(i − (K − k − 1)N − l). Note that δ1

f (r)

refers to two conditions. Firstly, the forced termination occurs only when (i+Nk) >

(K − 1)N . Under this condition γ
(i,k)
(i−l,k+1) = λP . Secondly, (i − l) SU connections

are packed into (K−k−1)N available subchannels and the remaining l connections

are terminated.

3.3.3 Network Throughput

The network throughput is defined as the products of the connection completion

rate, the average service duration per connection and the data rate. For unit data

rate, the theoretical throughput can be expressed as

ρx0
se = (1− P x0

Be)(1− P
x0
Fe)

2θx0
se (3.59)

where θx0
se = (λx0

s /µ
x0
se ) is called traffic intensity [25] and x0 ∈ {1, A,B} for single or

two user groups (SA and SB), respectively.

For a fixed θx0
se , the throughput ρx0

se reaches a maximum when the SU service rate

(µx0
se ) approaches infinity, i.e., ρx0∗

se = lim
µ
x0
se→∞

ρx0
se . A simple proof is given as follows.

When µx0
se → ∞, we have P x0

Fe → 0. The blocking probability in (3.59) consists of

two parts i.e., P x0
Be = P x0

Be(pri) +P x0
Be(sec), where PB(pri) is the blocking probability

due to the situation in which PUs occupy all the subchannels, and P x0
Be(sec) is the

blocking probability which can be computed from the probability for a given number

of vacant subchannels. It is known that P x0
Be(sec) is constant for a fixed θx0

se [25].

Therefore, the maximum achievable throughput ρxse can be written as

ρx0∗
se = lim

µ
x0
se→∞

(1− P x0
Be)(1− P

x0
Fe)θ

x0
se = (1− P x0

Be(∞))θx0
se , (3.60)

where, P x0
Be(∞) is the blocking probability when P x0

Fe = 0.
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3.3.4 Numerical Results

In this section we give some numerical examples of P x0
Fe, P

x0
Be, and the throughput ρx0

se

for SUs. In all of the following simulations, we set K = 3, N = 6 and P x0
Fe, P

x0
Be, ρ

x0
se

are plotted against PU (SU) traffic intensity θp (θx0
se ). In addition, service rates of the

SU groups are normalised with respect to the PUs rate i.e., µ̂x0
se = (µx0

se/µp), where

x0 ∈ {1, A,B}. In addition, r = 0 indicates the spectrum handoff only condition

without channel reservation.

3.3.4.1 Single SU Group

In Fig. 3.11, P 1
Fe and P 1

Be are plotted against θp ∈ [0.5, 1.5], for given θ1
se = 8 and

µ̂1
se = 1. It can be calculated that the range of θp corresponds to the PU channel

occupancy from 16.43% to 43.28%. Compared to systems with spectrum handoff

and channel reservation, the basic system has the lowest blocking and the highest

forced termination probability. Spectrum handoff results in a significant drop in

P 1
Fe for a moderate increase in P 1

Be. The introduction of reserved channels are not

particularly effective in this instance.

Fig. 3.12 shows the impact of θ1
se on P 1

Fe and P 1
Be, for a given θp = 1 and µ̂1

se = 1.

The behaviour of P 1
Be is similar to that in Fig. 3.11. For the basic system, P 1

Fe

decreases slightly as θ1
se increases. This is counter intuitive. At high θ1

se, due to

fixed N , the forced termination rate
NK∑
i=0

K∑
k=0

F (i, 0, k) will saturate faster than the

connection rate (1− P 1
Be)λ

1
s, implying an increased SU occupancy. Note that PF is

the probability of termination per occupied channel. With spectrum handoff and

channel reservation P 1
Fe initially decreases slightly, before increasing with θ1

se. This

can be explained as follows. At very low θ1
se values, the existing SU connections

readily find vacant subchannels. As θ1
se increases the number of occupied channels
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Figure 3.11: Single SU group, Left: Blocking probability, and Right: Forced termi-
nation probability versus PU traffic intensity given θ1

se = 8 and µ̂1
se = 1. Simulation

results are shown with “+”.
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Figure 3.12: Single SU group, Left: Blocking probability, and Right: Forced termi-
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se = 1. Simulation
results are shown with “+”.
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Figure 3.13: Single SU group, Left: Aggregate throughput, and Right: Probability
tradeoff gain versus SU traffic intensity given θP = 1 and µ̂1

se = 1.

increases, but there is still enough vacant subchannels to handle the arrival of a new

PU connection and the probability of forced termination (for an existing connection)

decreases. Eventually, at high θ1
se there are fewer vacant subchannels to accomodate

the displaced subchannels and forced termination probability increases.

The throughput ρ1
se and the probability tradeoff gain L(r) are shown in Fig. 3.13

for a given θp = 1 and µ̂1
se = 1. At low values of θ1

se, the network throughput with

spectrum handoff and channel reservation is higher than the basic system. However,

the same cannot be said for high values of θ1
se. The curves of tradeoff gain L(r) show

that more reserved channel give less gain in probability tradeoff. Also, for the same

r, the effectiveness of the tradeoff reduces as θ1
se increases.
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se = 12,
θAse = 6, θBse = 6 and r = 0.

3.3.4.2 Two SU Groups

In Fig. 3.14, we compare the throughput and probability tradeoff gain L(r) of two

user groups with a single SU group having the same traffic intensity i.e., θ1
se =

θAse + θBse. In this example the abscissa is the SU service rate µBse(µ
1
se) and we assume

that θp = 1, θAse = θBse = 6, θ1
se = 12, r = 0.

The throughput ρABse = ρAse + ρBse and ρ1
se are monotonically increasing functions

of both µ̂Ase, µ̂
B
se and µ1

se respectively. When µ̂1
se = µ̂Ase = µ̂Bse the curves ρABse intersect

with single user throughput ρ1
se. This is expected, since at the intersection points

SUs from both SA and SB are arriving at the same rate which is half of that of single

user group S1. The maximum achievable throughputs for both single and two user

groups are identical i.e., ρAB∗se = ρ1∗
se .

For probability tradeoff gain L(0), all the curves exhibit a U-shaped behaviour.
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This can be explained as follows. For relatively low service rates (long service du-

ration), blocking probability increases at a higher rate than the rate of reduction in

forced termination probability, whereas the opposite happens at high service rates

(short service duration). For the given simulation parameters, service rates close to

0.1 for both groups minimise the probability trade-off gain. This example demon-

strates that the SU service duration relative to the PU counterpart has significant

impact on the tradeoff, and the tradeoff is much more effective when the SU service

rates µx0
se is much larger or smaller than the PUs.

3.4 Airtime Fairness

This section investigates the throughput fairness among two SU groups. For brevity,

we limit our discussion to the spectrum handoff case only i.e., r = 0.

Fairness:We define a fairness scheme in which the fractional throughput loss of

both SU groups (with respect to their offered traffic θzse) is equal, where z ∈ {A,B}

GA
ρ =

θAse − ρAse
θAse

GB
ρ =

θBse − ρBse
θBse

(3.61)

Based on the above equations, the fair metric is

z =
GA
ρ

GB
ρ

(3.62)

The scheme is optimally fair when z∗ = 1. In Fig. 3.15(a), the no constraint sharing

gives an ideal fairness z∗ = 1, only for µAse = µBse. It applies to any values of λAs

and λBs (Fig. 3.15 has λAs = 12, λBs = 20). When µAse = µBse, the two SU groups act

as a single SU group due to the superposition of Poisson arrivals. Mathematically,

PA
Fe = PB

Fe, and PAB
Be is constant for both SA and SB. As the difference in the service

rates between the SU groups increases, the fairness z deviates from its ideal value.
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Figure 3.15: Left: Fairness z versus SU service rate µAse(µ
B
se) given λAs = 12, λBs =

20, µp = 1 and λp = 1. Right: Fairness z, versus SU arrival rate λAs (λBs ) given
µAse = 0.8, µBse = 2, µp = 1 and λp = 1.

In Fig. 3.15(b), we investigate the fairness z and throughput ρ for a given

µAse = 0.8 and µBse = 2. The fairness curves at low to medium values of arrival rate

λAs (λBs ) show that spectrum sharing results in an unfair distribution of channel

resources among the two SU groups. The percentage loss in throughput of SA (large

connection length) is significantly higher. The arrival rate has less effect on fairness.

3.4.1 Fairness Through Channel Partitioning

In the previous section, the results show that dissimilar SU groups can lead to unfair-

ness. In the following we investigate the potential of a channel partitioning policy

to address unfairness. In essence, we restrict the maximum number of allowable

active connections to NA and NB for SA and SB respectively, where 0 ≤ NA ≤ NK

and 0 ≤ NB ≤ NK. The variation of NA and NB gives rise to the following 3
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SASBSBSA PU connection SASA

Incoming SA connection

Incoming SB connection

Blocked

SASBSBSA PU connection SBSASA

Figure 3.16: Illustration of channel partitioning scenario, K = 3, N = 4, NA = 4,
NB = 8.

conditions. The first condition NA = NK − NB represents a channel partitioning

scenario, the second condition NA + NB > NK is a weaker channel partitioning

scenario, whereas the condition NA = NB = NK is the no constraint scenario de-

scribed in the previous subsection. Here, we only consider the channel partitioning

scenario because it does not require the calculation of state probabilities in which

the transmission of the SU groups overlap. A channel partitioning scenario is shown

in Fig. 3.16, in which an incoming SB connection is allowed to access the channel,

while an incoming SA connection is blocked even though there is a vacant subchan-

nel. In the channel partitioning scenario, the objective is to find a feasible number

of channels {NA, NB} such that the access scheme is optimally fair i.e., z∗ ≈ 1.

Due to integer values of {NA, NB} the optimally fair value of 1 may not always be

possible. From (3.62) it is also obvious that the calculation of {NA, NB} requires

the knowledge of termination and blocking probabilities for both SU groups. In the
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following, we model this channel partitioning scenario as a simple extension of the

CTMC in Section 3.3.3.

The maximum number of allowable connections of SA and SB are NA and NB

i.e., i = {0, . . . , NA}, j = {0, . . . , NB} and the state probabilities can be solved un-

der the fundamental probability constraint (similar to the section 3.3). The blocking

probabilities and forced termination probabilities are given as follows.

PA
Be =

NA−1∑
i=0

NB∑
j=0

K∑
k=0

δ(i+ j +Nk −NK)Pφ0(i, j, k) +
NB∑
j=0

K∑
k=0

Pφ0(NA, j, k), (3.63)

PB
Be =

NA∑
i=0

NB−1∑
j=0

K∑
k=0

δ(i+ j +Nk −NK)Pφ0(i, j, k) +
NA∑
j=0

K∑
k=0

Pφ0(i, NB, k). (3.64)

The combined blocking probability of SU groups PAB
B seen by PU network is given

as

PAB
Be =

λAs
λAs + λBs

PA
Be +

λBs
λAs + λBs

PB
Be, (3.65)

PA
Fe =

1

(1− PA
Be)

NA∑
i=0

NB∑
j=0

K∑
k=0

min{NA,N}∑
l=0

min{NB ,N}∑
m=0

l

λAs
γ

(i,j,k)
(i−l,j−m,k+1)Pφ0(i, j, k)δfr,

(3.66)

and

PB
Fe =

1

(1− PB
Be)

NA∑
i=0

NB∑
j=0

K∑
k=0

min{NA,N}∑
l=0

min{NB ,N}∑
m=0

m

λBs
γ

(i,j,k)
(i−l,j−m,k+1)Pφ0(i, j, k)δfr.

(3.67)

3.4.2 Scenario 1 θAse 6= θBse, µ
A
se 6= µBse and λAs 6= λBs

In Fig. 3.17 and Fig. 3.18, the fairness z and throughput ρ are plotted against µAse

respectively, for given µBse = µAse + 0.3, θAse = 4 and θBse = 7. In this condition, PA
Fe 6=
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Figure 3.19: Fairness z versus SU service rate µAse given θAse(θ
B
se) = 6, µBse = µAse+0.3,

µp = 1 and λp = 1.

PB
Fe, and PA

Be 6= PB
Be. The fairness curves at low to medium values of service rate

µAs show that the no constraint scenario results in an unfair distribution of channels

among two SU groups. The percentage loss in throughput of SA is significantly

higher (due to large PA
Fe). At large values of service rate µAse the fairness improves and

throughput saturates due to the lower termination probability of both SU groups.

On the other hand, the channel partitioning achieves fairness at a cost of the decrease

in aggregate and individual throughput i.e., by assigning more subchannels to SA

than SB. At higher values of µAse (µBse) there is almost no difference between the

fairness and throughput in both strategies. The fluctuation in fairness occurs due

to the integer number of subchannels.

3.4.3 Scenario 2 θAse = θBse, µ
A
se 6= µBse and λAs 6= λBs

Fig. 3.19 shows the fairness z curves plotted against SU service rate µAse, given

µBse = µAse + 0.3, θAse = 6 and θBse = 6. The arrival rate of SA is higher than SB
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because of the offered traffic is constant for both SU groups. The curves are fairly

similar to the previous figure and indicate that the smaller durations achieve better

fairness.

3.5 Summary

In this Chapter, using a CTMC we have presented the exact solutions to determine

the forced termination and blocking probabilities, and aggregate throughput of a

SU group as well as two SU groups. Specifically,

• For a single PU channel (with only one subchannel) we have derived the opti-

mal exponential and fixed payload lengths which maximize the SU throughput.

The results show that despite higher termination and blocking probabilities,

a fixed payload length provides a better throughput than an exponentially

distributed payload.

• For multiple PU channels (with more than one subchannel) and two SU groups,

three types of systems with were considered; without spectrum handoff (basic

system): with spectrum handoff and channel reservation. For all these systems

the single SU group was treated as a special case. In the former case, the

results show that the blocking and forced termination probabilities increase

with PU traffic intensity, as expected. However, SU traffic intensity has a

different impact on the forced termination probability. The forced termination

probability decreases slightly as SU traffic intensity increases for the basic

system. For the systems with spectrum handoff, forced termination probability

is always less than the basic system. However, there exists an optimal arrival

rate that minimizes the forced termination probability. Spectrum handoff
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(r = 0) is more effective than channel reservation r > 0 in reducing forced

termination probability for a given increase in blocking probability (tradeoff

gain). The tradeoff is much more beneficial when the service rate is either very

high or very low compared with the PU service rate.

• For two SU groups, we found that spectrum sharing can result in unfair channel

occupancy. The problem is most prevalent when the difference between the

two service rates is large. Channel partitioning (where a limit is placed on

the maximum number of active connections of each SA and SB group) forces

fairness but the throughput penalty might not be worth it.

In the next Chapter we consider underlay networks, where concurrent transmis-

sions are allowed between the PU and the SU.



Chapter 4

Access Architecture for Secondary
Femtocells in Downlink channels

In Chapter 3, the QoS parameters are calculated under the assumption of orthogo-

nality (no interference) between the PU and SU transmissions. Generally, in wireless

systems, the transmission links are bidirectional (full duplex). These bidirectional

links are often identified as Uplink (UL) and Downlink (DL). In the interweave

access mode, interference can be ignored at the PU and SU receivers in both the

UL and DL directions. This simplifies the analysis and the QoS parameters on

the UL and DL can be calculated independently. In this Chapter, the condition of

orthogonality is relaxed and concurrent bidirectional PU and SU transmissions are

considered. Spectrum sharing becomes an underlay issue. The PU transceivers are

identified as PBS and PUE and SUs transceivers are identified as SBS and SUE.

The transmission paths between the PUE and PBS (PUE-PBS) and the PBS-PUE

is called UL and DL respectively.

A cellular network is the prime example of full duplex transmissions, in which

the total coverage area is divided into cells (macrocells) to enable frequency reuse.

Macrocell coverage often degrades in an indoor environment (such as the home or

office) due to additional building penetration losses. Recent studies [12] [15] have

72
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shown that indoor coverage can be improved by adding a femtocell (FC) so the

transmitter-receiver separation is reduced and the signal strength is improved. A

FC can reuse the macrocell frequencies and, while doing so, act as a secondary

network that generates UL and DL interference to the primary macrocell’s PBS or

PUE. To avoid and manage such interference, cognitive empowered femtocell base

stations (here we identify them as SBS) have been recently proposed [89]-[100]. In

these schemes, the FC works in the same mode, and shares the same spectrum as

the macrocell. Transmission is not possible unless both the UL and DL spectra are

essentially clear.

In general, for cellular networks the link gain is concentrated at the PBS, due to

higher mounted antennas, higher gain antennas, spatial diversity, higher transmit

powers and low noise figure receivers. This is evidenced by a recent spectrum anal-

yser measurement shown in Fig. 4.1. These measurements are carried out in our

laboratory (on the ground floor of a six level campus building) with an omni direc-

tional sensing antenna mounted 2 meters above the ground (similar to a FC). The

DL frequencies of the GSM is clearly visible, indicating heavy activity on a num-

ber of channels but no signal is seen in the UL frequencies. UL signal splashes are

rarely seen and only occur when transmission is in close proximity to our Laboratory

(< 50m in this environment). GSM is mainly used for voice traffic in which case

spectrum usage is expected to be almost equal in both links. Clearly transmissions

from the mobile units are getting to the PBS since UL and DL receiver signal levels

are balanced, but the signals are not reaching our sensing antenna. Not having a

’PBS like’ gain mechanisms at one end of the link (transmitter end or receiver end)

has decreased the UL’s signal strength. This explains the lack of UL signal activity

in Fig. 4.1. PUE transmissions are generally not heard. The strong measured DL
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Figure 4.1: Spectrum Measurements of GSM UL and DL

spectrum indicates that any FC transmission at macro PUE power levels will inter-

fere with the PBS, ruling out UL transmission (unless sophisticated power control

methods are applied). The clear UL spectrum indicates that FC transmission in the

DL spectrum will not cause interference to the PUE. However, interference to the

FC from the PBS must be overcome, and this impacts the FC’s coverage area. This

observation is used to develop an access scheme for FCs. The contribution of this

Chapter are as follows:

• We propose to operate the FC in the TDD mode using only the DL spectrum;

there is therefore no interference to the PBS. To contain interference to the

PUE, we exploit the duplex nature of the macrocell transmissions e.g. GSM,

LTE or WiMaX. We measure the presence of the PUE by sensing its transmis-

sions in the UL slot. If the transmissions can not be heard, we reason that the

PUE is far away from the FC, in which case the FC transmissions will cause

negligible interference to the PUE.
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• We include the possibility of co-located sensing and access and decentralised

sensing and access. The latter is applicable to low cost sensor networks, where

sensing is only performed by the fusion node (the SBS in our terminology).

The fusion node then schedules the sensor node transmissions. The weakness

of the scheme is that the sensing and interference paths are de correlated.

The sensing path (PUE to SBS) is no longer the interference path (SUE to

PUE) and therefore some interference to the PUE can be expected. Reduced

interference uses co-located sensing, where the sensing and interference paths

are the same, for example sensing (PUE to SBS) and interfering (SBS to PUE).

• We use this model to answer the following question. What is the cross-tier

interference and outage probability in the case of a uniformly distributed PUE

and FC. To demystify this mathematically intractable problem, a heuristic

approximation is proposed for the distance between a randomly distributed

PUE and FC. It is shown that under lognormal shadowing the interference

power or SNR can be accurately modelled by a Log-Skew Normal Distribution.

The remainder of the Chapter is organised as follows. In Section 4.1 and Section

4.2 we introduce the proposed scheme and system model. The distance dependent

additional outage probabilities for the PUE and the SUE are derived in Section 4.3.

Based on these findings the cell-wide outage probabilities are presented in Section

4.4. The approximation of the cell-wide detection probability under lognormal shad-

owing is shown in Section 4.5. Section 4.6 concludes the Chapter. The results in

Section 4.1-4.3 have been accepted for publication in PIMRC 2011 [119]. The find-

ings in Section 4.1-4.5 are submitted for review in IEEE Transactions on Vehicular

Technology [120]. The approximation presented in Section 4.6 is under review in
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IET Letters [121].

4.1 Proposed Scheme

The proposed scheme in shown in Fig.4.2(a). We consider a simplified GSM network

with one PBS. Underlaying this network is a SBS serving a SUE. In the GSM

network, each of the UL and DL channels are divided into 8 time slots (a TDMA

frame). The TDMA frames of the UL channel are transmitted with a delay of 3

time slots with respect to DL [122][Fig 4.5]. This reduces the complexity of the radio

terminal front end by eliminating the need for duplexing filters. The transmission

from PUE to PBS and vice versa occurs in the same slot number at both the UL

and DL respectively.

In order to exploit the TDD and FDD structure of GSM, the SBS/SUE sense the

DL transmission of the PBS towards the PUE at a particular time slot on frequency

ωDL
1. If the time slot is active then there is a PUE on that channel in the cell.

Normally this would indicate no transmission opportunity; however, for a TDD FC

this need not be the case. Next the SBS/SUE switches to a corresponding time

slot on the UL channel ωUL. If the SBS/SUE cannot detect PUE activity, then the

PUE is out of range. Here, we assume that the PUE must always transmit in its

allocated time slot as would be expected in bidirectional (voice) traffic scenarios. The

SBS/SUE is now free to transmit at this particular time slot on the DL frequency

ωDL
2. This is based on the assumption that if the SBS/SUE cannot detect the

PUE then the SBS/SUE cannot interfere with the PUE (providing its transmission

1This gives an indication of the interference that must be overcome by any secondary transmis-
sion (not considered in this paper). This interference may come from the PUE or other secondary
FCs and can be used to determine modulation and transmission power in the secondary cell.

2For TDD macrocells e.g., some WiMaX and LTE networks, secondary FC transmission occurs
in the section of the macrocell frame dedicated to the DL.
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power is less than or equal to the PUE’s transmission power). However, sensing

imperfections and non reciprocal channels can still cause erroneous operation. This

situation is shown in Fig. 4.2(a), where time slot 4 is used by the PBS to transmit

to the PUE. The SBS/SUE first sense time slot 4 on ωDL and than switches to time

slot 4 on ωUL to sense its vicinity to the PUE transmission. In Fig. 4.2(a) the

SBS/SUE is not able to detect the PUE at ωUL so it transmits in the time slot 4 at

ωDL. On the other hand, if the SBS/SUE detects the PUE to be present at ωUL, it

switches to another DL slot to search for available transmission opportunities.

Here we use a simplified GSM model because UL and DL slots are predefined.

LTE, WiMAX would require the location/knowledge of the appropriate Resource

Block, which are dynamically changing. The resource block map must therefore be

decoded from the DL frame header or otherwise known to the secondary FCs [90].

4.2 System Model and Assumptions

The system model geometry is shown in Fig. 4.2. We consider a simplified GSM

network with a PBS and a single PUE in a cell radius R. Underlaying this network

is a FC consisting of a SBS and a SUE. Throughout this paper we assume the

following.

• The PBS is located at the center of the cell with radius R. The distances

between PBS-PUE, PBS-SBS, PBS-SUE, SBS-PUE and SBS-SUE are denoted

by dp, ds, d
su
pb , dps and dss respectively.

• The COST 231 Walfisch Ikegami (WI) [123] channel model is used to quantify

the propagation loss between PBS-PUE and PBS-SUE. The SISO WLAN

channel model E [124] (applicable to large indoor and outdoor open spaces
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with no line of sight) is used to characterise the propagation loss for the PUE-

SBS and SBS-SUE links.

• No fast fading is included implying some sort of local diversity measures have

been applied to eliminate this effect on the receiver.

• Lognormal shadow fading is considered for all paths. The power gain between

PBS-PUE, PBS-SUE, PUE-SBS, SBS-PUE and SBS-SUE are denoted by Xpp,

Xsu
pb Xps, Ysp andXss respectively. The standard deviation of the fades between

PBS-PUE, PBS-SUE, PUE-SBS, SBS-PUE and SBS-SUE are denoted by σpp,

σsupb , σps, σsp and σss respectively.

• We assume that the shadow fading between PUE-SBS and SBS-PUE is cor-

related. The underlying normal distribution of the fades have a correlation

coefficient ρ (in dB values).

• It is assumed that all the UL channels are fully occupied by PUE’s and only

the SBS is sensing and transmitting.

Table 4.1: List of symbols-Chapter 4

Parameter Symbol

dp Distance between the PBS-PUE path

ds Distance between SBS-SUE

dps Distance between PUE-SBS (SBS-PUE)

dsupb Distance between PBS-SUE

dbp Breakpoint distance

f(.) Probability Density Function

F (.) Cumulative Distribution Function

Tpb PBS transmit Power
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Tpu PUE transmit power

Tsb SBS transmit power

Gpb PBS antenna gain

GD
pb PBS antenna diversity gain

N0 Noise power+Noise figure

(k0, k1) Pathloss coefficients dual slope model

k Pathloss coeff. single slope model

n Pathloss coeff. COST 231 WI PBS-PUE, PBS-SUE

R Cell Radius

L0 Free space loss at 1m

εs Sensing threshold SBS

εout Outage threshold

Xpp Fading gain between PBS-PUE path

Xps Fading gain between PUE-SBS path

Xss Fading gain between SBS-SUE path

Xsu
pb Fading gain between PBS-SUE path

Ysp Fading gain between SBS-PUE path

σpp Standard deviation LN fade PBS-PUE path

σps Standard deviation of the LN fade PUE-SBS path

σss Standard deviation of the LN fade SBS-SUE path

σsupb Standard deviation of the LN fade PBS-SUE path

σsp Standard deviation of the LN fade SBS-PUE path

ρ Correlation coefficient of the LN fades between PUE and SBS

wm0 , wm2 , wm4 , wm5 Weights of GMQ [129, Eq. (25.4.33), (k = 1)]

tm0 , tm2 , tm4 , tm5 Abcissa of GMQ [129, Eq. (25.4.33), (k = 1)]

Nm0 , Nm2 , Nm4 , Nm5 Number of polynomials of GHQ [129, Eq. (25.4.33), (k = 1)]

wh Weights of GHQ

th Abcissa of GHQ

Nh Number of Polynomial of GHQ

wm1 , wm3 Weights of GMQ [129, Eq. (25.4.33), (k = 0)]

tm1 , tm3 Abcissa of GMQ [129, Eq. (25.4.33), (k = 0)]

Nm1 , Nm3 Number of polynomials of GHQ [129, Eq. (25.4.33),(k = 0)]
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P nat
out PUE Natural outage probability

P̈out PUE outage probability when the SBS transmits

P̃out PUE outage probability when the SBS stays quiet

P pu
out PUE Additional outage probability

P su
out SUE outage probability

Φ SNR

Ϋpu PUE SINR when the SBS transmits

P su
tx SBS Transmission probability

Θ̈p Received signal power at PUE when the SBS transmits

Θ̃p Received signal power at PUE when the SBS stays quiet

Θ̈I Interference power at PUE when the SBS transmits

4.3 Distance Dependent Outage Probabilities

The total outage probability experienced by the PUE can be decomposed as

Total Outage Probability = Outage Probability when SBS transmits+ (4.1)

Outage Probability when SBS remains quiet.

Let P tot
out denote the total outage probability, P nat

out denotes the natural outage prob-

ability of the PUE and P̈out is the outage probability when the SBS transmits, then

the total outage probability P tot
out can be written as

P tot
out = P su

tx P̈out + (1− P su
tx )P nat

out , (4.2)

where, P su
tx is the probability that SBS transmits i.e., PUE transmissions are received

below the sensing threshold. Similarly, the additional outage probability of PUE due

to the SBS transmissions is:

P pu
out = P su

tx P̈out − P su
tx P

nat
out . (4.3)
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The probability P̈out is calculated from the SINR at the PUE i.e. P̈out = FΫpu
(εout).

The variable εout indicates the PUE outage threshold FΫpu
(εout) which must be met

for a successful reception, and Ϋpu is given as

Ϋpu =
Θ̈P

Θ̈I +N0

, (4.4)

where, Θ̈p is the signal power from the primary path, Θ̈I is the interference power

due to SBS transmissions and N0 is the noise power plus the noise figure of the PUE.

In order to calculate P pu
out, it is necessary to derive the distribution of P su

tx , Θ̈I , Θ̈P

and the probability P nat
out .

SBS Transmission Probability P su
tx

We use signal to noise ratio (SNR) as the sensing criterion for P su
tx . The SBS

transmission is only allowed when the received SNR Φ falls below a certain threshold

εs. The instantaneous received SNR is given by

Φ =
TpuXps

N0Le(dps)
, (4.5)

where, Tpu is the transmit power of PUE and Xps is the fading gain. The path loss

Le(d) is dependent on the distance d. In the literature, single exponent models are

often used to characterise Le(d), however, measurements have shown that in outdoor-

indoor communication dual exponent models provide a better pathloss prediction

[124], which is included in the WLAN-E model.

Le(d) =

{
dk0L0 d ≤ dbp

dk0−k1
bp L0d

k1 d > dbp
, (4.6)

where, L0 is the free space loss at 1m, dbp is the break point distance after which

the loss exponent increases, k0 is the pathloss exponent before dbp , and k1 is the
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pathloss exponent after dbp. The PDF of a lognormal fade LF with scaling constant

µ and standard deviation σ (in dB) is given as

fLF (lf ;µ, σ) =
10

ln(10)
√

2πσlf
e
−

(
10 log10

(
lf
µ

))2

2σ2 . (4.7)

Given εs, the SBS transmission probability is P su
tx = FΦ(φ ≤ εs). From (4.5), (4.7)

and [68], the transmission probability is

[P su
tx = FΦ(φ ≤ εs)] =

1

2

1 + erf

10 log10

(
εsN0Le(dps)

Tpu

)
√

2σps

 , (4.8)

where, erf(.) is Gaussian error function [68].

Interference Power Θ̈I

The SBS will only transmit and generate interference to the PUE when the sensed

SNR from the PUE is Φ ≤ εs. In a co-located system, the sensing and the interfering

path are the same and hence the pathloss and shadow fading is identical. However, in

decentralised sensing, the sensing path PUE-SBS is not the same as the interfering

path SUE-PUE, because of the different locations. The pathloss is likely to be

similar,3 but depending on the separation SBS-SUE, the shadow fading (Xps and

Ysp) could be different. Generally, Xps and Ysp are correlated and their correlation

coefficient ρ is inversely proportional to the separation distance SBS-SUE [125]. The

distribution (CDF and PDF) of the fade Ysp for given fade probability of Xps can

be found from their joint PDF which is given in [126] as

fXps,Ysp(xps, ysp; ρ) =
100

(ln (10))22πxpsyspσpsσsp
√

1− ρ2
(4.9)

e
− 1

2(1−ρ2)

((
10log10(xps)

σps

)2
+
(

10log10(ysp)

σsp

)2
−2ρ

(
10log10(xps)

σps

)(
10log10(ysp)

σsp

))
,

3A FC has much smaller coverage area than the macrocell
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where, ρ is the correlation coefficient (between dB fade values).

The probability that fade Ysp ≤ ysp given that the SBS/SUE is transmitting(
Xps ≤ εsN0Le(dps)

G1

)
is

FXps,Ysp

(
εsN0Le(dps)

G1

, ysp; ρ

)
=

ysp∫
0

εsN0Le(dps)

G1∫
0

f(xps, ysp; ρ)dxpsdysp. (4.10)

The closed form of the double integral in (4.10) is unknown. By proper substitution,

this integral can be transformed into a bivariate normal CDF [126]. Substituting

x1 =
10log10(

εsN0Le(dps)

G1
)

σps
, x2 = 10log10(ysp)

σsp
in (4.10) gives

FXps,Ysp

(
εsN0Le(dps)

G1

, ysp; ρ

)
=

x2∫
−∞

x1∫
−∞

e
−

(x2
1−2ρx1x2+x2

2)
2(1−ρ2)

2π
√

1− ρ2
dx1dx2. (4.11)

Various approximations to solve the bivariate normal CDF have been summarised

in [126] and the comparative analysis of these approximations has been performed

in [127]. Note that one can also use built in MATLAB functions to numerically

calculate the bivariate CDF (double integral), however, it will compromise the ana-

lytical tractability of the problem. Here, we opt for the Drezner-Wesolowsky (DW)

approximation [128]. The DW method converts the above double integral to a sin-

gle integral which can be efficiently solved by numerical integration techniques. The

simple DW approximations is given as

x2∫
−∞

x1∫
−∞

e
−

(x2
1−2ρx1x2+x2

2)
2(1−ρ2)

2π
√

1− ρ2
dx1dx2 = Q(x1)Q(x2) +

1

2π

ρ∫
0

1√
1− r2

e
− 1

2(1−r2)(x
2
1−2x1x2r+x2

2)dr,

(4.12)

where, Q(x) = 1
2

(
1 + erf

(
x√
2

))
. In [128], the above approximation is further mod-

ified to cater for divergence at ρ = 1 (integral in (4.12)). Here, this shortcoming is
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avoided by using the Gauss Moment Quadrature (GMQ)4. The above approxima-

tion is first converted into standard form by substituting r = tρ and then calculating

weights wm1 and abscissa tm1 from [129, Eq. (25.4.33) with k = 0 ]. The final result

is given below

FXps,Ysp

(
εsN0Le(dps)

G1
, ysp; ρ

)
= Q(x1)Q(x2) +

Nm1∑
m1=1

ρwm1e

− 1

2(1−ρ2t2m1)
(x2

1−2ρtm1x1x2+x2
2)

2π
√

1−ρ2t2m1

.

(4.13)

As no SBS/SUE transmission occurs for Φ > εs, the above CDF becomes a

truncated distribution. To calculate the distribution F̂Xps,Ysp

(
εsN0Le(dps)

G1
, ysp; ρ

)
(the

distribution of fade from SBS-PUE when φ ≤ εs), the distribution in (4.13) needs

to be normalised [68] i.e.,

F̂Xps,Ysp

(
εsN0Le(dps)

G1

, ysp; ρ

)
=

FXps,Ysp

(
εsN0Le(dps)

G1
, ysp; ρ

)
∞∫
0

εsN0Le(dps)

G1∫
0

f(xps, ysp)dxpsdysp

. (4.14)

The integral in the denominator is the marginal CDF FXps(xps) = Q(x1). The

interference power Θ̈I can be calculated from the following equation

Θ̈I = Tsb
Ysp/Φ ≤ εs
Le(dps)

. (4.15)

where Tsb is the SBS transmit power. Differentiating (4.14) and subsequently ap-

plying linear transformation, the PDF of the interference power is given as

fΘ̈I

(
θ̈I

)
= fLF

(
θ̈I ;

Tsb
Le(dps)

, σsp

)
+

Nm∑
m1=1

ρwm1(10ρtm1x1−10x2)e
− 1

2(1−ρ2t2m1)
(x2

1−2ρtm1x1x2+x2
2)

2π ln(10)Q(x1)θ̈Iσsp(1−ρ2t2m1)
3
2

,

(4.16)

where, x1 =
10log10

(
εsN0Le(dps)

G1

)
σps

and x2 =
10log10

(
Le(dps)θ̈I

Tsb

)
σsp

.

4In wireless communication theory, Gaussian Quadrature methods [129] such as Gauss Hermite
quadrature, Gauss moment quadrature, and Gauss-Legendre quadrature are widely acceptable to
obtain solutions of complex integration problem. For example, they are recently been used in
[130][131][132][133] to approximate the integrals involving gamma, lognormal and bivariate lognor-
mal distributions.
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Signal Power Θ̈p

The signal power Θ̈p from the primary path (PBS-PUE) is given as

Θ̈P = G2XppL
−1
wi (dp), (4.17)

where, G2 = TpbGpb, Tpb is the transmit power or the Effective Isotropic Radiated

Power (EIRP) of the PBS, and Gpb is the PBS antenna gain. It is assumed that only

NLOS conditions exists between PBS and PUE. The pathloss Lwi(dp) is calculated

from the COST 231 WI model and can be written in generalised form as

Lwi(d) = L1

(
d

103

)n
. (4.18)

The value of the parameters for the calculation of L1 are summarised in Table 4.3.

4.3.1 Additional Outage Probability of the PUE P pu
out

The SINR Ϋpu in (4.4) is a ratio of random variables. The CDF of the ratio can be

calculated from:

[P̈out = FΫpu
(ϋpu)] =

∞∫
N0

FΘP (ϋpuθin) fΘin (θin) dθin, (4.19)

where, Θin = ΘI + N0. A closed form of the integral is not known. Here, we apply

the Gaussian Hermite quadrature (GHQ) [129, Eq. (25.4.46)] to approximate these

integrals. The final outage probability expressions are given in (4.20), where wh and
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th are the weights and abscissa of GHQ.

FΫpu
(ϋpu) =

Nh∑
h=1

wh
2
√
π

1 + erf

10log10

(
ϋpu(e

ln(10)
10

√
2σspth+ln

(
Tsb

Le(dps)

)
+N0)

)
−10log10

(
G2

Lwi(dp)

)
√

2σpp


+

Nh∑
h=1

Nm∑
m1=1

ρwhwm1(ρtm1x1−th)e
− 1

2(1−ρ2t2m1)
(x2

1−2ρtm1x1th)

2π
√

2Q(x1)(1−ρ2t2m1)1 + erf

10log10

ϋpu(e
ln(10)

10 σspth

√
2(1−ρ2t2m1)+ln

(
Tsb

Le(dps)

)
+N0)

−10log10

(
G2

Lwi(dp)

)
√

2σpp


 .

(4.20)

The natural outage probability of the PUE (without interference ) is given as

P nat
out =

1

2

1 + erf

10 log10

(
εoutN0Lwi(dp)

G2

)
√

2σpp

 . (4.21)

Substituting (4.8), (4.20) and (4.21) in (4.3) gives the additional outage probability

of the PUE caused by the SBS transmission.

4.3.2 Outage Probability of the SUE

The DL transmission from the PBS interferes with the SBS transmission to the SUE.

Outage occurs at the SUE, when its SINR, Υsu, is less than a certain threshold.

We assume the same threshold for the primary and secondary networks (εout), i.e.,

P su
out = FΥsu (εout), where

Υsu =
TsbXssL

−1
e (dss)

G2Xsu
pbL

−1
wi (d

su
pb ) +N0

=
Θss

Θ̂s
in

. (4.22)

Given, the outage probability of the SUE, the effectiveness Esb
f of the SBS transmis-

sions (defined as the combined probability of transmission and successful reception

at the SUE) can be written as:

Esb
f = P su

tx (1− P su
out). (4.23)
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The CDF of Υsu can be calculated by appropriately replacing the PDF’s and

CDF’s in (4.19). The SUE outage probability in terms of GHQ and is given as

FΥsu(υsu) =

Nh∑
h=1

wh
2
√
π

1 + erf


10log10

υsu(e

log(10)
10

√
2σsupb th+ln

(
G2

Lwi(d
su
pb

)

)
+N0)

−10log10

(
Tsb

Le(ds)

)
√

2σss


.
(4.24)

4.3.3 Numerical Results

In this section, we give some numerical examples that illustrate the outage proba-

bility of both the SUE and PUE. The system parameters are summarized in Table

4.2 and the parameters for the calculation of the path loss, L1, are given in Table

4.3.3. In all the figures, the solid lines and the line markers represent analytical

results and Monte Carlo simulation results, respectively. These parameters are cho-

sen such that without any secondary interference the outage probability at the cell

edges is approximately 0.1. In order to keep the FC coverage in line with WLAN

systems, the transmit power of the SBS is Tsb = 16dBm which is 13dB below the

PUE transmit power.

Fig. 4.3(a)-(b) shows the additional PUE outage probability, induced by the

SBS, versus its distance from the SBS. This outage probability is plotted for 2

different PBS-PUE separation distances and 3 correlation factors. The additional

outage curves have similar behaviour; there is no additional outage at short ranges

(<100m), since the signal strength is strong and sensing is perfect. The effectiveness

of the SBS is 0 in that zone. At greater separations, outage increases due to sensing

errors and then reduces again as the interfering SBS signal becomes weaker. The

effectiveness of the SBS transmission is at its highest for its given distance with the
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Table 4.2: Simulation parameters
Notation Value

Tpb 10W
Tpu 0.8W
Tsb 40mW

Gpb(dB) 10dB
GD
pb(dB) 7dB

N0 (dBm) −112 dBm
(σsp, σps, σss) (6dB,6dB,6dB)
σpp, σ

su
pb (12dB,12dB)

(k0,k1) (2,4)
dbp 10m
n 2

L0(dB) 41dB
εs(dB) 10dB
εout(dB) 10dB

R 4km

Table 4.3: COST-231 parameters for calculation of L1

Height of PBS HPBS 18m
Height of the Roof HROOF 12m
Height of PUE HPUE 1.5m
Buildings width incl Streets HB−B 40m
Incident angle to PUE ω 90◦

DL Carrier frequency fd 925.2MHz
UL Carrier frequency fu 880.2MHz

Table 4.4: Natural outage probability of PUE P pu
out

dp P nat
out

0.5km 0.00255
3.5km 0.0819
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PBS and the SUE. As expected the plots in Fig. 4.3 indicate the greater outage

susceptibility at the cell edge, dp = 3.5km. However, when we compare the results

to the natural outage Table 4.4 (without secondary network) we see that the SBS

outage contribution is still negligible, even when the correlation between the sensing

and interfering paths is zero, and a conservative sensing SNR threshold of εs = 10dB.

Since the sensing can be performed for a complete slot, it should be possible to detect

the PUE signal well below this level [134]. Reducing εs to 0dB (Fig. 4.3(c)-(d))

suppresses the additional outage by almost an order of magnitude.

The figure also shows the impact of correlation on P pu
out. The corresponding cor-

relation values of lognormal shadowing for ρ = 0.5 and ρ = 0.95 (dB correlation) are
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0.2159 and 0.8684 (linear correlation) respectively. At closer distances the correla-

tion provides a significant outage cushion to PUE. When the correlation increases

from ρ = 0 and ρ = 0.95, the additional outage drops by a factor greater than 3. As

correlation directly represents the separation between secondary sensing and trans-

mit antenna [125], it is beneficial that transmit and receive antenna are as close as

possible and preferably on the same node.

The effectiveness of the SBS transmission is plotted in Fig. 4.4 for the worst inter-

ference scenario of Fig. 4.3 (dps = 700m). Effectiveness is defined as the probability

that a slot position will lead to a successful secondary transmission. It includes the

probability of the slot availability and the probability of successful transmission if

its available (see (4.23)). The maximum effectiveness occurs at minimal SBS-SUE

distance and quickly decays with distance limiting the secondary cell size to about
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a 25m to 50m range. The maximum effectiveness at ds = 0 is set by the transmis-

sion opportunities which is determined by the sensing threshold. Dropping sensing

threshold from 10dB to 0dB reduces the transmission opportunities by a factor of 5.

Clearly this is undesirable. The additional drop in the effectiveness with SBS-SUE

distance is caused by outage, which is primarily due to dominant PBS interference.

When the FC is close to the PBS, the interference is strong, limiting the secondary

coverage zone to 20m for an effectiveness of 0.5. The coverage increases to 50m for

the edge of the cell.

4.4 Cell-Wide Outage Probability

From a network design perspective, it is often desirable to know the cell-wide outage

probability; the average outage probability for a fully loaded cell, when the PUE

and FC are randomly distributed. These parameters are mathematically tractable

in the UL spectrum [16][135]. However, in the DL spectrum these parameters are

only known when the location of the PUE is fixed [81]. In this thesis, we aim to

address this shortcoming and assume that both the PUE and FC are uniformly

distributed within the PBS coverage area.

Let P̈outc be the outage probability when the SBS transmits, and P̃outc denote

the cell-wide outage probability without SBS transmission then P tot
outc can be written

as

P tot
outc = P su

txcP̈outc + (1− P su
txc)P̃outc , (4.25)

where, P su
txc is the probability that the SBS transmits. The additional outage prob-

ability of the PUE due to the SBS transmission is:

P pu
outc = P su

txcP̈outc + (1− P su
txc)P̃outc − P

nat
outc . (4.26)
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Remark 1. Note that, unlike the distance dependent case (4.3), P̃outc is not a scaled

version of P nat
outc due to randomness of the PUE and the FC.

In order to calculate P pu
outc , it is necessary to know P su

txc , P̈outc , P̃outc and P nat
outc . In

what follows we first demystify the problem of finding P su
txc . Secondly, we calculate

the distribution of the distances between the interfering entities (SBS-PUE and

PBS-SUE). Thirdly, based on the signal power statistics from the primary path, we

calculate P̈outc and P̃outc .

SBS Transmission Probability P su
txc

Similar to the distance dependent case, we use Signal to Noise Ratio (SNR) as the

sensing criterion and determine the detection probability of PUE from the CDF of

the received SNR at the SBS. The instantaneous received SNR is given by

Φc =
TpuXps

N0Le(Dps)
(4.27)

A capital letter is used for Dps to indicate that it now represents a set of values.

To simplify the mathematical analysis, only single slope pathloss model is used.

i.e., Le(Dps) = L0D
k
ps. The probability density function (PDF) of distance between

uniformly scattered points in a circle radius R(m) is given in [136, Eq. (10.8)] as,

fDps (dps, R) =
2dps
πR2

(
2cos−1

(
dps
2R

)
−dps
R

√
1−

d2
ps

4R2

)
(4.28)

where, 0 ≤ dps ≤ 2R and the mean is E[Dps] = 0.9054R. A similar expression for

the PDF has also been derived in [137]. For a given distance dps, the probability

that the SBS may not be able to hear the PUE is given in (4.8). Averaging the

above probability over dps (4.28) gives FΦc(φc) i.e.,

FΦc(φc) =

(2R)∫
0

FXps

(
N0d

k
psφc

G1

)
fDps(dps, R)ddps (4.29)



94

where, G1 = Tpu
L0

. The above integral doesn’t have any closed form solution. In

the last section of this Chapter, we will show that the distribution of Φc can be

approximated by Log-Skew Normal Distribution. However, in order to maintain

the continuity of the discussion we approximate this integral by the GMQ [129, Eq.

(25.4.33) with k = 1 ]. The upper limit of the above integral is normalised to 1, by

introducing a new variable dps = 2Rt. Applying GMQ gives

[P su
txc = FΦc(φc)] =

Nm0∑
m0=1

wm0FXps

(
N0tkm0

(2R)kφc

G1

)
A(tm0)

Nm∑
m0=1

wm0A(tm0)

, (4.30)

where, A(tm0) = 8
π

(
π − 2sin−1(tm0)− 2tm0

√
1− t2m0

)
, Nm0 is the number of poly-

nomials used for approximation, wm0 and tm0 are the weights and abscissa of GMQ,

their values are given in [129, Table 25.8] or can be calculated by the expressions in

[129, Eq. (25.4.33) ]. In the following, we will derive the distribution of the distances

Dps at which interference power will be generated by the SBS.

4.4.1 Distribution of Interference Generating Distances D̈ps,
and Interference Power ΘIc

It is evident from (4.8) that the fade is dependent on the mean signal power which in

turn is related to the distance dps. As such the interference contributing distances d̂ps

are those for which the fade xps ≤
N0dkpsεs

G1
. Given FXps(xps), the PDF of interference

contributing distances is

fD̈ps(d̈ps) =
1

C
FXps

(
N0d̈

k
psεs

G1

)
fD̈ps(d̈ps), (4.31)
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where, the normalisation factor C represents the probability that the SBS cannot

detect the PUE (when averaged over the whole cell), i.e., C = FΦc(εs). The inter-

ference power to the PUE becomes;

Θ̈Ic = G3
Ysp/Φ ≤ εs

d̈kps
, (4.32)

where, G3 = Tsb
L0

. The CDF and PDF of ΘI cannot be completely calculated,

because combining the bivariate CDF approximation in (4.13) with (4.31) yields

definite integrals for which a closed form is unknown (product of exponential and

two Gauss error function with finite integral limits). Using the same procedure as

in (4.29) and substituting d̈ps = 2Rt, the CDF FΘI (θI) is given as

FΘ̈Ic

(
θ̈Ic

)
=

1∫
0

tFXps,Ysp

(
εsN0(t2R)k

G1

,
θ̈Ic(t2R)k

G3

; ρ

)
A(t)dt. (4.33)

After applying GMQ and performing appropriate scaling, the final expressions of

the CDF and PDF of the interference power is given below, where wm2 (tm2) are the

weights (abscissa) for [129, Eq. (25.4.33) with k = 1 ],

FΘ̈Ic

(
θ̈Ic

)
=

Nm2∑
m2=1

wm2A(tm2 )

FΦc (εs)

Q(x1)Q(x2) +
Nm1∑
m1=1

ρwm1e

− 1

2(1−ρ2t2m1)
(x2

1−2ρtm1x1x2+x2
2)

2π
√

1−ρ2t2m1

,
(4.34)

fΘ̈Ic

(
θ̈Ic

)
=

Nm2∑
m2=1

wm2A(tm2 )

FΦc (εs)

(
Q(x1)fLf

(
θ̈Ic ;

G3

(tm22R)k
, σsp

)
Nm1∑
m1=1

ρwm1(10ρtm1x1−10x2)e
− 1

2(1−ρ2t2m1)
(x2

1−2ρtm1x1x2+x2
2)

2π ln(10)θ̈Iσsp(1−ρ2t2m1)
3
2

 ,

(4.35)

where, x1 =
10log10

(
εsN0(tm22R)k

G1

)
σps

, x2 =
10log10

(
(tm22R)kθ̈Ic

G3

)
σsp

.
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4.4.2 Distribution of D̈p

Since the distances dps, dp and ds are correlated, a change in the PDF distribution

of dps (4.31) also changes the distributions of both dp and ds. In the following, we

derive the distribution of the distances fD̈p(d̈p), for which the SBS cannot detect the

PUE (the SBS transmits), and the distances fD̃p(d̃p), for which the SBS can detect

the PUE (the SBS does not transmit).

Remark 2. The distribution of D̃s, fD̃s(d̃s) is same as fD̃p(d̃p).

The separation dps between PUE and SBS is given by the cosine rule. The

location of the PUE is given by dp∠$p (polar representation), and the location of

the SBS is given by ds∠$s i.e.

dps =
√
d2
p + d2

s − 2dpds cos($p −$s), (4.36)

where, $p −$s is an angle between the SBS and the PUE (Fig. 4.2(b)).

4.4.2.1 fD̈p(d̈p), for which the SBS cannot detect the PUE

Here, the probability that the SBS is going to transmit from distance dps is given

by FXps

(
N0dkpsεs

G1

)
. Due to circular symmetry of the problem the angle distributions

do not change. Since the SBS is uniformly(independently) placed, the change in

distance distribution of the PBS-PUE fD̈p(d̈p), is same as the change in distance

distribution of the PUE-SBS path, fD̈ps(d̈ps). This change is the scaling factor

1
C
FXps

(
N0d̈kpsεs

G1

)
from (4.31), and gives after substituting for dps

fD̈p(d̈p, ds, $) =
1

FΦc(εs)
FXps

εsN0

(
d̈2
p + d2

s − 2d̈pds cos($p −$s)
) k

2

G1

 fDp(d̈p).

(4.37)
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The above equation is a joint function of d̈p and ds and $ = $p − $s. To find

the distribution of fD̈p(d̈p) over a whole cell, the variables ds and $ need to be

marginalised. The angles$p and$s are uniformly distributed ans so the distribution

of $ can be calculated from the convolving the PDF R.Vs [68]. The PDF of ds and

$ is given as

fDs(ds) =
2ds
R2

, fΠ($) =

{
2π − |$|

4π2
,−2π ≤ $ ≤ 2π . (4.38)

The PDF fD̈p(d̈p) can be calculated by solving the following integrals.

fD̈p(d̈p) =

R∫
0

2π∫
−2π

fD̈p(d̈p, ds, $)f$($)fDs(ds)d$ dds

R∫
0

R∫
0

2π∫
−2π

fD̈p(d̈p, ds, $)fΠ($)fDs(ds)d$ dds dd̈p

. (4.39)

The denominator is a scaling factor which represents the average probability of dis-

tance dp over which the SBS cannot detect the PUE. The solution of the above inte-

grals do not exist. Applying GMQ’s and simplifying the notation,
Nm3∑
m3

Nm4∑
m4

=
Nm3 ,Nm4∑
m3,m4

,

the final expression is given below,

fD̈p(d̈p) = (4.40)

Nm3 ,Nm4∑
m3,m4

4wm3wm4(1− tm3)FXps

(
εsN0

(
d̈2
p+(Rtm4)

2
−2d̈pRtm4 cos(2πtm3 )

) k
2

G1

)
fDp(dp)

Nm∑
(m3,m4,m5)

8wm3wm4wm5(1− tm3)FXps

(
εsN0

(
(Rtm5)

2
+(Rtm4)

2
−2R2tm4 tm5 cos(2πtm3 )

) k
2

G1

) ,

where, wm3 (tm3) are the weights (abscissa) for [129, Eq. (25.4.33) with k = 0 ], wm4

(tm4) and wm5 (tm5) are the weights (abscissa) for [129, Eq. (25.4.33) with k = 1 ].

4.4.2.2 fD̃p(d̃p), for which the SBS can detect the PUE

The distribution of fD̃p(d̃p) can be calculated by replacing FXps

(
N0dkpsεs

G1

)
by 1 −

FXps

(
N0dkpsεs

G1

)
in (4.37).
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4.4.3 Outage Probability of the PUE When the SBS Trans-
mits P̈out

Denoting Θ̈pc as the PUE’s received signal power from the PBS when the SBS

transmits, the SINR Ϋpuc and P̈outc is given as

Ϋpuc =
Θ̈pc

Θ̈Ic +N0

=
G2Xpp

(
10−3D̈p

)−n
Θ̈inc

, P̈outc = FΫpuc
(εout). (4.41)

Applying the similar procedure as in (4.29) and using GMQ, the CDF of Θ̈pc is:

FΘ̈pc
(θ̈pc) =

Nm5∑
m5

Rwm5

2

1 + erf

10log10

(
θ̈pc(Rtm5)

n

G2103n

)
√

2σp


 fD̈p(Rtm5). (4.42)

Assuming Θ̈pc and Θ̈Ic to be independent because they include independent shadow

fading gains5. A procedure similar to (4.19) is adopted to express the integral in

terms of GHQ. Using (4.35), the CDF of Ϋpuc is given as

FΫpuc
(ϋpuc) =

Nm2∑
m2=1

Nh∑
h=1

wm2whA(tm2 )

FΦc (εs)

(
Q(x1)√

π
FΘ̈pc

(
ϋpuc

(
e

ln(10)
10 (

√
2σspth+µm2) +N0

))
+

Nm1∑
m1=1

2ρwm1(ρtm1x1−thµm1)e
− 1
µ2
m1

(x2
1−2ρx1tm1 thµm1)

√
2πµ2

m1

FΘ̈pc

(
ϋpuc

(
e

ln(10)
10 (σspthµm1+µm2) +N0

)))
,

(4.43)

where, µm1 =
√

2(1− ρ2t2m1
), µm2 = 10log10

(
G3

(tm22R)k

)
.

5This has been verified based on simulation analysis which was carried out over all the relevant
range of system parameters. The results indicated that the correlations between Θ̈pc

and Θ̈Ic is in
the order of 10−3 and thus can be neglected.
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4.4.4 Outage Probability of the PUE When the SBS Stays
Quiet P̃outc

When the SBS does not transmit, the outage probability P̃outc can be calculated

from the SNR Υ̃puc .

Υ̃puc =
Θ̃pc

N0

=
G2Xpp

(
10−3D̃p

)−n
N0

, P̃outc = FΥ̃puc
(εd), (4.44)

where, Θ̃pc is the received power at the PUE from the PBS, and D̃p is the set of

distances when the SBS is not transmitting. The distribution of fD̃p(d̃p) is obtained

by changing FXps(.) in (4.40) to 1 − FXps(.) in fD̈p(d̈p). The probability P̃outc is

calculated by replacing G2 with G2

N0
in the error function (4.42).

4.4.5 Natural Outage Probability of the PUE, P nat
out

Similar to the previous scenario, the natural outage can be calculated from the SNR

at the PUE. The natural outage is

[P nat
outc = FΥnatpuc

(
υnatpuc

)
] =

e
(lp+

10log10(106G4)√
2σpp

)2βpp
(

1 + erf
(

10log10υ
nat
puc√

2σpp
+ lp

))
2R2

− (4.45)

e
−2

(
10log10υ

nat
puc
−10log10(106G4)
√

2σpp

)
βpp+β2

pp
(

1 + erf
(

10log10υ
nat
puc√

2σpp
+ lp − βpp

))
2R2

,

where, G4 = G2

N0
, lp = 10nlog10R−10log10(106G4)√

2σpp
, βpp = ln(10)

√
2σpp

10n
.

The additional outage probability is calculated based on equations (4.26) (4.45)

and the outage probability derivations in the previous sections.

4.4.6 Numerical Results

In this section, we give some numerical examples of detection probability Pd, In-

terference power ΘIc , and the additional outage probability P pu
outc of the PUE. In
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Figure 4.5: Detection probability Pd of PUE for different values of R and sensing
threshold εs, given Tpu = 0.8W, and k = 3.5. The SBS transmission probability on
the right hand axis.

simulations the antenna gains of the PUE and SBS are assumed to be 1 and the

factors G1, G3 are calculated as follows

G1 =
Tpu
L0

, (G3) =
Tsb
L0

. (4.46)

The values of the quadrature variables are taken as {Nm0 , Nm1 , Nm2 , Nm3 , Nm4 , Nm5} =

20 and Nh = 16. The values of the system parameters are summarised in Table 4.2

and Table 4.3.3 unless mentioned otherwise. Although some of the values in Table

4.2 are mentioned in dB, they are transformed to linear scale prior to numerical

evaluation. Fig. 4.5 shows the detection probability of the PUE versus the sensing

threshold, as calculated from (4.29). The marker ’+’ represent the simulation values

which clearly agree with the derived results. The detection probability reduces as

the cell size R is increased, indicating a higher probability that the SBS is outside

the transmission range of the PUE. For a normal macrocell radius of 1000− 2000m
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Figure 4.6: CDF of interference power for different values of R and ρ, given k = 3.5,
Tsb = 100mW , and εs = 10dB.

and εs = 10dB, the SBS can only detect 5− 17% of the PUE transmissions. When

the PUE is not detected the SBS has a transmission opportunity and its probability

is shown on the right hand axis. The curve shows the trade off between the sensing

threshold and the transmission opportunity. Lower sensing thresholds treat inter-

ference in a more conservative way, reducing the transmission opportunities. It is

particularly so for small cells, the effectiveness of the secondary FC reduces to 20%

for a sensing threshold of εs = 0dB in a cell of radius R = 500m.

Note. In order to investigate the impact of UL sensing, we include the scenario

εs = ∞ termed as Basic Access Scheme (BAS). In BAS, the SBS is always

transmitting in the DL channel. The scheme with a finite sensing threshold is

referred as Probabilistic Access Scheme (PAS).

Fig. 4.6 shows the CDF of the interference power to the PUE, given Tsb =
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100mW . The effect of correlation between the sensing and interference paths is

shown by the dashed lines. The effect of correlation is more dominant in small cells,

where higher interference powers occur. A 100% correlation between the paths

places a hard limit on the interference power; in this case 0.86e − 15W (approxi-

mately −110dBm), which is 2dB above the noise floor (N0 in Table 4.2). 20% of

transmissions would exceed this power level if there was no correlation between the

paths for a cell size of R = 500m. This drops to 5% for a 1000m cell and is negligible

for cell sizes of 2000m or greater.

Fig. 4.7 plots the additional outage probability caused by the presence of a

secondary cell. The top line shows the natural outage probability P nat
outc without SBS

transmission is 2%, averaged over the cell. It is primarily caused by shadow fading

on the PBS-PUE path, The second line shows the additional outage caused by the
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SBS without using any sensing mechanism. The additional outage is minimal, 0.5%,

at the normal operating wireless LAN power of 20dbm (0.1W). Sensing drops this to

0.14% even when the sensing and interference paths are uncorrelated. Correlation

almost halves this figure to 0.07% outage increase. Lower sensing thresholds (εs =

0dB) give even lower outage increases, but are not recommended because of the

lower transmission opportunities for the SBS (Fig. 4.5). In all the above cases the

additional outage is negligible compared to the natural outage and would not be

noticed. But we must emphasise that it is only for one secondary cell. Multiple

secondary FCs would be expected in a macrocell. We can expect the additional

outage to increase by the number of such secondary cells (first order approximation).

As an example, if it was deemed acceptable to allow the natural outage to increase

by a factor of 2 (to 4% in this example), then 4 FCs can be accommodated without
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any sensing Tsb = 20dBm, and with sensing this would increase to 14 for ρ = 0, and

28 for ρ = 1. Any further increase in FC numbers would require a reduction in their

transmission powers. At Tsb = 10dBm, (εs = 10dB) the number of FCs without

sensing can be increased to 13 and with sensing to 100 for ρ = 0 or 250 for ρ = 1.

Fig. 4.8 shows the PUE outage probability with respect to cell radius R. The

PUE additional outage caused by the BAS scheme is significantly high, emphasising

the need of sensing for cell radii< 1500m. In the case of PAS, we notice that the peak

of the additional outage occurs when the macrocell radius is between 1000−2000m.

Smaller cells are more likely to sense the PUE (because of strong signal levels) while

in larger cells, the PUE is more likely to be out of range, resulting in lower outages

in both cases. Again we see that correlation approximately halves the additional

outage. Note that the curve for a correlation of ρ = 0.5 is almost midway between

rho = 0 and ρ = 1, indicating an approximate linear relationship between ρ and

P pu
outc .

4.5 An Approximate Distribution of Distance Be-

tween Uniformly Distributed Points

The calculation of the PDF fΦc(φc) and the CDF FΦc(Φc) lacks mathematical

tractability due to the presence of inverse trigonometric and circular symmetric

functions in fDps (dps). For example, when the fading power is lognormal, the closed

form solution cannot be obtained. The problem also exists for rectangular spatial

distribution in [139], though it is not a very good model for the single cell geometry.

In the following, we present an approximate distribution of fDps (dps) so that the

ratio distribution in (4.27) can be quantified. Although the resulting distribution
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Figure 4.9: Ideal and approximated probability density function of the distance
between uniformly distributed points in a circle with unit radius

has a closed form it is still mathematically inconvenient. We apply further simplifi-

cations and show that the Skew Normal Distribution can approximate fΦc(φc) where

the cell SNR is measured in dB (i.e. fΦdBc
(φdBc )). To the best of our knowledge such

an approximation has not been presented before.

4.5.1 Heuristic Approximation (HA).

Fig. 4.9(a) shows the plot of fDps (dps) for R = 1. It can be seen that the profile

(slope) of the distribution changes around R. The left portion of the distribution

follows a parabolic (quarter circle) curve, whereas the right portion nearly follows

a straight line with a negative slope. Using these observations, the PDF is ap-

proximated as parabolic in the left portion, whereas in the right portion instead of
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employing a straight line approximation, we opted for a form md+ bds,

f̂Dps(dps) =

{
a
(
2r̄dps − d2

ps

)
0 ≤ dps ≤ R,

a
(
mdps + bdsps

)
R < dps ≤ 2R,

(4.47)

where, r (≈ 0.9E[D]) is the mode of the fDps (dps) and a is a normalisation constant

such that the integral of the PDF is equal to 1. The values of m and b are calculated

such that the transition from the left portion to the right portion is continuous at

R and the PDF reaches zero at 2R (fDps(2R) = 0). The values of these variables

are: m = −b(2R)s

(2R)
, b = (2R)(2Rr̄−R2)

(2R)Rs−R(2R)s
, a = 1

r̄R2−R3

3
+m 3R2

2
+b

(2R)s+1−(R)s+1

s+1

. The value of s

is calculated such that the mean absolute difference between the curves (E[|fD(d)−

fD̂(d)|]) is minimized. We found the minimum error to be 0.0171 (2.1% of the PDF

maximum) for s = 0.5. The values of m, b and a for s = 0.5 are: b = 2.1501R1.5,

m = −1.5203R, a = 1.2167R−3. The approximated PDF curve for s = 0.5 is shown

in Fig. 4.9(b). The transmission probability over the cell is P su
txc = FΦc(εs). Similar

to (4.19), the CDF can be calculated by solving the integral in (4.29),

FΦc(φc) =

2R∫
0

FX

(
φcD

k
psL0N0

Tpu

)
f̂Dps(dps) ddps. (4.48)

If we use the Heuristic Approximation (HA) in (4.47), the above integral can be split

into two sub integrals with limits 0 to R and R to 2R respectively. Using a similar

procedure, the CDF or the PDF can be obtained for other fading distributions

e.g., gamma distribution. The following closed form CDF FΦc(φc) is calculated by



107

algebraic manipulation and using the integral identity [149, Eq. (1.5.2.3)]

FΦc(φc) =

a r̄eβ
2
1 g

2
k

2

(
e−β1(β1+2l0)J

(
10log10φc√

2σps
− l0

)
− e

−20β1log10φc√
2σps J

(
10log10φc√

2σps
− β1 − l0

))
−

ae
9β2

1
4 g

3
k

6

(
e−

3
4
β1(4l0+3β1)J

(
10log10φc√

2σps
− l0

)
− e

− 30β1log10φc√
2σps J

(
10log10φc√

2σps
− 3β1

2
− l0

))
+

ameβ
2
1 g

2
k

4

 −e−β1(2l0+β1)J
(

10log10φc√
2σps

− l0
)

+ e(2l1−β1)β1J
(

10log10φc√
2σps

+ l1

)
+

e
− 20β1log10φc√

2σps

(
J
(

10log10φc√
2σsp

− l0 − β1

)
− J

(
10log10φc√

2σps
+ l1 − β1

))
+

abe
9β2

1
16 g

3
2k

3

 −e− 3
8
β1(4l0+

3β1
2

)J
(

10log10φc√
2σps

− l0
)

+ e
3
8
β1(4l1− 3β1

2
)J
(

10log10φc√
2σps

+ l1

)
+

e
− 30β1log10φc

2
√

2σps

(
J
(

10log10φc√
2σps

− l0 − 3β1

4

)
− J

(
10log10φc√

2σps
+ l1 − 3β1

4

))
 .

(4.49)

The PDF in dB φdBc scale is shown below

fΦdBc
(φdBc ) =

aβ0 r̄g
2
k eβ1

2−2β0φdBc J
(

φdBc√
2σps
− β1 − l0

)
− 0.5aβ0g

3
k e

9β1
2

4
−3β0φdBc J

(
φdBc√
2σps
− 3β1

2
− l0

)
0.5aβ0mg

2
k eβ1

2−2β0φdBc

(
J
(

φdBc√
2σps
− β1 + l1

)
− J

(
φdBc√
2σps
− β1 − l0

))
+

0.5aβ0bg
3
2k e

9β1
2

16
− 3β0φ

dB
c

2

(
J
(

φdBc√
2σps
− 3β1

4
+ l1

)
− J

(
φdBc√
2σps
− 3β1

4
− l0

))
,

(4.50)

where, J(.) = 1 + erf(.), β0 = ln(10)
10k

, l0 =
10log10(g/Rk)√

2σ
, l1 =

10log10((2R)k/g)√
2σ

, β1 =

ln(10)
√

2σ
10k

, and g = Tpu
L0N0

.

4.5.2 Central Moment Matching- Skew Normal Distribu-
tion

Although, the above equation represents a fairly accurate closed form solution, it

is still inconvenient for further analysis. In the following, we first derive 2 key

properties of fΦdBc
(φdBc ) and use them as a basis for moment matching to obtain a

mathematically tractable PDF.

Remark 3. The following properties can also be derived from the original distribu-

tion (4.28). Here, we use HA due to the ease of analysis and demonstration.
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Property 1. The PDF fΦdB(φdB) is always unimodal.

From (4.27), ΦdB
c = XdB+DdB, whereXdB = 10 log10Xps andDdB = −10k log10Dps.

An alternate method of calculating fΦdB(φdB) requires the convolution of the PDF

fXdB(xdB) and f̂DdB(ddB) [68]. From [141], it is well known that the convolution of

log-concave unimodal functions is also unimodal. Since fXdB(xdB) (Gaussian dis-

tribution) is unimodal and log-concave [68], the unimodality can be established by

proving the log-concavity of f̂DdB(ddB), i.e.,
d2 log(fDdB (ddB))

dd2
dB

≤ 0, where

d2 log(fDdB(ddB))

dd2
dB

=


− 0.4330R2.5e

0.115ddB
k

k2

(
2.15R1.5−1.52Re

0.115ddB
k

)2

−10klog102R < ddB ≤
−10klog10(R)

− 0.0865Re
0.23ddB

k

k2

(
1−1.6298Re

0.23ddB
k

)2 −10klog10R < ddB ≤ +∞

(4.51)

Since the second derivative is negative on both the intervals, the Property 1 is

proved.

Property 2. The PDF fΦdBc
(φdBc ) is skewed.

This can be visualised by the fact that the third central moments of the sum of

two independent random variables (XdB + DdB) follow the superposition law [68].

Since the third central moment of XdB = 0, the skewness, ξdB, of fΦdBc
(φdBc ) can be

simplified as

ξdB =
(332126 + 107.454(lnR) + 79.1966(lnR)2 − 108.098(lnR)3)

(3911.05 + β2σ2 × 10−4 + 0.527864(lnR)− 1.08075(lnR)2)1.5 , (4.52)

where β = ln(10)
10k

. Traditionally, the gamma distribution is widely used in approxi-

mating distributions with Moment matching such as composite fading and lognormal

fading [142][143]. However, the problem of using gamma distribution is that it does

not strictly follow unimodality [144]. To account for both unimodality and skewness

we choose the Skew Normal distribution (SND). From [145, Eq. (3)], the PDF and
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the CDF of SND Snd is given as

fSnd
(snd;αsnd, ζsnd, χsnd) =

1√
2πχ

e
−(snd − ζsnd)2

2χ2
snd

(
1 + erf

(
sndαsnd − αsndζsnd√

2χsnd

))
,

(4.53)

FSnd
(snd;αsnd, ζsnd, χsnd) = Q

(
ssnd − ζsnd

χsnd

)
− 2T

(
snd − ζsnd

χsnd

, αsnd

)
,

where, T(., .) is the Owen’s T function [145], ζsnd is the location parameter, χsnd is

the scale parameter, and αsnd indicates the right(> 0) or left skewness (< 0). The

mean µsnd, variance σsnd, and skewness ξsnd of the SND is given as

µsnd = ζsnd + χsndδsnd

√
2

π
, where δsnd =

αsnd√
1 + α2

snd

, (4.54)

σ2
snd = χ2

snd

(
1− 2δ2

snd

π

)
, ξsnd =

(
4− π

2

) (
δsnd

√
2
π

)3

(
1− 2δ2

snd

π

)3/2
,

whereas, the mean and the variance of ΦdB
c are:

µdB = 10 log10

(
Tp
L0N0

)
+

0.244238− 1.00011 ln(R)

β
, (4.55)

σ2
dB = σ2 +

0.391105

β2
+

5.27864× 10−5(lnR)

β2
− 1.08075× 10−4(lnR)2

β2

Note that the maximum allowable value of skewness ξsnd is 0.995 [145], with slight

abuse of notation we write ξdB = min{0.995, ξdB}. For small R, the terms containing

ln(R) in σdB and ξdB can be ignored. Equating the above with (4.54) gives,

δsnd =

√
ξ2
dB

0.3622 + 0.6366ξ2
dB

, αsnd =
ξdB√

0.3622− 0.3634ξ2
dB

, (4.56)

χsnd =
√
σ2
dB + 1.75759σ2

dBξ
2
dB, ζsnd = µdB − 0.7979χsndδsnd.

If αsnd = 0 and only µdB and σdB are matched, the SND distribution in (4.53)

becomes the normal distribution (ND). The PDF and the CDF fΦc(φc) and FΦc(φc)
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Figure 4.10: Detection probability Pdc = 1 − P su
txc = 1 − FΦc(φc) versus sensing

threshold for different cell radii R. Monte Carlo simulations are shown by the
marker ‘*’.

can be calculated from fΦdBc
(φdBc ) by simple random variable transformation (Log-

Skew Normal Distribution).

Numerical Results

Fig. 4.10 shows the detection probability Pdc = 1 − P su
txc = 1 − FΦc(φc), of the

PUE for different values of sensing threshold, εs and cell radius, R. The simulation

parameters are Tpu = 0.8, L0 = 10
41
10 , σ = 6dB, k = 3.5 and N0 = 10

−142
10 W. For

these parameter values and R = 1000m, the PDF curves are shown in Fig. 4.11(a).

Both the PDF and the CDF curves highlight that the difference between the Monte

Ccarlo and heuristic approximation based result is very small. The Skew Normal

Distribution (SND) provides a better fit than Normal Distribution (ND). To test

the goodness of fit, we apply the Kolmogorov-Smirnov (KS) method [68, Eq. (9.71)]

to the three distributions. Similar to [146], the sole purpose here is to establish

convergence (rather than the hypothesis (hyp) acceptance or rejection). For the
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Figure 4.11: Left: PDF of SNR, Right: Absolute maximum error for KS method.
Monte Carlo simulations are shown by the marker ‘*’.

sample size SZ , the KS measures the maximum absolute error Umax between the

hypothesised distribution Fhyp (hyp ∈ {HA, SND,ND}) and the Monte Carlo (sim)

distribution Fsim. This error is compared to a critical error Ucrit for the given

significance level SL [68, Eq. (9.73)]. If Umax ≤ Ucrit, the term 1 − SL gives the

probability that the simulation results are within the tolerance region on both side

of the hypothetical curve i.e. Fsim − Umax ≤ Fsim ≤ Fhyp + Umax [68], where the

tolerance is ±Ucrit. For example, for the significance level of SL = 0.001, the critical

error is Ucrit = 0.02. If the maximum absolute error is Umax = 0.019, then 99.99%

of the Montecarlo CDF values are within the hypothesised distribution’s range of

±0.02 (since 0.019 < 0.02).

Fig. 4.11(b) shows Umax and Ucrit for the three hypothesised distribution where

Ucrit = 0.02 is calculated for a sample size SZ = 10, 000 and the significance level

SL = 0.001. The simulations are averaged over 10 runs. The heuristic approximation

gives the lowest maximum error, well below the critical levelUcrit. The Skew Normal
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Distribution (SND) remains under the Ucrit = 0.02 in the measurement range of the

fading standard deviation. The ND stays above the critical errorUcrit, for σ < 12dB,

however as σ increases the ND improves and converges to the SND approximation.

The maximum absolute error of 0.02 represents a 2% of full scale difference between

the CDFs, FΦc(φc). Note this is consistent with the curves in (Fig. 4.10) where the

discrepancies between Monte Carlo simulations and the SND generally occur below

2× 10−2 on the log scale of detection probability.

4.6 Summary

In this Chapter, we have presented a sensing and access scheme which exploits the

duplexing structure of the cellular networks. In essence, it enables secondary FCs

(SBS and SUE) to use sensing information from the UL channel to transmit in

the corresponding DL channel. This is hypothesised by the spectrum measurement

carried out in our lab, indicating strong DL signals and very weak ( non-existent)

UL signals. We have presented an example of a GSM network which provides this

sensing and access flexibility. This scheme can be generalised to next generation

networks like LTE, provided the resource block map is known or can be decoded.

In a location aware scenario, we have derived expressions for interference power

and outage probability of the PUE that considers distance dependent path loss,

shadow fading and correlation between the sensing and the interfering paths. We

use correlation to examine the scenarios in which the sensing and transmissions

are not necessarily confined to the same node. The PUE is most susceptible to

interference at a distance of between 0.5− 1km from the FC. Correlation can halve

the additional PUE outage caused by the SBS. As the PUE-SBS distance increases

(> 1.5km) pathloss becomes dominant and the correlation gain fades away. We
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found that this DL access scheme is more suitable for home/office or other indoor

applications, where the intended range of FC is less than ≤ 50m. The FC range

drops to 20m when operated close to the PBS (< 0.5km) because of DL interference

from the macrocell. Therefore, to increase the FC range, the SBS needs to transmit

with more power which is possible considering the low interference susceptibility of

the PUE near the PBS.

In a cell-wide scenario, we quantified the expected interference and outage prob-

ability for a randomly placed PUE and SBS. The additional PUE outage is low

compared to the natural outage of the macrocell, indicating the potential for mul-

tiple FC activity. The results indicate that the sensing requirement can be relaxed

in the case of a single FC with cell radii > 1500m. Conservative setting of the

sensing threshold (0dB) reduces SBS transmission opportunities and in the case of

small cells makes the FC as good as useless (always off). To quantify the SBS trans-

mission opportunities in a shadow fading environment, a heuristic approximation

is presented for the distance distribution between two uniformly scattered points.

The resulting unwieldily expression for the transmission opportunity is simplified

to a Skew Normal Distribution using central moment matching. This hypothesis is

verified through the Kolmogorov- Smirnov goodness of fit test with an error of less

than 2%.

Fast fading is not considered in the above analysis, its affect can be marginalised

by diversity measures such as: sensing in multiple TDMA frames (time diversity); us-

ing multiple antennas (space diversity); transmitting (coding) over multiple frames;

aggregating channels (wide band transmission) or frequency hopping (hopping pat-

tern must be known).



Chapter 5

On Generalised SINR Bounds: A
Steffensen’s Inequality Approach

In the previous Chapter, we learned that the integral leading up to the CDF or the

PDF of the SINR is mathematically intractable. This shortcoming was addressed

by using Gaussian quadratures (Section 4.1-Section 4.5). However, their application

depends on the integral form [129] and their accuracy is a function of the number

of polynomials. A different approach that removes these dependencies relies on

integral inequalities. Although not as accurate as quadratures, integral inequalities

establish a bounding region by exploiting the properties of the integrand functions.

This region establishes the variation in the actual outcome and can be further used

to study system performance.

In general, the CDF (or the PDF) calculation of arithmetically involved random

variables requires a solution to an integral of product functions. Integral inequalities

decouple the integral of product functions to the integrals of individual functions, by

exploiting the convexity, monotonicity etc. of the integrands. Specifically, the SINR

is a ratio of random variables (2.1) and its CDF involves the integral calculated

over the product of numerator CDF and denominator PDF (2.3). For reader’s

114
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convenience, the CDF expressions is given below

FΥ(υ) =

b∫
N0

FΘp (υθin) fΘin (θin) dθin, (5.1)

where, Υ represents SINR, FΥ(υ) is the SINR’s CDF 1, Θp denote the received power

from the primary path, Θin is the interference plus noise power (Θi +N0), FΘp (.) is

the CDF of Θp, and fΘin (θin) is the PDF of θin. Generally, the solution of the above

integral is unknown for commonly used fading models such as gamma and lognormal

distributions. One may be tempted to solve this problem by integral inequalities

such as Cauchy-Schwarz-Buniakowsky inequality, Čebyšev inequality, Minkowski

inequality, and Hölder’s inequality etc., due to inherent similarities in the functional

form. However, these inequalities express both the individual integrals (numerator

CDF FΘp (υθin) and the denominator PDF fΘin (θin)) over the same integration

limits as the original integral(5.1). Since, one of the individual integrals involves a

CDF, the end results are often intractable.

Fortunately, Steffensen’s inequality provides us with a form in which the integral

of one individual function defines the integral limit of the other integral. By careful

selection of the individual function, the problem described in the previous paragraph

can be averted. In particular, the contributions of this Chapter are as follows.

• We apply Steffensen’s inequality to derive generalised bounds for the SINR’s

CDF by assuming that the fading on the signal path (PBS-PUE) and the

interfering path (SBS-PUE) are independent, and the mode2 of their PDF’s

1The first and second order statistics of the SINR using negative moments of random variables
are provided in [148].

2The mode is the defined as the value of a random variable at which its PDF attains a maximum
value [68]. In practice, it is equivalent to finding a maximum of a function. Mode is a key property
of any probability density function. It is well known for commonly used distribution, such as
Lognormal, Gamma, and Gaussian distributions. For the cases in which the mode is not known,
one can approximate it using series expansion.
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are known.

• We show that if the interfering path’s PDF is unimodal (the majority of fading

distribution are unimodal [150]), then the possibility of trivial bounds can be

avoided.

• We apply these derivations to gamma-gamma fading channels and present

previously unknown bounds. Furthermore, the effects of the interfering path’s

scale and shape parameters on these bounds are investigated.

5.1 Steffensen’s Inequality

In its simplest form, the Steffensen’s inequality is given as [20, Eqs. (2.1) & (2.2)]

x1∫
x1−λ

S(x)dx ≤
x1∫
x0

S(x)R(x)dx ≤
x0+λ∫
x0

S(x)dx (5.2)

where λ =
x1∫
x0

R(x)dx, S(x) is integrable and monotonically decreasing in (x0, x1),

and R(x) is measurable such that 0 ≤ R(x) ≤ 1 for x ∈ (x0, x1). From the above

equation, it can be seen that Steffensen’s inequality decouples the integral of the

product functions into integrals of the individual functions. The bounds are ex-

pressed as the integral of function S(x) calculated over length λ from the end points

(limits of the actual integration problem).

Notation

We use the following notation to identify the bounds, Ωz
b(y), where y ∈ {L,U} refers

to the lower and upper bound respectively. Since this paper investigates multiple

lower and upper bounds, we use z ∈ {1, 2, 3, 4} to identify the particular bound.

The variable b is the upper integration limit.
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The remainder of the Chapter is organised as follows. In Section 5.2 we derive the

bounds over the support of the interfering path’s PDF. Section 5.3 is dedicated to

unimodal distributions. Based on these derivations, the bounds on gamma-gamma

fading are given in Section 5.4. The results showing the tightness of the bounds are

given in Section 5.5. Section 5.6 outlines the conclusion. The findings of this Chapter

will be submitted for review in IEEE Transactions on Wireless Communications

[147].

5.2 Lower and Upper bounds of CDF, When Θin

has Bounded Support [N0, b)

Applying the Steffensen inequality to (5.1) such that, x0 = N0, x1 = b, x = θin,

S(x) = 1 − FΘp (υθin), R(x) =
fΘin

(θin)

f∗Θin
, where f ∗Θin = max {fΘin (θin)}. By simple

algebraic manipulation, the following bounds on CDF are obtained.

Ω1
b : f ∗Θin

N0+ (f ∗Θin)−1∫
N0

FΘp (υθin) dθin ≤ FΥ(υ) ≤ f ∗Θin

b∫
b− (f ∗Θin)−1

FΘp (υθin) dθin

(5.3)

5.2.1 Lower and Upper bounds of CDF, When Θin has Semi-
Infinite Support [N0,∞)

In (5.3), if b approaches ∞, the CDF has following bounds.

Ω1
∞ : f ∗Θin

N0+(f∗Θin
)−1∫

N0

FΘp (υθin) dθin ≤ FΥ(υ) ≤ f ∗Θin lim
b→∞

b∫
b−(f∗Θin

)−1

FΘp (υθin) dθin

(5.4)
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The upper bound in the above equation can be simplified using the identities;

FΘp (∞) = 1 and f ∗Θin > 0, which gives

FΥ(υ) ≤ 1 (5.5)

In the above equation, we note that the upper bound on the CDF is too trivial. To

overcome this shortcoming, equation (5.1) is integrated by parts. Denoting 3

C (θin) =

∫
fΘin (θin)dθin, and D (υθin) =

dFΘp (υθin)

dθin
, (5.6)

the CDF can be written as

FΥ(υ) = C (b)FΘp(υb)− FΘp (υN0)C (N0)−
b∫

N0

D (υθin)C (θin)dθin (5.7)

Applying Steffensen’s principle such that S(x) = C(b)− C (θin), R(x) = D(υθin)
qc(υ)

,

where qc(υ) = max (D (υθin)) (for notational convenience we drop υ in qc(υ)) the

limits on the underlined term are

−qc

b∫
b−λ

C (θin)dθin ≤ −
b∫

N0

C (θin)D (υθin)dθin ≤ −qc

N0+λ∫
N0

C (θin)dθin (5.8)

where λ0 =
b∫

N0

D(υθin)
qc

dθin =
FΘp (υb)

qc
− FΘp (υN0)

qc
. Combining the above equation with

(5.7) gives:

Ω2
b : C (b)FΘp(b)− FΘp (υN0)C (N0)− qc

b∫
b−λ0

C (θin)dθin ≤ FΥ(υ) ≤ C (b)FΘp(υb)

−FΘp (υN0)C (N0)− qc
N0+λ0∫
N0

C (θin)dθin

(5.9)

As b approaches infinity, the above bounds simplifies to

Ω2
∞ : FΘp (υN0) ≤ FΥ(υ) ≤ C (∞)− FΘp (υN0)C (N0)− qc

N0+λ0∫
N0

C (θin)dθin,

(5.10)

3The indefinite integral of PDF fΘin
(θin) may not be equal to the CDF FΘin

(θin), e.g., lognor-
mal distribution. The equality condition only hold when C (θin) = 0.
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after applying the following:

lim
b→∞
−qc

b∫
b−λ0

C (θin)dθin = −C(∞) + C(∞)FΘp (υN0), and (5.11)

C(∞)FΘp (υN0)− FΘp (υN0)C (N0) = FΘp (υN0.)

Following the definition of SINR (4.41), the lower bound in Ω2
∞ is a fairly trivial

bound as it represents SNR.

5.3 CDF bounds- When fΘin
(θin) is Unimodal

An alternate to the above that generally leads to a tighter upper bound involves

splitting the PDF fΘin(θin) (in (5.1)) into multiple subintervals. Since the major-

ity of fading distributions are unimodal, we choose 2 subintervals separated at the

distribution mode. This leads to monotonically increasing and monotonically de-

creasing profiles of fΘin(θin). In the following, we derive the CDF bounds. The PDF

bounds are given in Appendix B.

5.3.1 Lower and Upper bounds of CDF, When Θin has Bounded
Support [N0, b)

We split the integral in (5.1) to sub integrals such

FΥ(υ) =

I1︷ ︸︸ ︷
θ∗in∫
N0

FΘp (υθin) fΘin (θin) dθin +

b∫
θ∗in

FΘp (υθin) fΘin (θin) dθin

︸ ︷︷ ︸
I2

(5.12)

Applying Steffensen inequality such that R(x) = FΘp (υθin) is same in both I1 and

I2, and S(x) = f ∗Θin−fΘin(θin) in I1 and S(x) = fΘin(θin) in I2, the following bounds

are obtained on I1 and I2.

FΘin (N0 + λ1)− FΘin (N0) ≤ I1 ≤ FΘin (θ∗in)− FΘin (θ∗in − λ1) (5.13)
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b∫
b−λ2

fΘin (θin) dθin ≤ I2 ≤ FΘin (θ∗in + λ2)− FΘin (θ∗in) (5.14)

where, λ1 =
θ∗in∫
N0

FΘp (υθin) dθin, λ2 =
b∫

θ∗in

FΘp (υθin) dθin. Combining I1 and I2 gives

Ω3
b : FΘin (N0 + λ1)− FΘin (N0) +

b∫
b−λ2

fΘin (θin) dθin ≤ I2 ≤ FΘin (θ∗in + λ2)−

FΘin (θ∗in − λ1)

(5.15)

Alternatively, the bounds on I2 can be obtained from (5.9) by replacing N0 with θ∗in,

and than combining with (5.13). The bound on (5.1) now becomes:

Ω4
b : FΘin (N0 + λ1)− FΘin (N0) + C (b)FΘp(b)− FΘp (υθ∗in)C (θ∗in)−

qc
b∫

b−λ3

C (θin)dθin ≤ I2 ≤ FΘin (θ∗in)− FΘin (θ∗in − λ1) + C (b)FΘp(b)−

FΘp (υθ∗in)C (θ∗in)− qc
θ∗in+λ3∫
θ∗in

C (θin)dθin

(5.16)

where λ3 =
b∫

θ∗in

D(υθin)
qc

dθin =
FΘp (υb)

qc
− FΘp(υθ∗in)

qc

5.3.2 Lower and Upper bounds of CDF, When Θin has Semi-
Infinite Support [N0,∞)

As b approaches infinity in Ω3
b (5.15), the bounds reduce to

Ω3
∞ : FΘin (N0 + λ1)− FΘin (N0) ≤ FΥ(υ) ≤ 1− FΘin (θ∗in − λ1) (5.17)

This is because for υ > 0, the factor λ2 will approach ∞ (since FΘp (υθin) is an

increasing function of θin) and the integral in the lower bound of I2 approaches 0.

lim
{b,λ2}→∞

b∫
b−λ2

fΘin (θin) dθin = 0 (5.18)
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Similarly, applying the limit Ω4
b (5.16) and using the result in (5.11) gives:

Ω4
∞ : FΘin (N0 + λ1)− FΘin (N0)− FΘp (υθ∗in)C (θ∗in) + C(∞)FΘp (υθ∗in) ≤ FΥ(υ)

≤ FΘin (θ∗in)− FΘin (θ∗in − λ1) + C (∞)− FΘp (υθ∗in)C (θ∗in)− qc
θ∗in+λ3∫
θ∗in

C (θin)dθin

(5.19)

5.4 Gamma-Gamma fading

In this section, we derive SINR’s CDF bound when the signal powers on both the

primary and the interfering paths are gamma distributed i.e., gamma-gamma fading.

The gamma distribution is a Pearson-III type distribution, often used in modelling

composite fading channels [131][143] and is given by

fΘx(θx;mx, βx) = θmx−1
x

e−θx/βx

βmx Γ(mx)
for θx ≥ 0 (5.20)

FΘx(θx;mx, βx) =
γ
(
mx,

θx
βx

)
Γ(mx)

(5.21)

where x ∈ {i, p}, i represents the interference path and p represents the primary

path, mx is the shape parameters and βx is the scale parameter, γ(mx, y) and Γ(mx)

are lower incomplete and complete gamma functions respectively [129]. Both func-

tions are a special form of the generalised incomplete gamma function and are defined

in [151]

Γ(mx, y0, y1) =

∫ y1

y0

tmx−1 e−t dt (5.22)

γ(mx, y1) = Γ(mx, 0, y1), Γ(mx, y0) = Γ(mx, y0,∞), Γ(mx) = Γ(mx, 0,∞)

The SINR’s PDF can be calculated by differentiating (5.1) with respect to υ i.e.,

fΥ(υ) =

b∫
N0

dFΘp (υθin)

dυ
fΘin (θin) dθin (5.23)
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Substituting (5.20) in (B.1) and subsequently applying integral identity in [149, Eq.

(3.383.4)], the SINR’s PDF becomes4

fΥ(υ) =
υmp−1e

N0
mi

β
mp
p Γ(mp)β

mi
i

(
βp + βiυ

βpβi

)−mp+mi+1

2

N
mp+mi−1

2
0 e

(βp+βiυ)N0
2βpβi (5.24)

Wmp−mi+1

2
,−mp+mi

2

(
(βp + βiυ)N0

βpβi

)
where, W(.,.)(.) is Whittaker function [149]. The gamma-gamma SINR’s CDF can be

obtained by integrating the above expression, however, to the authors’ knowledge

the integral is not known except for some special case mp = 1 [140, Eq. (1.13.2.1)].

In what follows we apply the bounds of the previous section directly to the CDF of

gamma-gamma SINR. The mode and the maximum value of the gamma distribution

is given in [150].

θ∗in = N0 + (mi − 1)βi; f
∗
θin

= (mi − 1)mi−1βi
e−(mi−1)

Γ(mi)
, mi ≥ 1 (5.25)

Applying (5.4), the bounds Ω1
∞ are

f∗−1
θin

γ

mp,
(
υf∗−1
θin

+υN0

)
βp

+N0Γ

mp,N0υ
βp

,

(
υf∗−1
θin

+υN0

)
βp


Γ(mp)

−
βpΓ

1+mp,
N0υ
βp

,

(
υf∗−1
θin

+υN0

)
βp


υΓ(mp)

≤
FΥ(υ) ≤ 1

(5.26)

Similarly, the bound Ω2
∞ can be calculated by using the following equations,

qc =
υe−(mp−1)(mp − 1)mp−1

βpΓ(mp)
, λ0 =

βpΓ(mp)(1− γ(mp, N0υ/βp))

υe−(mp−1)(mp − 1)mp−1
(5.27)

Ω2
∞ :

γ(mp,
υN0

βp
)

Γ(mp)
≤ FΥ(υ) ≤

(1− γ(mp, N0υ/βp))γ
(
mi,

βpΓ(mp)(1−γ(mp,N0υ/βp))

υβie
−(mp−1)(mp−1)mp−1

)
Γ (mi)

−

(5.28)

υe−(mp−1)(mp − 1)mp−1βiγ
(

1 +mi,
βpΓ(mp)(1−γ(mp,N0υ/βp))

υβie
−(mp−1)(mp−1)mp−1

)
βpΓ(mp)Γ (mi)

4The distribution in (5.24) can also be calculated using Jacobian transformation ([11] see Ap-
pendix) or Mellin Transformation [152].
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The lower bound in (5.26) and upper bound in (5.28) can be combined to calculate

the complete bound on the CDF of SINR.

5.4.1 Unimodal

It is well known that gamma distribution is unimodal [150] for mi > 1. Since the

mode of the gamma distribution is known, the bounds are given as follows.

Ω3
∞ : 1

Γ(mi)
γ

(
mi,

θ∗inγ

(
mp,

υθ∗in
βp

)
−N0γ

(
mp,

υN0
βp

)
βiΓ(mp)

−
βpΓ

(
1+mp,

υN0
βp

,
υθ∗in
βp

)
υβiΓ(mp)

)
≤ FΥ(υ) ≤

1− 1
Γ(mi)

γ

(
mi, θ

∗
in −N0 −

θ∗inγ

(
mp,

υθ∗in
βp

)
+N0γ

(
mp,

υN0
βp

)
βiΓ(mp)

+
βpΓ

(
1+mp,

υN0
βp

,
υθ∗in
βp

)
υβiΓ(mp)

)
(5.29)

Ω4
∞ : + 1

Γ(mi)
γ

(
mi,

θ∗inγ

(
mp,

υθ∗in
βp

)
−N0γ

(
mp,

υN0
βp

)
βiΓ(mp)

−
βpΓ

(
1+mp,

υN0
βp

,
υθ∗in
βp

)
υβiΓ(mp)

)
+

γ

(
mp,

υθ∗in
βp

)(
1− γ(mi,mi−1)

Γ(mi)

)
Γ(mp)

≤ FΥ(υ) ≤ γ(mi,mi−1)
Γ(mi)

(
1−

γ

(
mp,

υθ∗in
βp

)
Γ(mp)

)
−

1
Γ(mi)

γ

(
mi, θ

∗
in −N0 −

θ∗inγ

(
mp,

υθ∗in
βp

)
+N0γ

(
mp,

υN0
βp

)
βiΓ(mp)

βpΓ

(
1+mp,

υN0
βp

,
υθ∗in
βp

)
υβiΓ(mp)

)
−

υe−(mp−1)(mp−1)mp−1

βpΓ(mp)Γ(mi)
(λ3 γ

(
mi,mi − 1 + λ3

βi

)
− βiΓ

(
mi + 1,mi − 1,mi − 1 + λ3

βi

)
+ (N0 − θ∗in)Γ

(
mi,mi − 1,mi − 1 + λ3

βi

))
(5.30)

where, λ3 = βpΓ(mp)

υe−(mp−1)(mp−1)mp−1

(
1− γ(mp,υθ∗in/βp)

Γ(mp)

)
.

5.5 Numerical Results

In this section we present some numerical results using the bounds derived in the

previous Sections. The actual CDF curves in these examples are verified by Monte

Carlo simulation and numerical integration of (5.1) using Gaussian quadratures

[129]. For brevity only Monte Carlo results are shown. Without loss of generality,
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Figure 5.1: Bounds in symmetrical fading conditions βi = 2, βp = 100, mp = mi =
2.5, N0 = 1.

we can write Υ =
Θp
N0

Θi
N0

+1
, in which case the scale parameters, βi and βp are normalised

by N0.

Fig. 5.1 plots the CDF bounds under symmetrical fading conditions i.e., when

the shape parameters of fading on the primary path and interfering path are equal

mp = mi = 2.5 (corresponding to Rician fading with a Kp = Ki = 3.4365 [153]).

In this scenario E[Θi] = 5 and E[Θp] = 250, thus representing a weak interference

channel. In general, the lower bounds Ω1
∞(L) and Ω4

∞(L) are strongest at small CDF

values, whereas for the CDF values greater than 0.1 the upper bounds are strongest.

The best lower bound is Ω1
∞(L), though its upper bound Ω1

∞(U) is trivial.

Considering the upper bounds, at these signal strengths, Ω4
∞(U) provides tightest

upper bound (Ω2
∞(U), Ω3

∞(U) which is only matched by Ω4
∞(U) at large (0.98) CDF

values). This can be explained as follows. At small to medium υ values, λ1 will
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Figure 5.2: Bounds in asymmetrical fading conditions βi = 2, βp = 100, mp = 2.5,
mi = 4, N0 = 1.

be insignificant (as the channel on the primary path is strong). Although λ0 > λ3,

C(θin) is an increasing function and the integral
θ∗in+λ3∫
θ∗in

C(θin) in Ω4
∞(U) yields a

larger area compared to
N0+λ0∫
N0

C(θin) in Ω2
∞(U), and thus a tighter bound. However,

at large υ values, λ3 approaches 0 and the effect of
N0+λ0∫
N0

C(θin) is comparable to

that of FΘin(θ∗in − λ1). This behaviour is also obvious from the Ω3
∞(U) (which is a

subset of Ω4
∞(U)). The comparable behaviour doesn’t hold if the interfering channel

is too weak, where Ω4
∞(U) crosses Ω2

∞(U). at large values of SINR. However, the

difference between the two is very small.

Fig. 5.2 plots the CDF bounds in asymmetrical fading conditions i.e., mp = 2.5,

mi = 4 (corresponding to Rician K factor Kp = 3.4365, Ki = 6.5). The profile of

the curves are fairly similar to the previous figure. However, it is interesting to note

that the difference between Ω1
∞(L) and Ω4

∞(L) is decreased to an extent they are
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almost equal. The change in Ω3
∞ is insignificant. Unlike the upper bounds there

is no comparable correspondence between the expressions for Ω1
∞(L) and Ω4

∞(L),

however, the variation is established by considering the impact of mi on their indi-

vidual behaviour. The decrease in Ω1
∞(L) value can be understood by the fact that

maximum of the interfering PDF f ∗θin (5.25) is a monotonically decreasing function

of mi (mi > 1). Although the integration limit in (5.4) increases with mi( N0 +

1/f ∗θin), the multiplication of f ∗θin with this integral compensates this increase. The

increase in Ω4
∞(L) can be visualized by substituting FΘin(θin) = C(θin) in (5.19)

Ω4
∞(L) =

T1=Ω3
∞(L)︷ ︸︸ ︷

FΘin (N0 + λ1) +

T2︷ ︸︸ ︷
FΘp (υθ∗in) (1− FΘin(θ∗in))

= 1
Γ(mi)

γ

(
mi,

N0+(mi−1)βi∫
N0

FΘp (υθin)dθin

βi

)
+ FΘp (υ(N0 + (mi − 1)βi))

(
1− γ(mi,mi−1)

Γ(mi)

)
(5.31)

For a given primary path parameters and βi, it is obvious that T1 is increasing

function of mi, whereas T2 represents a trade off at large values of mi (as γ(m,m−1)

is an increasing function of m). In this scenario, since βi has not changed and mi is

considerably small, Ω4
∞(L) increases. This is also indicated by T1 = Ω3

∞ in Fig. 5.2

and Fig. 5.3. In Fig. 5.3, the bounds Ω4
∞(L) and Ω1

∞(L) cross over validating the

above hypothesis.

The bounds Ω3
∞(L,U) and Ω2

∞(L) are the worst bounds in all scenarios. This

is because, contrary to other bounds, Ω3
∞(L,U) variation is only determined by the

area spanned by FΘp(υθin) from 0 to θ∗in, whereas the bound Ω2
∞(L) completely

ignores the interferer.
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Figure 5.3: Bounds in asymmetrical fading conditions- Impact of Interfering path’s
shape parameter, βi = 2, βp = 100, mp = 2.5, mi = 6, N0 = 1.

5.6 Summary

In this Chapter, assuming the knowledge of the mode of the primary and interfering

PDFs we have presented 4 generalised bounds on the SINR’s CDF using Steffensen’s

inequality. Specifically, 2 bounds are obtained by applying Steffensen’s inequality

directly, while the remaining 2 bounds are obtained by segregating the unimodal

PDF. The bounds derived in this paper are not only applicable to SINR but they

also lend themselves to the calculation of other product/ratio distribution. In the

case of gamma-gamma fading, we found that these bounds are sensitive to the shape

parameters of the interfering path’s PDF. The lower bounds at small SINR values

are tighter than their corresponding upper bounds, however, at medium-large SINR

values the upper bounds are fairly accurate. Exploiting the unimodal property of the

interfering PDF results in a tighter upper bound, though its lower bound counterpart
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is only suitable for large values of mi (mi > 5). Ω1
∞(L) and Ω4

∞(U) are the best

lower and upper bound on SINR respectively for practical values of mi. Importantly

all the bounds obtained in this paper honor the fundamental probability axioms.



Chapter 6

Conclusion and Further Research

In this thesis, we focused on two spectrum sharing techniques for cognitive radio net-

works; namely interweave access and underlay access. In the interweave approach,

the widely acknowledged spectrum pooling model was adopted and the secondary

user QoS parameters were derived. These parameters included, forced termina-

tion probability, blocking probability and throughput. In the underlay approach,

a sensing and access architecture was proposed. The scheme is suitable for femto-

cell deployment in the downlink spectrum of cellular networks. The femto - macro

coexistence was analyzed using SINR as a performance metric. The mathematical

intractability of deriving the victim receiver’s SINR probability distribution in a fad-

ing channel environment was addressed using Gaussian quadratures and Steffensen’s

inequality.

Chapter 3, used a continuous time Markov chain model to calculate the QoS of

a secondary network operating in both a single channel and a multichannel primary

network. The Montecarlo simulations vindicate the theoretical results which showed

that for a single channel the throughput can be increased by employing fixed connec-

tion lengths (slot times) rather than exponentially distributed connection lengths.
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In a multichannel primary network it is possible to avoid forced termination by us-

ing spectrum handoff, where active secondary users can switch channels upon the

arrival of a primary connection. Additional connection continuity can be assured

by incorporating reserved channels. However as the number of reserved channels,

r, increases, the tradeoff gain (the ratio of the reduction in forced termination to

the increase in blocking probability) reduces rapidly. In general, r = 0 gives the

best compromise. Two groups of secondary users with different traffic statistics was

also considered. It was shown that the airtime fairness between the groups was

governed by the difference between their average connection length. Limiting the

active connections from the dominant user group can result in fairness, however, it

is not recommended for large connection lengths.

Chapter 4 considered the underlay problem, which allows concurrent transmis-

sion in both the primary (macrocell) and secondary (femtocell) network. Laboratory

measurements indicated that secondary operation in the downlink spectrum is less

likely to cause interference to the primary network. Therefore, a TDD secondary

network operating in downlink spectrum was considered. Transmissions in the sec-

ondary network are inhibited if the primary user is detected in the uplink. The

outage probability of both the primary and secondary networks were derived. It

was shown that correlation between the sensing and interfering paths reduces the

additional primary outage by a factor of 2, emphasising the benefit of co-located

sensing and access nodes. Sensing from the secondary base station and transmitting

from the secondary terminal is therefore not recommended; each should sense prior

to its transmission. Although, sensing is necessary for the existence of multiple

femtocells within a macrocell, a conservative sensing threshold can debilitate the

effectiveness of the femtocell transmissions. On average, the sensing can be relaxed
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in the case of a single femtocell opperating in a large Macro cell. For WLAN like

transmit powers, the results indicate that this scheme is applicable to applications

in which the intended femtocell range is less than 50m and this reduces further in

close proximity of the macrocell base station.

The equations for SINR distribution derived in the previous Chapter require nu-

merical solutions. In Chapter 5, we use bounding technique to avoid the numerical

solutions. A Steffensen’s inequality approach is devised to calculate the generalized

bound on SINR’s CDF. These bounds are also applicable to various open prob-

lems in wireless communication theory. It has been shown that the upper bounds

can be significantly improved by applying Steffensen’s inequality separately on the

increasing and the decreasing profile of the interfering path’s PDF. A similar pro-

cedure removes the triviality on the lower bounds. For the gamma-gamma fading

scenario, the bounds are more sensitive to the shape of interfering path’s PDF. The

results show that the upper bounds are more accurate than their corresponding

lower bounds. The accuracy of the upper bounds is between 1%− 15% for medium

to high SINR values.

6.1 Future Work

Interweave access

In this thesis, the QoS parameters were calculated under a fixed bandwidth require-

ment using Markovian assumptions. Various applications, such as Internet browsing

and video chat also exhibit non-Markovian behaviour due to self similarity.

• In future work, it is possible to analyze the impact of self similarity on the

QoS parameters.



132

• We can extend the results to include many PU groups and SU groups with

variable bandwidth requirements. In these scenarios it will be interesting to

investigate the optimal packing order.

Underlay access

• For an underlay system, the results can be easily extended to study the cell-

wide FC user performance, for which the majority of the derivations are al-

ready given in this thesis. Fast fading can also be incorporated into the anal-

ysis. This is still an open research problem.

• Since it is expected that multiple FCs will exist in a macrocell coverage area,

the modelling of aggregate interference distribution in cross-tier and inner-tier

will be a key research area. The cooperation among FCs and adaptive sensing

threshold policies can also be considered to improve FC effectiveness.



Appendix A

Global balance equations

This Appendix presents the global balance equations for state transition diagrams

in Figs. 3.10(a)-(e).

• Fig. 3.10(a): i+ j +Nk ≤ (K − 1)N

λAs Pφr(i− 1, j, k) + (i+ 1)µAsePφr(i+ 1, j, k) + λBs Pφr(i, j − 1, k)+

(j + 1)µBsePφ(i, j + 1, k) + λpPφr(i, j, k − 1) + (k + 1)µpPφr(i, j, k + 1) =(
λAs + iµAse + λBs + jµBse + kµp + λP

)
Pφr(i, j, k)

(A.1)

• Fig. 3.10(b): (K − 1)N < i+ j +Nk < NK − r

λAs Pφr(i− 1, j, k) + (i+ 1)µAsePφr(i+ 1, j, k) + λBs Pφr(i, j − 1, k)+

(j + 1)µBsePφr(i, j + 1, k) + λPPφR(i, j, k − 1) =(
λAs + iµAse + λBs + jµBse + kµP +

N∑
l=0

N∑
m=0

γ
(i,j,k)
(i−l,j−m,k+1)δfr

)
Pφr(i, j, k)

(A.2)

• Fig.3.10(c): i+ j +Nk = NK − r

λAs Pφr(i− 1, j, k) + (i+ 1)µAsePφr(i+ 1, j, k) + λBs Pφr(i, j − 1, k)+

(j + 1)µBsePφr(i, j + 1, k) + (k + 1)µpPφr(i, j, k + 1) + λpPφr(i, j, k − 1) =(
iµAse + jµBse + kµp +

N∑
l=0

N∑
m=0

γ
(i,j,k)
(i−l,j−m,k+1)δfr

)
Pφr(i, j, k)

(A.3)

• Fig. 3.10(d): NK − r ≤ i+ j +Nk < NK

(i+ 1)µAsePφr(i+ 1, j, k) + (j + 1)µBsePφr(i, j + 1, k) + λpPφr(i, j, k − 1) =(
iµAse + jµBse + kµp +

N∑
l=0

N∑
m=0

γ
(i,j,k)
(i−l,j−m,k+1)δfr

)
Pφr(i, j, k)

(A.4)
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• Fig. 3.10(e): i+ j +Nk = NK

(i+ 1)µAsePφr(i+ 1, j, k) + (j + 1)µBsePφr(i, j + 1, k) + λpPφr(i, j, k − 1)+
N∑
l=0

N∑
m=0

γ
(i+l,j+m,k−1)
(i,j,k) Pφr(i+ l, j +m, k − 1) δf =(

iµAse + jµBse + kµp +
N∑
l=0

N∑
m=0

γ
(i,j,k)
(i−l,j−m,k+1)δfr

)
Pφr(i, j, k)

(A.5)



Appendix B

Bounds of fΥ(υ)

Differentiating the equation (5.1) with respect of υ, the PDF problem of SINR is

given as

fΥ(υ) =

b∫
N0

dFΘp (υθin)

dυ
fΘin (θin) dθin (B.1)

Similar to Section 5.4, we split the integral in two subintegrals as in (5.12).

fΥ(υ) =

I′1︷ ︸︸ ︷
θ∗in∫
N0

dFΘp (υθin)

dυ
fΘin (θin) dθin +

∞∫
θ∗in

dFΘp (υθin)

dυ
fΘin (θin) dθin

︸ ︷︷ ︸
I′2

(B.2)

We use the same S(x) and limits as in Section 5.4, this gives R(x) = 1
qp

dFΘp (υθin)

dυ
,

where, qp = max{dFΘp (υθin)

dυ
}. The bounds are on I ′1 and I ′2 are

qpFΘin (N0 + λ4)− qpFΘin (N0) ≤ I1 ≤ qpFΘin (θ∗in)− qpFΘin (θ∗in − λ4) (B.3)

0 ≤ I2 ≤ qpFΘin (θ∗in + λ5)− qpFΘin (θ∗in) (B.4)

where λ4 = 1
qp

θ∗in∫
N0

dFΘp (υθin)

dυ
dθin and λ5 = 1

qp

∞∫
θ∗in

dFΘp (υθin)

dυ
dθin. Summing up I1 and I2

leads to (B.5).

qpFΘin (N0 + λ4)− qpFΘin (N0) ≤ fΥ(υ) ≤ qpFΘin (θ∗in + λ5)− qpFΘin (θ∗in − λ4)

(B.5)
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It is important to note that for any given υ the above integrals and expressions are

often known. From (B.5), the relaxed upper bound is:

fΥ(υ) ≤ qp (B.6)
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