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ABSTRACT

Bluff bodies form ubiquitous components of manyiaegred structures. They are often
exposed to turbulent flows, and the subsequentdshgdof vortices gives rise to
aerodynamic forces with large fluctuating comporeenfAs a result, significant
oscillations are induced, which can lead to resoesiand structural fatigue. To obviate
these deleterious effects passive flow control raeigms can be incorporated into the
design of bluff bodies. However, to ensure the glesiare effective and safe it is
essential to understand and anticipate the behavitre turbulent flows around bluff

bodies.

The research reported in this thesis is inspiredhleyowl’'s book of aerodynamic
wisdom. Owls’ flight must be well controlled andesit, and this they achieve in part by
the comb-like leading edges on the primary featloérheir wings. The leading edge
comb is a passive flow control mechanism that sxistnature, and it is used in this
research as a template for engineering design®rtat the turbulent flows around
bluff bodies. In this work, the comb-like featura® idealised by spanwise sinusoidal
profiles (SSPs) on the leading edges of bluff bediEhe research presented in this
thesis is motivated by the possibility of utilisidigtailed numerical simulations of the
flow control phenomena that occurs in nature, inattempt to design more efficient

aerodynamic structures.

To achieve this research objective, turbulent fl@aksund square and rectangular
cylinders are modelled numerically. Three-dimenaionumerical predictions of the
flow behaviour are obtained using the computatidhatl dynamics (CFD) code —
FLUENT®, based on the mathematical approach of the ladgg simulation (LES)
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turbulence model. The results have been validagiaithat published experimental and
numerical observations. Results are presentedeifioiim of time-averaged quantitative
observations of the turbulent flow fields and powpectral densities of the wakes at a
Reynolds number of 2.35x410A significant practical finding of the researchthat an
SSP on the leading edge can reduce the mean diaglhy up to 30% compared with a
plain cylinder. Also, the lift force fluctuationsac be reduced by up to 95%. Insights
into the effectiveness of SSPs are gained by stgdyie topology of the flow field both

within the boundary layers and wakes adjacentecsthuctures.

A parametric study that examines the role of theeguing parameters of an SSP,
namely the sinusoidal amplitude and wavelengtheakss that the flow regimes
generated under turbulent flow differ from thosdashinar flows. The wave steepness
of the sinusoidal leading edge assumes more impmetavhen controlling turbulent
flow fields around bluff bodies, whereas the waxgld has a strong influence on

laminar flow fields.

Investigations of the turbulent flow around blufddies with large aspect ratio,
demonstrate that the proximity of the leading edgethe trailing edge does not
profoundly influence the control of the flow fielth fact, the flow field and resulting
wake generated by the SSP resembles that of andimed body. The sinusoidal
perturbations are capable of largely dissipatirggghear layers to form a narrow wake
behind the elongated body. In addition, numericautations of the flow around square
cylinders with partially imposed SSPs on the legdidges show that the passive flow
control mechanism is able to locally control thewflfield, in a similar manner to the
leading edge comb on an owl's wing. In summary,S8P is a very practical and

important mechanism for reducing the aerodynamicef® on bluff bodies.
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CHAPTER1

INTRODUCTION

Turbulent flows around three-dimensional obstadesur frequently and they occur
around communication towers, buildings, cylindricelipport structures, bridges,
vehicles and so on. The subsequent formation btiteance and the transport of vortices
in the wake of the bluff body give rise to aerodyma forces with large fluctuating
components. This affects their aerodynamic perfogeaand can induce significant
structural oscillations (vortex-induced vibrationshich can lead to fatigue failures and
resonances. This is detrimental to safety. Theeefibre three-dimensional flow around
bluff bodies is important in engineering practi@s the forces generated must be
accounted for in the design. As a result, strusturay have to be strengthened or
reinforced, leading to the design of the structusesg quite robust. However, they
may still be susceptible to fatigue failure. Thigpeoach to mitigating the effects of
vortex shedding is likely to be wasteful of matksjaand it may not be aesthetically
pleasing. An alternative is to modify the aerodyranof bluff bodies and obviate these
drawbacks. For these reasons, it is essentialderatand and anticipate the properties
of turbulent flow around bluff bodies, to implemenbre effective, efficient and safe

engineering designs (Shah and Ferziger 1997).

Control mechanisms can alleviate the deleteriotextsf on bluff bodies caused by

turbulent flow. They can achieve this by modifyitite flow field around the bluff
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bodies or by adjusting the body's response to tbw;fin either case, the large
fluctuating forces are attenuated. The latter catude active feedback controllers that
reduce the high amplitude oscillations of the badyesponse to the vortex induced
vibrations. However, this can be an expensive sgwluas actuators and sensors are
incorporated into the mechanism; furthermore, actoontrols are subject to high
maintenance costs, and they generally consume \endemce, an active flow control
method is not necessarily suitable to achieve &tife and sustainable engineering
design. Passive control mechanisms may be preéerdliie development of flow
control mechanisms can provide insights to bettetdesstand the fluid-to-structure
interactions. Anticipating the fluid dynamics oftfflow field around bluff bodies will

facilitate the design of structures that are nbjetted to damaging forces.

Numerous approaches for the control of the flonuadbluff bodies have been
implemented successfully. It has been found thaiv fcontrol techniques, such as
passive mechanisms are more preferable than aciwrdrol methods. Passive
controllers are typically more effective when theg applied adjacent to the point of
transition (i.e. laminar to turbulent flow) or tlseparation lines on the surface of the
body (Anderson and Szewczyk 1997; Bushnell 199Ags€ correspond to regions in
which flow instabilities increase rapidly and adl flow regimes exist. The approaches
to controlling the flow around a bluff body, witheé aim of improving the aerodynamic
performance, must consider controlling the wall+aed turbulence (i.e. the flow on
the surface). There are two common categoriesoo¥ fiontrols; these are free-shear
controllers and wall-bounded controllers. A freeahcontroller focuses on the flow
that has separated from the surface, and can leatrgctions reducing the surface drag
force, as the wall-bounded flow is more importamthis case. Hence, this research will

focus on a wall-bounded passive controller.



1.1 Passive Flow Control Mechanism

In order to control the flow around a bluff bodysgive controls are often preferred to
active control methods, as they provide effectiodutsons and simplified designs,
without the need for external energy resourcessitfascontrol mechanisms usually
involve modifications to the structural geometryn A&xample of the use of passive
devices include the work of Bearman and Branko2i@04), in which helical strakes
and bumps are applied to circular cylinders, ineortb control vortex shedding and
therefore reduce vortex induced vibration. Theiplaation proved effective when
applied to a fixed cylinder. However, in the casdreely vibrating flexible cylinders,
the system resonates when the value of the redeadedity, U/N,D, is in the range in
which vortex induced resonance would occur if thiender were plain. Her& is the
velocity of the fluid,D is the diameter of the cylinder, aNgd is the natural frequency in

vacuo.

Passive control mechanisms have the potential mraothe turbulent flow field.
However, not all types of passive controllers amgcfical. For example, helical strakes
and surface bumps, although effective in flow colntith their ability to reduce the
adverse effects of vortex shedding, can increasedtag force by up to 10% (Griffin
and Ramberg 1982). If these devices are attachsalytacylindrical towers, the increase

in drag loading can induce significant bending motaat the base.

More recently, Kumaet al. (2008) reviewed methods of achieving passive cbntr
by fitting helical strakes, bumps and streamlingeirfgs to bluff bodies. They agreed
that these devices provided effective control whagplied to single structures.
However, when individual structures form part ofaray of structures, the flow field

may be modified in a way that promotes vibratioasaaesult of the fluid-to-structure



interactions caused by interference. In additidresé particular modifications can
significantly affect the fluid dynamic performandgestallation and maintenance costs,

and overall simplicity of the structure.

Van den Abeelet al. (2008) numerically modelled the effects of helistlakes
and streamlined fairings on bluff bodies in turlmléows. Their results agreed closely
with the experimental observations of Bearman arahBovic (2004) and Kumaat al.
(2008). The numerical models demonstrated thatefifectiveness of these passive
devices is dependent on the direction and velafithe flow. An example of a passive
control with a dependence on both the free-strealwcity and flow direction is control
cylinders located on either side of the wake (Satah. 2003).Not only does this type
of control depend on the flow direction, but medbah attachments that hold the
control cylinders in place can exacerbate resonaifdhe structure, and they may be
subject to fatigue failure. Considerations suchitese may limit the applicability of

these passive control systems and pose an ecoimopediment to their adoption.

An effective method of controlling vortex sheddimgd improving the aerodynamic
performance of a bluff body is to modify its geomeby incorporating a periodic
perturbation to the leading and trailing edgeserathe manner of Tombazis and
Bearman (1997), Bearman and Owen (1998) and OwenBaarman (2001). They
reported a reduction of up to 34% in the mean doagling, due to fixed spanwise
vortex dislocations. Complete mitigation of vor&hxedding was also achieved for very
mild perturbations, regardless of the flow direst{earman and Owen 1998). Both the
mean and unsteady forces were reduced, in whick thas independence of the angle
of attack of the flow; this may be a useful atttédaun addition, reduced forces can be a

result of stable three-dimensional shear layers thae been found to be associated



with a wavy cylinder (Xwet al. 2010). Darekar and Sherwin (2001a, b) determihad t
in laminar flows the drag on wavy cylinders thavéa square cross-section and are
sinusoidal in the direction transverse to the fievabout 30% less than the drag on the
corresponding straight square cylinder. Importantytices on the length scale of the
height of the bluff body were absent. They alsal@ghed that three distinct laminar
flow regimes result from this geometry, depending parameters such as the

wavelength and amplitude of the sinusoidal pertimha along the cylinder.

Further examples of passive control applicationsehaeen reported by Naumaen
al. (1996) and Dobreet al. 2006, in which periodic changes were applied te th
separation lines of circular and square cylinderspectively. It was demonstrated that
this application mitigated vortex shedding at catifree-stream velocities. Dobeeal.
(2006) demonstrated that a reduction of up to 78%heé turbulence intensity could be
achieved in the wake, and this is reflected in % 3@duction in the mean drag force.
The vortices in the wake were also observed toydeuare rapidly; hence vortices in
the intermediate to far wake regions were less defiined. In addition, castellation of
the trailing edge of bluff bodies results in a d&se in the drag loading of up to 64%,
which is associated with increases in the trailedge pressure (Tanner 1972). The
imposition of periodic perturbations is a promismgchanism for passively controlling
the flow around bluff bodies, and it offers a thmiy field of fluid dynamics research to

understand the phenomena associated with thisateonéthod.

Biomimicry provides inspiration to elucidate theeplomena of the controlled flow
field around a bluff body. Nature itself can be emplate for many engineered
applications, specifically passive control mecharsis that exhibit periodic

perturbations. One particular example is the legq@itige comb that is located on owls’



wings; these account to their silent flight (Lill&®98). The comb can be idealised as a
spanwise sinusoidal profile (SSP) on the leadirgeenf a bluff body. In fact, the broad
aspect ratio of an owl's wing makes this passivarobmechanism applicable to bluff
bodies, including those researched in this works the leading edge comb that forms
the inspiration of the research, and this is disedsin greater detail in the following
chapters. An SSP provides a very practical and itapb mechanism for reducing
aerodynamic and hydrodynamic forces on bluff badisscommercial applications are
only now being realised, and this renders the wegorted in this thesis particularly

timely.

1.2 Objectivesand Contributions of the Thesis

The principal objective of this research is to spanwise sinusoidal profiles on the
leading edges of bluff bodies to control turbuldotv fields. This is achieved by using
a validated numerical model to simulate the trartgpleenomena in the flow field. In so
doing, the numerical analysis can refine the exgskktnowledge discussed briefly in
Section 1.1.The research presented in this thesis is motivhiedhe possibility of

utilising detailed numerical simulations of thevilacontrol phenomena that occur in
nature. In particular, it is bio-inspired by théest flight of owls. The wings of owls

have special features in the form of a leading exmgeb and trailing edge fringe. These
features have been found to suppress the noisagdilight by controlling the wing

aerodynamics (Lilley 2009). Hence, the mean dragefcand lift force variance is
reduced, and the possibility exists for suppressmgex-induced resonance. The

numerical simulations will provide further undersdang of the flow dynamics that are



associated with applying a leading edge comb toifa lbody, and the SSP is considered

a generic example, as it exhibits similar charasties.

Few important parameters need to be addressed dédsgning a passive control
mechanism such as the SSP. These parameters amapliaude and the wavelength of
the sinusoidal perturbations. To establish theseanpeters within an intellectual
framework, the results of this study are expressddrms of the Reynolds number, Re,
the normalised wavelength/D, and wave steepnessii, whereD is the leading edge

height of the bluff body, andandw are the wavelength and wave height, respectively.

This research provides a step towards understarnideginks between nature and
engineering, in an attempt to design more efficasrodynamic structures. To achieve
this research objective the aerodynamic performahsguare and rectangular cylinders
is examined in detail numerically, and the reswte verified against published
experimental observations. Although the square rasthngular geometries are not a
direct replication of an owl's wing, they represeamt idealisation of the leading edge
comb. This approximation is a key to unlocking #eodynamic wisdom of the owl.
Hence, modelling the turbulent transport of airvédang around the square and
rectangular cylinders provides an additional stapard a significant understanding of
the passive control application. The transport loidf flow around uncontrolled and
controlled square and rectangular section bodiesnportant in a general sense for
engineering applications. The complexity of the byl phenomena renders this

approach an excellent candidate for analysis usamgemporary methods.

Three-dimensional numerical predictions are obthweh the computational fluid
dynamics (CFD) code — FLUENT It is essential that the CFD code is validatesiras}

experimental data for all flow characteristics assted with the investigation in this



study. The research reported in this thesis carti#to the validation of a commercial
CFD package against a range of phenomena assoevitedurbulence flow control.
This includes topology of the flow field both adgat to the structures and within the
boundary layer. Hence, the wall adjacent flow aedrrwake flow have been studied in
detail. The effects of the SSP on mean drag fonckli#t force variance with different
arrangements have also been investigated. In thmemcal predictions, the
mathematical approach is based on the Large Eddul&iion (LES) turbulence model,
where the large scale flow structures are suffityeresolved and the small scale

structures are modelled.

1.3 ThesisOutline

This research has been contextualised in Sectigrafhd here a more detailed outline is
provided. As mentioned beforehand, the motivatantlie research is bio-inspired from
the silent flight of the owl. Chapter 2 providestarature review of the morphological
adaptations that promote silent flight. This putee tresearch into perspective.
Discussion is made specifically on the leading eclgab, in order to elaborate on the
results to be presented in following chapters, dewchonstrate the connection between

natural phenomena and engineered applications.

The research presented in this thesis is purelyenigal, and the current results
have been validated against existing experimemtdl raumerical data. The governing
mathematical equations, physical assumptions atallsi®f the numerical techniques
are detailed in Chapter 3. The computational doraash mesh generation is discussed,
and the model validation and setup for experimeotahparisons are outlined. A

validation of the numerical approach using LES &@ndnstrated. Results from the



current numerical data for the turbulent flow arduhe bluff bodies are shown to agree

well with other numerical and experimental obseoret reported in literature.

The numerical tool has enabled an investigatiophyfsical phenomena that have
not been previously reported in the literature.ddgtemerge of the flow field around a
bluff body that has a spanwise sinusoidal profitacded to the leading edge. In
Chapter 4, the phenomena of the controlled floudfire elucidated for contrasting
configurations of an SSP imposed on square cylm&ssults are presented in the form
of time-averaged quantitative observations for hatbontrolled and controlled flows,
as well as the power spectral densities of the wakese results are in good agreement
with previously published studies. They are intetpd with the help of flow
visualisations. The aerodynamic forces and thaatflations acting on a square cylinder
can be greatly reduced if an SSP is imposed ote#itkng edge. This is particularly the
case when the wave steepnes$), is 0.2 and the normalised wavelengt, is

between 2.4 and 5.6.

In addition, a parametric study is conducted ing&a4 to examine the role of the
governing parameters of the SSP, namely the amdplitand wavelength. The
motivation for the parametric study is that therktture suggests that the normalised
wavelength plays an important role in controllimgninar flow fields. In contrast, the
parametric study suggests that the wave steeprssssnas more importance when
controlling turbulent flow fields. It is to be nate¢hat Chapter 4 establishes the setting
for future chapters. Hence, the investigation athth of this chapter is larger than

other chapters in this thesis.

Many practical applications involve bluff bodiestiwiarge aspect ratio, in which

the geometries are elongated in the direction efldw. Furthermore, owls’ wings have



broad aspect ratio, which provides a further maiiva for the investigation into

elongated bluff bodies. An investigation of the rspse sinusoidal profile applied on
the leading edge of elongated cylinders is conduaieChapter 5. The cylinders are
elongated forms of the SSP geometries that areoee@lin Chapter 4. This chapter
focuses on the effect of the behaviour of the shegers associated with flat plates,
namely the separating and reattaching phenomemg éih@ surface. The results given
in the form of flow visualisations and time-averdgehysical quantities demonstrate
that the aerodynamic forces acting on an elongbkeifi body can be greatly reduced
with an SSP imposed on the leading edge. The fleld fand wake of the elongated
SSP body resembles that of a streamlined body.tiddily, the proximity of the SSP

leading edge to the trailing edge does not profguimdiuence the control of the flow

field. The sinusoidal perturbations are capabléacjely dissipating the shear layers,

and forming a narrow wake behind the elongated body

The spanwise sinusoidal profile on the entire legdedge is a very effective
passive flow control mechanism. However, in somaciical cases, the deleterious
effects that result from the surrounding flow manyyoexist at local regions on the span
of the structure. In these cases, the full span 8fafy be considered impractical.
Furthermore, the leading edge comb is located dyntbe primary feathers of an owl’s
wing. Hence, Chapter 6 explores the effectivenés3S#s applied on only part of the
spans of square cylinders. In other words, theitgaeldges experience combinations of
interrupted regions of plain (uncontrolled) and SS$&bntrolled) spans. The
investigations are carried out with the most edintiSSP design that is obtained in the
previous chapters. Flow visualisations and resofitthe time-averaged flow data are
provided. Chapter 7 concludes the research andustiss possible future research

opportunities.
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A quantitative topological analysis of the boundiyers for the square, elongated
and partial SSP cylinders is provided in AppendixAAcross-correlation analysis of the
time-averaged velocity and pressure measured atsploicated on both the leading and
trailing edges is discussed in detail. The datapaoided as an Appendix because a

refined study is suggested as future work.

A proposal for a semi-active parameter control me@m to control the turbulent
flow surrounding a circular cylinder, and suppregsivortex-induced vibration is
investigated in Appendix B. Although a passive coinis the main focus of the thesis,
the semi-active parameter control demonstratedfamreat mechanism as an alternative
approach for flow control. This was investigatedta early stages of the research to
contrast with the passive control. Through variaiin the effective length, and based
on knowledge of the turbulent flow environment, thentrol condition can be
predetermined. This eliminates the need for comguénd sensing equipment that is
usually included with active controls. Hence, th®pmsed technique provides an

efficient and reliable alternative.
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CHAPTER?Z2

TECHNOLOGY OF OWLS' SILENT FLIGHT: A
Bl1O-INSPIRED SPANWISE SINUSOIDAL PROFILE

The history of technological development has gdherbaeen portrayed through
engineering designs that are products of our solderstandings of engineering
principles. For example, the development of effitiand safe road vehicles relies on
the understanding of energy, combustion and mecbkaRiurthermore, the design of
superior commercial aircraft involves knowledgeaefodynamics, material science and
hydraulics. In recent history however, the appiaatof engineering towards the
improvement of technology has opened the door & ioad field of biomimetics
(Benyus 1997; Bar-Cohen 2006; Mueller 2008). Engjimg principles have largely
been used to explain phenomena in biological spatémhowever, the case now rests
on nature itself as a template for many engineepgdications and the advancement of

technology.

Nature itself holds the key for many, if not alhgineering principles. Even though
the field of biomimetics is not new, engineersl $tdve much to learn about nature in
order to unlock and harness all its phenomenaignrésearch, focus is on aerodynamic
phenomena, in particular, controlling turbulentwffoaround bluff bodies. When bluff

bodies are located in a turbulent flow field, tleyperience unacceptably large and time
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varying forces that result from their shedding \w&$. In this case, the structure is
susceptible to fatigue failure, and the fluctuatifiyces can create significant
aerodynamic noise. To mitigate the forces on thdf lodies, bio-inspired passive
mechanisms can be employed as an effective sojutiowhich the aerodynamics are

modified to obviate these drawbacks.

Passive mechanisms through biomimicry relate topimalogical adaptations that
control the flow around the body. There exist nusnsrtypes of passive controls in
nature; one example is the drag reducing strearshape that can be observed in many
marine mammals, such as cetaceans (Bushnell andeM®&81;Curren, Bose and Lien
1994; Wolfgang et al. 1999; Pavlov 2006). Theirligbito swim efficiently is
accountable to the fusiform shape of their bodigspers, flukes and the dorsal fin;
these can resemble the shape of airfoils or fuselagnd on aircraft. The purpose of
these streamlined geometries is to maintain arclathsmooth flow (boundary layer)
across the surface, resulting in the lower dragefoBtreamlining has been implemented
on bluff bodies, in which fairings are attachedoiband gas submarine pipelines and
catenary risers (Kumaat al. 2008; Van den Abeelet al. 2008). This passive control
mechanism proved effective in most cases; althouglwas found to be highly
dependent on the direction of the flow. Marine matfsmare living systems and
therefore, have the ability to change their di@ctto the flow as they swim. Hence
instead, mechanical devices were fixed to the stliea fairing to allow it to rotate
streamwise around the structure. However, passetral methods are usually
favoured over such active control methods becauaseeacontrols require the use of

mechanical devices which consume energy and canszeptible to fatigue failure.
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That a fusiform surface improves the aerodynamidopmance of a geometry
results in it being considered an exceptional mednsassively controlling the flow.
However, there exists other morphological adaptatithat can control the flow and
improve performance quite remarkably, which may abfirst be expected to do so.
These components of the body are eccentric featbhetscreate turbulent flow around
the surface of the body rather than preservingrnam{smooth) flow. In other words,
they force (trip) the boundary layer to prematureynsition from laminar to turbulent
flow, in which the higher energy of the flow kedpattached to the surface. Examples
of such devices are the bumps that can be depici¢kde surface of the pectoral flipper
of a humpback whaleMegaptera novaeangliae) and the dorsal fin of porpoises
(Phocoena dioptrica) (Winn and Reichley 1985; Evans, Kemper and HI02, Watts
and Fish 2001; Custodio 2007; Fish, Howle and Murg®08). In addition, the
eccentric morphological adaptations are not limitednarine mammals and are also
found on the wings of birds such as the o®tigiformes) in the form of leading edge
combs; these can be accountable to their sileghtfliLilley 1998). In fact, the broad
aspect ratio of an owl's wing makes this passiverobapplicable to bluff bodies, and
previous studies have been conducted to applysileist flight technology to aircraft, in
order to reduce airport noise during planes takantf landing (Roach 2004; Jaworski

and Peake 2012).

Surface maodifications, in particular leading edgedifications, prove to be an
effective passive control mechanism, such as aseidal leading edge (Bearman and
Owen 1998; Oweret al. 2001; Darekar and Sherwin 2001; Dolsteal. 2006). A
sinusoidally modulating leading edge generally ftesin flows in the wake of bluff

bodies becoming incoherent. Hence, the flow fielghilgits three-dimensional
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characteristics which prevent a uniform bulk flowrf forming the roll-up of large
scale vortices. Indeed, the abovementioned corabé®rthe need to incorporate
biomimetics of morphological adaptations to conth@ flow around bluff bodies in an

effort to reduce the deleterious effects of vosbrdding.

The aims of this chapter are to highlight the pmeea of the silent flight of owls’,
which motivates the main research in this thesigjcainspired spanwise sinusoidal
profile (SSP) to control the turbulent flow aroupldff bodies. Taking inspiration from
the owls' book of aerodynamic wisdom, the SSP ssris a simple form of the primary
flow control mechanism found on an owl's wing; lbading edge comb. The features of
the passive control mechanisms on owls' wings gpéoeed in detail before elucidating
the structure of the flow field around a bluff bod§th and without an SSP in later
chapters. Hence, this chapter will focus on praxgda detailed background on the owl,
and will identify some practical applications oettechnology of owls’ silent flight, to

demonstrate the potential use on bluff bodies.

2.1 The Phenomena of Silent Flight

Most birds of prey depend on their capability ypdt great speeds to capture their prey.
Owls however, flying at relatively lower speedsquie a different strategy to hunt
successfully. Owls are usually perched close togtioeind, at approximately 3 to 6 m,
therefore relying on stealth to remain undetectedsprey. The mice and voles hunted
by owls have hearing that is most sensitive betwzeamd 20 kHz, and the owl’s bi-
aural sensing system has a frequency range bet8vaed 6 kHz (Lilley 2009). Hence,
owls must remain relatively quiet above a frequeonty2 kHz, if they are not to

interfere with both the preys’ and their own hegraystem.
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An early work to explore how owls differed from ethspecies of bird was that of
Lieutenant Commander Graham R. N. (1934). It wasenked in this work that the key
features providing the owl with its stealth atttibuare on the wing itself, and can be
characterised by a leading edge comb, trailing édigge and velvety down feathers on
the upper surface. This chapter will focus on #eding edge comb and trailing edge
fringe, as we will later explore how these featusdkow the ability to control
aerodynamic flows. Furthermore, results from curmesearch presented in following
chapters demonstrate the effectiveness of thergagtige comb applied to square and

rectangular bodies in the simple form of a spanwisasoidal profile (SSP).

2.1.1 Leading Edge Comb

The leading edge comb is a hard comb-like structioeated at the front of every
feather that acts as a leading edge of the wing.cbmbs are at most approximately 4
mm long with a spacing of 0.75 mm, and these patens@ary between species of owl
(Graham 1934). An enlarged view of a leading edgalcfrom a Barn OwlTyto alba)

is shown in Figure 2.1, where the hard shape andtated comb-like pattern can be
depicted. That the parameters of the comb diffetwben species of owl, but
nonetheless remain fixed for any given wing, sugtest the spacing and height of the
teeth play an important role in controlling thewldield. In following chapters it is
found that both the sinusoidal wavelength and aomg# of an SSP are significant

parameters in effectively controlling the flow fighround a bluff body.

For the Barn Owl, the leading edge comb appearsamnthe primary wing feather,
from near the tip of the feather to the root, aad Hirect contact with the oncoming

airstream. A diagram indicating the primary andoselary feathers of an owl’s wing is
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given in Figure 2.2. Lt. Cmdr. Graham (1934) sutggbghat the leading edge comb
provides a silencing mechanism for noise generatediuctuations in the air. The
leading edge comb can be found on other adjacentapy feathers for other owl
species, such as the Barred O@tik varia); however, it is only present on the part of
the wing that interacts with the free-stream fl®a¢hmann et al. 2007). A Barred Owl
in flight is displayed in Figure 2.3 and shows kbading edge comb only on all leading

edge regions of the feathers that interact diregitly the free-stream.

The leading edge comb of a Barn Owl is in such @ that each tooth is directed
upward at an angle of approximately 45 degrees ritsvene tip of the wing (Graham
1934). This detail is clearly evident in Figure.2ri flight, when the wing is angled and
cambered to the oncoming flow, initial interactioetween the flow and wing may be
concentrated towards the underneath of the leaddge. In this case, the upward
extension of the leading edge teeth may allow tke-$tream flow to firstly interact
with the passive control by forcing the airstreamtravel between the combs before
reaching the true leading edge of the wing. Theegfthis slows the flow and reduces
the effect of the sudden decrease in pressure rwitie upper boundary layer. The
inclination of the comb deflects the flow in suclvay that the boundary layer is much
thinner on the upper surface (suction surface) thrara conventional wing without a
comb. Hence, the upper surface boundary layer tengapattern of small longitudinal
(streamwise) vortices as a result of the comb €,ik009). The flow remains attached
along the cord of the wing, producing a stabilisledv on the upper surface during

flight, as well as preventing the emission of sotrodh scattered turbulent flow.
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Figure 2.1: Leading edge comb of a Barn Oyk¢ alba) feather (Sieradzki 2008).

\/\/ Primary Feathers

Secondary Feathers

Figure 2.2: Diagram of a Barn Owl's wing showing fbrimary and secondary feathers
(Bachmann et al. 2007).
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Figure 2.3: Leading edge comb shown on a Barred @uilx varia) in flight (Kohut
2009).

An owl does not have a comparable flight speedtberobird species such as an
eagle or peregrine. Furthermore, the shape of dis aving is rounded with a very
broad aspect ratio, allowing the owl to glide slpwAt an average Reynolds number of
approximately 1.5 x TOcorresponding to a flight velocity of 6 to 8 Thghe owl flies
quite steeply towards its prey at approximatelyd2grees to the horizontal. Adding to
that, the wings are highly cambered during a reguideleration from the perched
position, and a sudden deceleration when catclhi@gtey (Lilley 1998). In Figure 2.4,
a typical steep flight profile of a Barn Owl is sttm demonstrating the positioning of
the wings during an approach to its prey. Thisdgpflight behaviour of an owl would
produce a stalled flow on the upper surface ofvthmgs, hindering the owl’s ability to
maintain flight. The leading edge comb is a mecranihat provides effectiveness in
flow control by stabilising and quietening the fl@sound the wings, allowing the owl

to maintain its flight and hunt accurately and ssstully.
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Figure 2.4:Flight path of a Barn Owl during the day (top) amdht (bottom) (Lilley
2009).

Lilley (1998) conducted a study of owls silent Aigbased on the work of Kroeger,
Grushka and Helvey (1972) to confirm the owls' rdhble abilities. Kroeger et al.
(1972) studied the flight behaviours of the Bar@al both with and without a leading
edge comb. They found that without the leading edgenb, the Barred Owl
experienced difficulty maintaining straight fligrand was not able to capture its prey
accurately. The acoustic range of the owl was aledive 10 kHz, which is similar to all
other birds. The higher frequencies produced dutirege observations can also be a
contribution to the Barred Owl's inability to maim its approach trajectory, as the
noise would interfere with the bi-aural sensingtsys However, as the Barred Owl of
Kroeger et al. (1972) was trained to hunt its itiota prey for the experiments, the

difficult flight could very well be the result ofaled flow on the wings.

The observations of Kroeger et al. (1972) and &rrthiork of Lilley (1998) can be

considered a confirmation of the theory that tlo&fls stalled across the wing without a
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leading edge comb, while identifying the preventmilaminar separation along the
wing upper surface when the leading edge combtéstad. In fact, the observations
demonstrate how the leading edge comb not onlycesinoise levels, but also allows a
pseudo-turbulent flow at low Reynolds number to aemattached across the wing
surface (Lilley 1998). Furthermore, when Kroeger at (1972) conducted the

experiments for the normal Barred Owl, the noises wiaminant at frequencies well

below 2 kHz, demonstrating the owl’s silent flightechanism. This substantiates the
motivation to apply a form of the leading edge camithe leading edge of a bluff body
in order to control the flow across the surface. rBgintaining an attached flow, the

flow field around the bluff body would exhibit threharacteristics associated with the

flow field around streamlined (fusiform) bodies.

2.1.2 Trailing Edge Fringe

The trailing edge (TE) fringe consists of fibreattlextend from the trailing edge of each
primary feather and the main wing. They are forrfteth the tips of the barbs (strands)
that make up the feathers (Bachmann et al. 20Gfp<$Bcan be identified as hair strands
that are combined together to form the surfacéheffeather. The length of the trailing

edge fringes are approximately 5 mm in the cadarge owls and the spacing is non-
uniform (Graham 1934). A trailing edge fringe isosm in Figure 2.5, where the

similarity to fibres can be depicted. Each barldghout the feather is connected by
microscopic secondary branches called hook radi@ashmann et al. 2007). These
radiates contain small hooks that connect to thek$i@f adjacent radiates and hence

connect the barbs. At the trailing edge of theHegtthe barbs are thinner and lack the
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small hooks. Hence, this characteristic forms thiee§, as the barbs exist independently

to form the fringe.

One can suggest that the non-uniform nature ofrtikng edge fringe and random
fibre lengths, shown in Figure 2.5, are able toodibshe non-uniform pseudo-turbulent
flow features that exist within the boundary laybysapplying a porous medium to the
feathers. As the flow along the upper and lowefasas of the wing sheds from the
trailing edge, the small turbulent eddies presanteach surface and created by the
presence of the leading edge comb, interact with eéher. For a normal wing without
a trailing edge fringe, the mixing of the upper dower boundary layers can generate
vortex shedding and noise. Graham (1934) sugdestsas the flow travels through the
trailing edge fringe, the interaction process itaged by the porosity of the trailing
edge fringe, and the resulting near wake strearamsothed and vortex shedding

suppressed.

Trailing edge

TE fringe

Barbs (strands)

Figure 2.5: Trailing edge fringe of a Barn Owly{o alba) showing detail of fibre
extensions of the barbs of the feather (Bachmawh 2007).
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Another suggestion from Graham (1934) is that taling edge fringe also
behaves as an absorber to fluttering caused by ifholvced vibrations at the trailing
edge, therefore, suppressing the scattered turbnt@se. This suggestion is based on
the observation that the trailing edge fringe ig only present along feathers that
behave as a trailing edge, but also overlappingamy feathers. The reason, as an owl
glides through the air the wing feathers space lguenallow the air to travel between
each feather in order to maintain gliding flightn A&xample of this feather spacing can

be seen in Figure 2.3 for the Barred Owl.

Interestingly, Bachmann et al. (2007) also notédnge along the leading edge of
each feather. However, it was not present on tielgading edge of the initial primary
feather and this fringe was shorter and mostlylfgdr® the leading edge. It might be
reasonable to suggest that this additional frireye lme associated with reducing friction
between the feathers, as well as absorbing turbelant absorbed by adjacent feathers.
The current research does not cover a completey stud the effectiveness of the
trailing edge fringe on bluff bodies, however, & thought necessary to introduce
background on this silent flight mechanism as itplausible to include in future
research. Hence, following sections in this chaptérbriefly demonstrate the practical

applications of a trailing edge fringe.

2.2 Scaling for Biomimicry

Passive adaptations such as the leading edge codhlraaling edge fringe allow the
owl to fly relatively silently by altering the swunding flow. Indeed, these devices can
be implemented to enhance the aerodynamics aroluidl lodies. An effective

transition of such biological design to engineerimgplications requires the use of
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proper scaling. For example, a particular casetethnological system may be larger in
size and also operating at a faster speed as cethfmthat of a biological system; this
example can exist between a bluff body and an Hetce, to obtain the same degree of
effectiveness in control of the flow field on a filbody as that of an owl, an overlap in

performance criteria between the two cases castableshed (Fish et al. 2011).

Examination of the steep approach path of an ovdppiroximately 24 degrees to
the horizontal reveals this to be typical of mostisy and resembles the trajectory of
commercial aircraft during landing (Lilley 2009)h& large angle of attack of the flow
field upon a leading edge can also coincide withditions on bluff bodies that are
manifest in a myriad of many engineered structares applications. Furthermore, an
additional overlap can exist by comparing the fEpeeds. Taking the Reynolds number
asRe = (pUD)/u , wherep, U, D andu, are respectively the fluid density, streamwise
velocity, wing cord (width) and dynamic viscosiggn owl flying at a Reynolds number
of 1.5x1G can produce and maintain attached flow acrossvihg with a coefficient of
lift, C;, of 1. In the case of a conventional wing or blagerating at the same speed,
flow separation will be experienced @tof 0.6 (Lilley 2009). As Kroeger et al. (1972)
discovered, the inclusion of the leading edge c@mivides the owl with stable flight
by applying the effect of co-rotating vortex geners across the upper surface of the
wing. The resulting decrease in surface drag ptsverstalled flow from occurring and
also reduces scattered turbulent noise. In this,c@s owl's wing containing a broad
length/cord [/D) ratio and lower streamwise velocity/, resulting in a lower flight
Reynolds number, can achieve a much higher perfacenmn lift. Hence, the limitations

of performance placed on conventional geometriasessignificantly improved.
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Lilley (1998) derived that the far-field sound ingity was proportional to the
amount of turbulence crossing the trailing edgehef wing. Therefore, for a highly
turbulent flow passing over the surface of the wiaghigh intensity of sound is also
expected; the increase of sound can equate to |l@eeodynamic performance.
Reducing the boundary layer thickness across tperugnd lower surfaces of the wing

reduces the turbulent flow and hence, the sourhgitly and surface drag.

The leading edge comb contains uniform spacing éetweeth, which produces a
thin boundary layer on the surface of the winglelyil(1998; 2009) deduced that the
uniform tooth spacing produces a streamwise veytidield across the surface,
maintaining an attached flow up to the trailing @dghich mitigates the interaction of
turbulence intensity at the trailing edge of thegviHe related the even spacing of the

comb teeth to a non-dimensional spanwise spacing,

A
7t =21 (2.2.1)

v

which is accountable for optimal drag reductioneveu, is the local shearing velocity

at the leading edge artk is the uniform spacing between each tooth. Thaevafz*

for the leading edge comb is approximately 18, mieiteed through experiments, and is
near the value for maximum drag reduction (Lille302). Similarly, Bachmann et al.

(2007) measured the density of the leading edgebdonbe approximately 18 per cm,
which is equivalent to the density of the barbsvaineentioned in Section 2.1.1. Hence,
it can be anticipated that the non-dimensionaliisigaaf the leading edge comb plays an
important role in obtaining a controlled flow fieldnd is also a significant parameter in

providing an overlap between the biological phenoanef the owl and an engineered
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application; this will be the focus of the reseasnid demonstrated by the spanwise

sinusoidal profiles on the bluff bodies.

2.3 Practical Adaptations of Silent Flight Technolgy

The technology associated with silent flight waspmsed by Graham (1934) to be used
for silencing airscrew blades, that is, propellensd turbines. However, it was
concluded that the light wing-loading of the owldathe slow speed in comparison to
propellers might prevent the modifications from rgeiapplied, but the noise
characteristics are still worthy of investigatitNgvertheless, silent flight technology, or
preferably referred owl technology, has been w@tilisby Liang et al. (2010) to
investigate noise reduction of fan vanes, whilerafiting to increase both air flow and
efficiency. This work involved experiments with tapplication of a saw-tooth serration
along the tip region on the leading edge of theldales. The serrated fan blades of

Liang et al. (2010) are shown in Figure 2.6.

Considering owls’ wing structure, shape and distidn of the leading edge comb,
Liang et al. (2010) decided the key parametersiésigning the saw-tooth leading edge
were the number of teeth, height of the teeth, tedcircular pitch (spacing) of the
teeth. It was found that a fan blade with lesshteletit large pitch and height, achieved
the best performance. This configuration is showthe image on the far left of Figure
2.6. That the application of a leading edge comlipraves the performance of a
streamlined body (i.e. fan vane), which would algeaontain good performance criteria
without any modification, justifies the motivatiom investigate this use on bluff bodies.
Indeed, the abovementioned findings corroboratectineent research results for a bluff

body, which is presented in the following chapters.
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Figure 2.6: Serrated fan blades of Liang et all@0showing their four leading edge
configurations.

Dassen et al. (1996) performed acoustic experimaitksdifferent planforms and
orientations of a saw-tooth trailing edge attachedh semi-infinite flat plate and a
symmetrical NACA0012 airfoil. A schematic represgittn of each of their models
investigated is shown in Figure 2.7. Each modeltaiord a saw-tooth edge 50 mm
long with tooth spacing of 5 mm. The most signifitaoise reduction was found to be
above 5 dB for both the flat plate and airfoil @ining a trailing edge in the same plane
and parallel to the leading edge, depicted as tR&®2 in Figure 2.7. Other
configurations produced only a slight decreasedisen levels. A trailing edge fringe
configured at an angle of 15 degrees with the clfoed FP2_15) increased the sound
level by 10 dB. However, each configuration did detrease the performance of the
models, regardless of the orientation, and had nedft improvements to the

aerodynamic performance overall.

The experiments of Dassen et al. (1996) also dedtizat the noise reductions
obtained were not dependent on free stream velaatyare therefore Reynolds number

independent. These findings were strongly agreéd lay Herr (2006), who conducted
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trailing edge experiments with flexible polypropyéefibres. Herr (2006) suggests that
the reduction in noise is a result of viscous dampof unsteady turbulent eddies

passing over the trailing edge.

Both the investigations of Dassen et(4P96) and Liang et al. (2010) demonstrate
the effects of owl technology in a practical serdéhough the experiments of Liang et
al. (2010) do not report the Reynolds number, inanetheless evident that both
investigations discovered that the principal pheaoanof the technology are applicable
to similar applications at high and low Reynoldsntners. An important aspect of the
experiments of Dassen et al. (1996) and Liang.e28t10) is that having either just a
trailing edge fringe or leading edge comb wouldwllan understanding of the separate
mechanisms of owl technology. If analysis were éacbnducted with a combination of
both the leading edge comb and trailing edge fritige separate mechanisms may not

be as apparent. Hence, their findings provide @ ilei@ this field of research.

It is apparent that achieving significant aerodyitaperformance for a particular
system relies purely on controlling the flow fiedffectively at the leading edge. Any
modifications to the flow field at the trailing eglgelates to improving the far-field
noise characteristics of the system. It goes harttand that controlling the turbulence
at the leading edge enhances the mitigation ofenpispagation at the trailing edge.
Hence, to achieve the latter, it is important talelssh a complete understanding of the
phenomenological aspects of the leading edge camivhich the flow field can be

precisely controlled for any given application.
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Figure 2.7: Serrated trailing edges showing (a)-8ah schematic and (b) diagram of
different saw-tooth configurations (Dassen et 884l).

2.4 The Spanwise Sinusoidal Profile (SSP)

Flow around a bluff body has drawn out significamterest due to its substantial
practicality, i.e. flow around communication towersil rigs, support structures,
buildings, and so on. The flow field in the wakehimel a bluff body and the resulting
transport of the vortical structures contain maigyificant and practical implications;
examples include vortex-induced vibration and nok$ence, to control the flow field
around a bluff structure is quite an important @pic In addition, understanding the
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phenomena that is associated with flow controlstoamplement the concept onto the
myriad of practical applications, will achieve grsficant milestone in engineering. Of

course, this cannot be realised without the udsarhimicry.

The leading edge comb can be simply representeddpanwise sinusoidal profile
(SSP) applied to the leading edge of a slenderf llofly. An example of an SSP
geometry is shown in Figure 2.8. In an analogousnmeato the comb, an SSP can
control the deleterious effects associated withulent flow and vortex shedding. To
elucidate the mechanisms of the controlled flowiag from an SSP, a comprehensive
description of the near wake topology of the vdgticfield around square and

rectangular cylinders with and without an SSP seaeched.

The geometry of a spanwise sinusoidal profile igegoed by two dimensionless
parameters, namely a normalised wavelengih, and the wave steepness{, where
w and/ are respectively the sinusoidal amplitude and vwength (Darekar and Sherwin
2001). Hence, these two parameters represent diie length and tooth spacing of the
leading edge comb, respectively. What will be destr@ated in following chapters is the
dependency of the configuration of the flow thapissent in the wake of an SSP on the
values generated @b/A and A/D. There may exist a dependence on the wavelength
similar to the relationship deduced by Lilley (2009 equation 2.2.1Under turbulent
flow conditions, a two-dimensional wake exists wheaintainingA/D constant and
having low values otv/1; hence there is no effect on the flow, and the wakeains
essentially similar to a plain geometry. Increasinfd obtains substantial spanwise
incoherence in the wake. Hence, the modified flosidfin the form of high three-
dimensionality in the wake is said to be controliémlv. An intermittent wake is
produced for values @#/1 in between those associated with control and nérabon
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(b)

Figure 2.8: Model of (a) a plain square cylindderider bluff body) and (b) a square
cylinder with an SSP applied to the leading edge.

In this research, several geometries of an SSBtadéed that represent geometries
that do not control, intermittently control, andghiy control the flow field. The
topology of the flow field is obtained by utilisinrgumerical simulations to capture and
extract the inherently transient features of tlwavflusing a method called large eddy
simulation (LES). This computational method is & in aiding an understanding
of the fluid-to-structure interactions associateithvan SSP. It is believed that such
details of the flow around SSP geometries havehitberto reported in the literature.
The mathematical and numerical models are discusseetail in the next chapter. To
demonstrate the effectiveness of the SSP, thret&rasting levels of the SSP are
presented and compared on square cylinder geoseecondly, the flow around

slender rectangular geometries is presented asi@afepresentation of an owls' wing.
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2.5 Summary

In this chapter, the mechanisms of owls’ silengtti have been explored through a
literature summary on the Barn Owly(o alba) and Barred Owl&rix varia). Firstly,
the effects of a leading edge comb were investijakhis feature of the owl is located
on all the primary flight feathers that behaveesling edges to the upstream flow. The
main mechanism of the leading edge comb is to peothe wing with the effect of co-
rotating vortex generators, which creates a surfeoeicity field maintaining an
attached boundary layer across the upper surfateeofving. As owls are known for
flying in steep trajectories with a relatively ldReynolds number, the flow attachment
stabilises an owl’s flight. This stabilisation natly controls the owls’ flight, but also
minimises the energy of turbulence that approatiesrailing edge, therefore reducing
scattered noise, and can significantly reduce drabvortex-induced vibrations of bluff

bodies.

Secondly, the trailing edge fringe of owls’ feath&ras investigated. Being located
along all trailing edges of the primary and second®athers, this porous feature
enhances the reduction of scattered noise by agjdiiie interaction between the upper
and lower flows of the wing, preventing vortice®rfr occurring and hence further

preventing vortex shedding noise and vibration.

Several examples of the technology applied to aeraahic models have been
given, in order to facilitate an understanding g effectiveness of the mechanism in
controlling flow in a practical situation. These dats included symmetric airfoils and
semi-infinite flat plates, which demonstrated thesgble application to bluff bodies.

Specific details of the independent qualities ahbihe leading edge comb and trailing
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edge fringe have been given, and these detailsestugggveral avenues of future

research.

The following chapters will explore the effectiveseof owl technology, through
both a quantitative and qualitative investigatiblumerical analysis of a bio-inspired
spanwise sinusoidal profile (SSP) that represefgading edge comb applied to square
and rectangular sections, will provide detailsed phenomenal characteristics of owl
technology. These findings will validate previougperimental observations, as well as

provide new understandings of the fluid dynamicewf technology.
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CHAPTER3

THE COMPUTATIONALAND M ATHEMATICAL
M ODELS

The power of computer aided technology, particulaslithin computational fluid
dynamics (CFD), has improved substantially overetinin early CFD days, the
processing speeds of most computers limited nueder@nalysis to simple
investigations. Now at present, processing spesgiseemingly limitless, and parallel
computing opens the door to explore complex problérhe area of CFD is pushing the
boundaries on the way fluid dynamics problems dne & be solved (Slagter 2011).
With this in mind, it is not difficult to imaginehe many exciting opportunities
involving CFD. The field of fluid mechanics in adgmamics and wind engineering can
benefit greatly from this advancement in techno)ag/the power of CFD has allowed
numerical modelling to be a more productive metti@h experimental analysis alone.
The work in this thesis is purely numerical, conitag verification against existing
experimental data. Before describing the numesealp, it is felt necessary to firstly
discuss some background on numerical modellingrdier to establish the effectiveness

of this methodology and the foundation for selegtims analytical approach.

Until the advent of readily available computer r@&ses, the theory and application
of fluid dynamics were quite limited. However, emggring resources are developing in

a way that enables us to study physical phenomeuneh as turbulence, in ever
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increasing temporal and spatial detail. For exampite preceding times, both
experimental and theoretical methodologies havelyideen employed to explore fluid
flow. Physical systems are easily represented byidg and solving equations using a
theoretical procedure, and these governing equatbomtain assumptions to provide
results that have a valid description of the syst€he phenomenon of turbulent flow
however, contains governing equations that are ledumnd multi-dimensional.
Consequently, without sufficient resources, thelyital solutions to a theoretical
approach can only be obtained for simple casesdfingnthe possible case studies

greatly.

Experiments have a broad scope, as the multi-diimealsnature of turbulent flow
can be practically represented. By ensuring thesoreaents are recorded without
difficulty and the physical conditions are accukatepresented, this methodology can
provide a complete description of the physical exystHowever, this is not always the
case, for some systems, such as flow around coniyilgik bodies, can be difficult to
represent and the measurements must also be abiaimeway as to not interrupt the
flow. Therefore, experimental procedures can beerspe, and some techniques may

even provide solutions that are not sufficientlyaded (Shah and Ferziger 1997).

The ability of CFD to simulate fluid flow calculatis and accurately interpret the
physical system has allowed this methodology t@berthe new powerful tool in flow
investigations. For a computational procedure,thi®®retical governing equations are
solved at discrete locations in both space and.tikhence, spatial and temporal
discretisation is employed using approximate methtal approximate the system

derivatives (Wilcox 1996). If a sufficient numbef discrete points are defined while
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setting up the problem, the solution can reachcanrate value that would otherwise be

obtained if an analytical solution of the theoratimethodology is utilised.

Benefits of employing CFD to solve fluid flow pr@whs include being able to
obtain analytical solutions to time-dependent antirdimensional problems that have
great practical significance. The governing equegtidor the flow represent the
theoretical side of CFD, and the application of lienerical procedure and the solution
validation represents the experimental side of Gf&nce, utilising CFD surmounts the
difficulties for the individual approaches discussdove. Provided that suitable initial
conditions are chosen and boundary conditions amsidered appropriately, the
numerical model can closely represent a physicatesy. Virtual monitors can be
placed at any location throughout the computatiodalmain, eliminating any
interference to the surrounding flow. Throughoutnpaitations, changes to the flow
parameters can be made both before and duringhtiigséss. CFD has benefits as a flow
solving methodology, by providing an accurate reprgation of the flow conditions.
Computational fluid dynamics is therefore, a sua&alghoice to consider when
conducting research in fluid dynamics. Hence, itthe reason for choosing this

methodology to conduct the work in this thesis.

Significant attention to detail is required whenpdmying CFD, as a drawback of
this methodology is the amount of care requiredrisure the desired accuracy. For an
approach to CFD, such as the study of flow aroutdu#f body, the designer should
firstly consider the expected results that areg@btained from the simulation. Keeping
this in mind, the computational domain and its asded mesh must be created to
acquire the desired results. One consideratiohasdbmain to be designed in such a

way to accommodate the flow adequately. The contipai@ mesh should be refined in
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the regions where steep gradients exist, for atelapproximations, and can be less
refined in surrounding regions where accuracy isgneatly required (Saha al. 2001).
Steep gradients generally occur along wall surfaGesondly, the designer should
consider the physics involved, which includes wkethe flow is turbulent or laminar,
incompressible or compressible. The dynamics arte glifferent for each problem;
therefore, specific solvers are employed to solyparicular tailored problem (Tinoco,
Lindgvist and Frid 2010). Such considerations argleyed to generate the models
throughout this study. For the work in this thedise flow is incompressible and

turbulent.

At present, flow around a bluff body has elicitéghgicant interest due to both its
theoretical and practical importance. The turbutetiat is formed in the wake behind
the body and resulting transport of the turbuléntcsures contain many significant and
practical implications. Turbulent flow containsggular and unsteady three-dimensional
eddies (currents) of varying sizes (Wilcox 1992séntially, the size of the large scale
turbulent eddies is similar to the characteriséiogth scale, such as the leading edge
height of the body. The smallest scales of turbederan be several orders of magnitude
smaller than their larger counterparts (Landahl lsliotlo-Christensen 1992). The small
scales are generally isotropic at higher flow vitles and acquiescent to modelling,
whereas the large scales are generally anisotrapiturbulent flows, the energy is
transferred from the large scales to the smallatesc The larger eddies interact and
extract the energy from the mean flow. Therefdne, large turbulent scales depend on
the geometry, the particular boundary conditiond &ading forces that act on the
geometry (the large scales are amenable). Hendaylémt flow is dependent on the
larger scales of motion, and in order to accuratelolve the turbulence scales, a

solution to the governing equations is obtainedhainhumerical model.
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The numerical model that solves the governing eguositin such a way as to
compute the larger turbulent eddies explicitly, hinodelling the smaller scales, is
known as the Large Eddy Simulation (LES) turbulemmalel. This turbulence model is
well suited to wind engineering and aerodynamidists; as the forces, moments and
the fluctuations within turbulent flow are dependem the large scales of transport
(Shah and Ferziger 1997). In order to achieve tB& lapproach to the numerical
treatment of turbulence, a spatial filtering operais employed that separates the large
and small eddies. The interactions between thee laggolved scales and the smaller
unresolved scales are determined through sub-gaié $SGS) models. Through a finite
volume method, the time-dependent and spatiallerét governing equations are
solved across control volumes, including the eguatito the SGS model that contains

the unresolved sub-grid stresses.

Sufficient grid density and time-step sizing is esg&@l for LES, consequently
making the computing power expensive. Compared ES,La Reynolds Averaged
Navier-Stokes (RANS) turbulence model requires mleds computing. However, a
RANS model is not universal, and usually requiregpieical adjustments to produce
accurate results. RANS models are also not prefeioe solving turbulent flows, as
turbulence quantities are not modelled in this apph. A direct numerical simulation
(DNS) can capture the smallest scales of turbuledogvever, as the scales of motion
decrease with increasing Reynolds number, DNS regunuch finer meshing and
time-steps than LES, as this approach does notaym®GS models. To minimise
computing expense, DNS is limited to low Reynoldsnber flows, and therefore also
limited when applied to practical problems. LESaisiniversal turbulence model and

achieves reliable simulations of turbulent flow.
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Through the advantages that CFD offers as comptrethe more traditional
methods of resolving fluid flow problems, such aspeximental and theoretical
approaches, it is clear that advances in the dtait@ols are improving the pursuit of a
common methodology. The computing requirements BE Lare so expensive that
simulations are limited to simple geometries (Katal Ikegawa 1991; Lat al. 1997a;
Lu et al. 1997b; Jordan and Ragab 1998; Kravchenko and RIad0). Nevertheless, as
LES resolves the larger scale turbulence, the nigalesolution can provide detailed
information regarding the physics of the flow sumding a bluff body. Also, for the
fundamental fluid study of spatial turbulent trdiasi in the boundary layer, LES agrees
well with both experiments and empirical laws f@nsitional flow (Xiyun and Guocan

2002).

In this chapter, the numerical model and procedueediscussed for simulating the
flow around square and rectangular cylinders witld avithout the attachment of a
passive control device on the leading edges. Thesenetries are a representation of
the leading edge comb found on owls’ wings. Thespascontrol device is a spanwise
periodic perturbation essentially containing theudure of a spanwise sinusoidal
profile (SSP). The SSP in this study involves thadification of the leading edge in the
form of a sinusoidal indentation. In the followinghe computational domain is
presented, and the boundary conditions and mesdrafeon are detailed. The numerical
description for LES is provided, giving a detail@usight to this methodology.
Reference to an experimental model is given witheanumerical explanation, in order
to provide details for establishing a close appr@tion to an experimental setup for
model verification. Throughout this study, the cangtional fluid dynamics (CFD)

code, FLUENT is employed.
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3.1 Numerical Description

The large scale turbulent structures are respanddl loading forces, moments and
turbulent fluctuations, and momentum and energy @s® obtained through the
transport of large turbulent structures. Therefdris, necessary to obtain flow details at
this scale, in order to assist in understandingfltid dynamics of the passive control
application. The CFD code, FLUENThas been used to perform the numerical
simulations using large eddy simulation (LES) (ANS2009). The decision to utilise
the LES turbulence model is due to its ability towrately resolve the large scale eddies
present in the flow explicitly, while sufficientijmodelling the small scale eddies (Shah
and Ferziger 1997). This section will discuss thethudology behind the LES
turbulence model and the subsequent choice fostipeorting sub-grid scale models.
Available knowledge in LES will be presented; hoeewvhe details will explain the

relevance to the numerical model.

3.1.1 Mathematical Model

Throughout the numerical simulations, the flow isnsidered three-dimensional,
unsteady and incompressible. The modelling of flomugh the domain is governed by
the fundamental equation of continuity, and threeeshsional Navier-Stokes equations

of momentum for constant density and viscosity gias

» Continuity equation:

ou, v, ow_, (3.1.1)
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* Three-dimensional differential momentum equations:

0%u 0%u 0%u
dat _; ax t v (axz dy? 622) (3.1.2)
dv 10 0%v 0%v 0%v
@ im0 s oy 519
dt p 0y J0x2 dy? 0z2
dw 1 dp ’w  9*w . 9*w

D= 22 (S S+ ) (3.1.4)

In equations 3.1.1 to 3.1.4, the variablesy andw are the Cartesiam, y andz
velocity components, respectively. The variapleés the fluid densityp is the fluid
pressure and represents time. It should be noted that the ferngravitational force is

not included in the momentum equations.

In the numerical treatment of turbulence for LESspatial filtering function is
applied to the time-dependent incompressible N&stekes equations, in order to
separate the large and small structures. The ddteanomentum equations explicitly
resolve the large scale turbulence, while the smsallle turbulent structures are
modelled (Shah and Ferziger 1997; Versteeg and |d4allkRera 2007; Wilcox 1993).
This spatial filtering process selects the minimiilter size of the large scale turbulent
structures equivalent to the minimum grid size witthe computational mesh. Hence,
the large scale structures are resolved on thetHesgple of the mesh. The filtering
operation neglects turbulent scales that are smidlésn the mesh size while resolving

the remaining larger scales. Hence, it is necessarydefine a relatively fine
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computational grid near regions of steep gradientsh as a wall, when employing the

turbulence model.

Information related to the filtered smaller scalesnot considered through the
spatial filtering algorithm. Therefore, the intetian effects between the larger resolved
turbulent scales and smaller unresolved scalesdate sub-grid scale stresses, which
effect on the resolved flow is determined througlsub-grid scale (SGS) model
(Versteeg and Malalasekera 2007). It is usuallycgidor a turbulence model to contain
numerical uncertainty and error, as more scalesnaoeelled rather than solved.
Reynolds averaged Navier-Stokes (RANS) models aely applied in practical
situations because they make modest demands onutempsources. However, when
phenomena are averaged there is an inevitableoosgormation. An advantage of
LES is that it retains important temporal detaifighe flow. The filtering process is as

follows.

* Filtering function:

- 1

G(x,x)=5 (3.1.5)
where: A = 3/AxAyAz is the cube root of the grid cell volume.
hence: A3=V, is the grid cell volume. (3.1.6)

For finite volume discretisation in LES, equatiod.3 is called a box filter and is

the preferred method for spatial filtering (Wilcd293). This is a simple form of spatial
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filtering functions and is typical for three-dimémsal simulations of LES. The limits of

the box filtering function states

* Box filter limits:

1/ V, [x —x'| <

G(x,x',A) = (3.1.7)

NI N>

The box filter function provides the definition tbe spatial discretisation and
separates the resolvable scales from the sub-galks The filtering operation then

defines the governing equations for the resolvabédes.

» Filtering operation:
N — i l ’ !
d(x) = Vc J, @) dx', x' € v (3.1.8)
where: ®(x") is a given unfiltered flow variable.

In equation 3.1.8, the time dependent flow varialalee spatially filtered and solved
across control volumes, in the computational domain. The overbar denotiiteaed
variable. The spatial filtering operation is lingahree-dimensional. It can be assumed
that the filter functionG, is constant and independent of the grid positidns allows
commutation of the filtering and differentiation rfdooth temporal and spatial

discretisation (Krajnovic and Davidson 2002). Begrin mind this uniform filter
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function, simplifies the algebra when solving foe tfiltered momentum equations for
homogeneous flow. Applying equation 3.1.8, the gendorm of the filtered

momentum equations is given.

» Filtered incompressible Navier-Stokes equations:

ow;g _ 1 (op | 0%\ owu; 9 ( 00y
— ou; ou; 2 ot

where: 0ij = [‘“ (a_x] a_xj)] - 5#'51']'0—)6; (3.1.11a)
T = pUY — Pl (3.1.11b)

» Filtered incompressible continuity equation:

%% _ g (3.1.12)

axi

Applying the filter function,G, to a given flow variabled, in the Navier-Stokes

equations, introduces the additional stress ten3twesse are the stress due to molecular

viscosity,d;;, and sub-grid scale stress;, given in equation 3.1.11. In equations 3.1.9

through to 3.1.14, andj can assume the values 1, 2, and 3.

As a result of the interactions between the suf-geale turbulencesi;; is

responsible for the convective momentum transpdiitcox 1993). If a flow variable,

®(x), is considered as the sum of a filtered variabsoived by the LESP(x), and a

sub-grid scale variable containing spatial variagisP’(x), it can be determined that
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the sub-grid scale stresses of LES contain ad@iticontributions to the small scale

turbulence. Hence, equation 3.1.11b can be explesse

e SGS stress:

Ty = pUa — pih, = p (I ~ %) + T + uly + wy;)  (3.113)

such that:

puu, = p(u, + u{)(ﬁ] + u]’) = p(lTltT] + wuy +wi, + u{u]’)

= p(@w + (L — @©) + Tw + Uiy + uju))

where:

p(, — wiy) = Ly (3.1.14a)
p(tw +ujw) = C; (3.1.14b)
puu; = R;j (3.1.14c)

In equation 3.1.14, the additional contributionsth@ sub-grid scale turbulent

stresses are, the Leonard strdss, the cross-term stres§;;, and the LES sub-grid

scale Reynolds stres®;;. The Leonard stress is due to the resolved salésis
implicitly represented at moderate Reynolds nunibera second-order finite volume
method of computation. The cross-term stress istduthe interactions between the
large resolved structures and the sub-grid scaletstes, and the Reynolds stress is

due to the convective momentum transport.
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Solving for the sub-grid scale stresses, equatidri3 requires modelling. For this
reason, sub-grid scale (SGS) turbulence modelssamgloyed in conjunction to the
LES. Each of these models utilises a Boussinesy-eddosity approximation to
resolve the stress components. This hypothesisssthat the turbulent stresses are
proportional to the mean rate of strain. The refethip would hold true if the turbulent
stresses remain isotropic. Hence, due to the giotmmature of the sub-grid scales, the
local sub-grid scale stresses of equation 3.1.13beaconsidered proportional to the
local rate of strain (Xiyun and Guocan 2002; Krajieoand Davidson 2002; Versteeg

and Malalasekera 2007). The sub-grid scale turloelemodel is given as

e Sub-grid scale turbulence model:

— 1 =

Tij - ;Tkk6ij = — Z,UtSU (3115)
: s = 1 (0w 9%

where: Sij = > (6x]-+ axi> (3.1.16)

The variablesy;; andtyy, represent the terms for filtered static pressangl the

isotropic component of the sub-grid scale stresmespectively. These two terms are
grouped together with the Reynolds stresses foLE&% In equations 3.1.15 and 3.1.16,

the variablesS;;, is the local rate of strain tensor of the resdlflew. There are four

distinctive classes of sub-grid scale turbulencel@available in LES. In addition to

solving for the stresses, the turbulence modelsapmdied primarily to resolve the
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turbulent sub-grid scale viscosity;. For the purpose of the numerical simulations in

this study, the Smagorinsky-Lilley SGS turbulencadei was chosen. This model is the
most basic of the available turbulence models wittES and models the SGS turbulent

viscosity given the equation below.

* Smagorinsky-Lilley SGS turbulence model:

ue = pL2|3| (3.1.17)

where: 15| = /2 5;5;; (3.1.18a)

12 = min (xd, C;V,*/?) (3.1.18b)

The definition provided herein is essentially reswj the sub-grid scale stresses by
defining them to the resolved scales of the fluaimics. In the Smagorinsky-Lilley
definition, L, is the characteristic mixing length of the sulwgcales, and; is the
Smagorinsky constant. The variablesandd represent the von Karman constant and
the distance to the cylinder surface, respectivetuation 3.1.17 essentially determines
the SGS turbulent kinematic viscosity based on @allequilibrium between the
transport of turbulent sub-grid scale energy ardtthnsmission of this energy. A fixed
value for the Smagorinsky constadt, equal to 0.1 (Liang and Papadakis 2007; Lam
and Lin 2008; Sohankar 2008; Laghal. 2010) was used to determine the turbulent
viscosity. Deardorff (1970) and Breuer (1998) dwmieed this value of the

Smagorinsky constant provides the best results Waege scale fluctuations in the
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transitional flow exist near wall boundaries, asliwas containing shear flow

fluctuations.

Applying a higher order dynamic SGS model will résin the value ofCs
fluctuating with the given instantaneous resolvedles. This approach can lead to
numerical instability, a€; can increase in value to a maximum of 0.23. Intreh,
compared to the chosen value @f a small increase to 0.17 introduces significant
damping of the fluctuations mentioned above. Ineortb increase the numerical
throughput, it is considered suitable to avoid addal requirements, such as dynamic
sub-computations. Due to the transient conditidnthe current numerical simulations

in this work, the choice for the Smagorinsky consta appropriate.

3.1.2 LES Boundary Conditions

Specifying the inlet boundary conditions in FLUENIE straight forward with the large
eddy simulation turbulence model. To obtain addaio knowledge of the flow

conditions occurring when being obstructed by dftidady, especially with the SSP, it
is desirable to maintain minimal levels of turbwenat the inlet conditions. This
ensures that only the obstructions to the flow terélae turbulence and that the fluid-

structure interactions are revealed clearly.

The experimental setup of Dobeeal. (2006) contained less than 0.5% streamwise
turbulence intensity and less than 0.3% crossqstreabulence intensity. As a steady
velocity inlet boundary condition is established fbhe upstream boundary of the
computational domain, &o Perturbations option is selected in the LES at this
boundary, in order to set negligible turbulencee Tdmployment of this boundary

condition sets the instantaneous velocity companequal to the mean velocity at the
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inlet location. This provides the foundation fortaihing the correct fluid-to-structure
interactions, and is a similar approach to thatKe#jnovic and Davidson (2002).
Therefore, neglecting the turbulence at the inletird) the simulations ensured a

comparative model setup between the experimenthhamerical investigations.

As will be discussed in Section 3.3, the lateralrimaries are assigned as symmetry
boundary conditions, in order to assume a virtaéihite cylinder span. Hence, the

symmetry surfaces are treatedsidg surfaces to give zero flux such that

ou v

9z o0z

I
o

(3.1.19)

For the pressure outlet boundary condition spetifte the downstream boundary,
a zero gradient condition is implemented for theamdlow, U,, and convective
conditions are applied to extrapolate the flucngtproperties. Hence, the outflow

conditions are such that

aui

aui _
> — =0 (3.1.20)

+ U, o
The fluid-structure interactions are quantitativedyudied within the near wall

boundary layers throughout this research. Therefase the filtered Navier-Stokes

equations are to be integrated to the wallpalip boundary condition is applied to the

geometry walls during the LES. This generally regmifine near wall grids with* <

1. As the free-stream flow throughout this studytams moderate to high Reynolds

number, it is feasible to employ a wall functionef8teeg and Malalasekera 2007). The

application of a wall function is discussed in $®#tB.3.1.
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3.2 Computational Domain

When creating a computational domain for simulatftayv around a bluff body,
considerations are required to ensure that thedzsoies of the domain are not too close
to the body. It is important to allow the free-sime flow to travel through the domain
and around the bluff body without added effectsnfreurrounding domain boundaries
or walls. These added effects are known as ‘blogkaffects’. Taking this into
consideration for the current models, an exampltheffull computational domain for
the numerical simulations in this study is preseérite the left of Figure 3.1(a). The
resulting computational mesh is shown in the rightrigure 3.1(a). The domain is
similar to that used by Saletal. (2003), Shah and Ferziger (1997) and Krajnovic and
Davidson (2002), as it ensures sufficient spacegiferdownstream wake development,
as well as minimising any blockage effects duehtotbp and bottom boundaries in the
verticaly-direction. Taking the height of the body@smeasured in meters, the domain
extends from the center of the body a distancefb@th upstream and along the
vertical y—direction, and a distance of D&lownstream. Hence, the overall dimensions
of the numerical domain are a length of 0.704 ndtiwiof 0.224 m and a height of

0.448 m.

To represent a basic model of an owl’s wing andelding edge comb, models of
both square and rectangular cylinders with a leadidge heightD, of 0.032 m are
considered for numerical analyses. The square raatel similar to the experimental
models of Dobreet al. (2006). These models are a plain square cylinadgrr@ference
comparisons) and three additional models, each aithfferent configuration of the
spanwise sinusoidal profile (SSP) applied to tredileg edge (LE). The SSP in this

study involves a sinusoidal indentation appliedhi® leading edge. Similar to Dobee
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al. (2006), the three SSP configurations are refaiweasW1, W2 andW3 containing
peak—to—peak sinusoidal amplitudes,of 2, 8 and 15 mm, respectiveW/O refers to
the plain reference square cylinder. The reason skdecting such parameters is
discussed in detail in a following chapter. The edcal models o0 andW3 are
presented in Figure 3.2, in order to demonstragepthin reference square cylinder in
Figure 3.2(a), and the resulting square cylindethwthe SSP in Figure 3.2(b),
respectively. The parameters, the peak-to-peakiamdp|w, and spanwise wavelength,
/, indicated in Figure 3.2, are the two key paramnseie this study for designing the

passive control. These parameters are also distus$alowing chapters.

The numerical models studied in this work were gateel using DesignModelr
to develop the geometries with alternating confagions of the SSP. The meshing of
the computational domain was performed Using GAMBIBoth DesignModelétand
GAMBIT® are computer aided design (CAD) softwares, whiehedfective for creating
basic three-dimensional models. In order to crédaesinusoidal leading edge for each
model, the process adapted was the ‘bottom-upnigale. This technique required the
least amount of effort to generate the models,watlg rapid development and
modifications. Primarily, nodes are distributedaasr the three-dimensional field at the
locations of the minimum and maximum of the leadeuge sine function. Additional
nodes are placed across the field at the locatadnall intersections and points of
interest throughout the computational domain. Bsslién the nodes are placed in order
to represent the model shown in Figure 3.1(a). dioee, the remaining process for the
bottom-up technique required connecting all noadesreate the edges (lines) of the
domain. The edges are then grouped to form facefa(es), and then the volumes for
the domain are formed similarly by grouping theeacOnce creating all the domain

volumes, Boolean operations are employed to subtinacvolume of the cylinder from

51



the surrounding volumes (Modelling and Meshing @ui2009). The surrounding
volumes are then grouped and assigned as the dimain. To model the square
cylinder as a hollow section and define only théncher walls eliminates the need to
assign both solid and fluid interfaces for the datians. This process reduces the
computational demand, as only a fluid interface régjuired to be interpreted.
Considering the computational domain as a rectamngpltism, as shown in Figure

3.1(a), allows the boundary conditions to be singgplied to the six outer faces.

Pressure Outlet

Pressure Inlet

04\

(b)

Figure 3.1: Computational domain showing (a) donsmhematic (left) and boundary

conditions with computational mesh (right) and Bojarged view illustrating the fine
mesh adjacent to the cylinder.
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Figure 3.2: Computational model of (a) referencaaseg cylinder (V0) and (b) square
cylinder with an SSP applied3).

In Figure 3.3, the experimental setup of Do#ral. (2006) is given, showing the
top view of their wind tunnel model attached toesahd plates at a fixed span ofi 1éh
Figure 3.3(a). There was no control methods redddethe end effects created by the
side end plates. Therefore, in order to neglect thctor in the numerical model,
symmetry boundaries are applied to the ends ofntireerical square cylinder. The
application of symmetry boundaries allows the nucaérmodel to have an infinite
virtual span, removing any side wall blockage afe€ree-stream velocityl,, in both
the numerical and experimental models is from teftright along the positivex-
direction. As the leading edge is directed leftstopam, negativex-direction), the
downstream amplitude of the SSP is referred asak ped the upstream amplitude
referred as a valley. This definition will be us#aroughout this study. This is
demonstrated in Figure 3.3(b). The spanwise wag#hen, of the SSP is initially fixed
at a value of 76.8 mm for each configuration, alsown in Figure 3.3(a). This value is
later varied to research the effects of botand4, and discussed in following chapters.
Therefore, W1, W2 andW3 contain steepness raties/l, of 0.026, 0.104 and 0.195,

respectively. Details regarding the selection esthparameters are given in Chapter 4.
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Figure 3.3: Experimental setup of Dolateal. (2006) showing (a) top view of the wind
tunnel section and (b) square cylinder model shgwiear and intermediate wake

measurement poin

3.2.1 Boundary Conditions

In order to establish correct observations, onesid@nation required when creating the
numerical model is the careful application of boarydconditions. Thought has to be
given for the type of flow being studied, and mongortantly, the expected results that
are to be obtained. The selection of boundary ¢mmdi is ideally based on physical
and practical conditions, in which effects from eextal sources exist. These external
sources can include turbulence intensities, presgtadients and temperature changes.
A numerical simulation operates under ideal coodgi where external sources can
either remain constant or are negligible. Therefare order to account for the
practicality of the solution, factors are placedtbba boundary conditions. Although the
numerical model presented in this study is not demam nature, it is three-dimensional
and must closely represent the conditions of areex@ntal model. The flow is to be
driven and directed across the computational donsammlar to a wind tunnel test

section. Hence, the boundary conditions are sethsare this effect.
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Figure 3.4: Computational domain indicating the ribary conditions.

The boundary upstream from the leading edge otyheder is assigned a velocity
inlet boundary condition, shown in Figure 3.4, adlas Figure 3.1(a). The value of the
free-stream velocity was set at a fixed valudUgf= 11 m&. This corresponds to a
Reynolds number based on the cylinder heiglet, of 2.35x10. The definition for

Reynolds number used throughout this work is

(3.2.1)

where, v is the kinematic viscosity of air. This inlet catah is equivalent to the
experimental inlet condition of Dobet al. (2006). While the free-stream flow is force
driven, the flow still requires being pressure drivalong the domain, in order to remain
streamwise along the positixedirection. Therefore, to direct the flow as needsath
the top and bottom boundaries of the computatidioahain were assigned a pressure

inlet boundary condition, and the downstream boonétam the cylinder was assigned
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a pressure outlet boundary condition. These detadsshown in Figure 3.4, showing

the inlet and outlet boundaries represented bpline and red surfaces, respectively.

One method to reduce the computational requirenadrttse simulations is to have
a computational domain that is small as possible domputed span of the cylinder
models in this study is chosen to be This span corresponds to half the span afia4
the experimental models used by Dobral. (2006), and contains sufficient length of
the SSP to conduct accurate analysis. In orderd¢gept spanwise wall effects, the
vertical end planes, shown in Figures 3.4 and Bdgayellow surfaces, were treated as
symmetry boundaries. Hence, as discussed abovenddel contains axial symmetry
along the horizontat-direction, eliminating wall effects by assumingigual infinite
span beyond the symmetry boundaries. In additibang al. (2008) investigated flow
controls for an airfoil using similar symmetry balamy conditions and a spanwise

domain length of only 0.1c, where c is the cordjtarof the geometry.

Another method to reduce the computational requergs of the simulations is
modelling the square cylinder as a hollow structumd not as a solid. This was briefly
discussed in Section 3.2, and shown in Figure B$.the flow travels around the
cylinder and not inside the cylinder, it is not esgary to model the cylinder internally.
This consideration assists in minimising the giieheents within the domain for faster
simulations, as only a fluid interface is importatb the numerical software, and less
computational memory is required. In later chapteramerical experiments are
conducted for different geometries of the SSP uuticly geometries with a rectangular
(elongated) cross-section. The generation of theditional computational models

follow a similar approach towards the details dssad in this chapter.
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Figure 3.5: Computational model of the square d@gmWS3, indicating the hollow

cross-section to minimise grid elements.

3.3 Model Verification and Mesh Generation

Having established the governing mathematical eégusit and their boundary
conditions, they must be solved. In this sectitwe, ihethodology employed to obtain a
numerical solution is discussed. As the small staleulence is modelled throughout
the numerical analysis, the computational domamamntain a larger overall grid size,
therefore reducing the computational requireme8tsall & Ferziger 1997). However,
employing the LES turbulence model still requiresekatively fine mesh to solve the
filtered Navier-Stokes equations. The filtering i®n allows the flow scales larger
than the grid sizing to be resolved. For this reasobalance must be established to
ensure the computational grid remains fine enowgresolve a large quantity of flow

scales and still maintain minimal modelling expense

3.3.1 Sizing Function and Near Wall Region

To obtain an accurate result using limited compmutiasources requires a judicious

approach to meshing the computational domain. dieroto develop a fine mesh while
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still aiming to reduce the computational costs, thesh was generated with a high
density of grid elements where the gradients areps{geometry surface) and a lower
density elsewhere. A function referred as a siZingction is applied to the mesh in
order to construct the grid of the computationaindm. The sizing function allows a
concentration of grid elements adjacent to the ggponwall and a consistent growth in
the spacing between elements moving in a direciway from the wall. Hence, the
computational grid can begin with a very fine mesgthe surface, which then grows
courser gradually with distance. The computatiomedsh near the surface of the
geometries allows the results to capture and meakber flow details accurately to the
wall. The detail of the sizing function is shown Figure 3.6, indicating the meshed
region surrounding the square cylindenMd8 and the uniform mesh growth away from

the cylinder.

Near solid surfaces where velocity gradients aepstthe flow field must be highly
resolved. The near wall region shown in Figure [8.1¢ meshed utilising a boundary
layer technique. In the boundary layer techniqu&tractured quadrilateral mesh that is
six layers in depth is placed around the geomdthys is shown in Figure 3.7. Each
layer has a growth factor of 1.1 with a size liofitl, and an initial layer height of 0.001
m. This initial layer height of 0.001 m is suffioigy small to capture details of the flow,
and corresponds to 3% of the cylinder heightin agreement with the initial cell height
of Sohankaet al. (2000). Hence, the boundary layer mesh contr@gtowth factor of
the sizing function, while ensuring the LES canohes the near wall features. The
growth of the sizing function was chosen such thatnear mesh downstream of the
geometry is fine enough to also measure the neke wata. Similarly, the upstream
mesh ensures no disturbance to the steady fresstitew impacting the leading edge

of the geometry.
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To allow the mesh to expand uniformly in all difeas normal to the surface of the
geometries, four meshed faces were generated im gaometry boundary, located
perpendicular to the front, upper, back and lowefases of the geometry. These four
faces form the cross pattern within the symmetanes that are depicted in Figure 3.6,
and indentified as faces 1, 2, 3 and 4. The sizingtion exists along the edges of these
faces, extending from the geometry surface. Thesefas can be seen in Figure 3.6, a
high concentration of grid elements exists arourel geometry to the normal directly

above and below, as well as directly upstream ane¢hdtream of the geometry.

[

[

4

Figure 3.6: Symmetry boundary grid showing the ammif mesh expansion away from

the geometry surface as a result of the sizingtionc
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Figure 3.7: Enlarged view of the symmetry boundpigne showing the boundary
layer mesh surrounding the square cylindlés,.

Three sub-layers exist within the flow most adjadenthe geometry wall, which
form the inner region of the boundary layer. Thg-lioear relationship between these
three boundary layer sub-layers is shown in Figdu& (ANSYS 2009). The mean
velocity at the near wall region can be expressed form that is independent of the
Reynolds number and geometry in the case wheredloeity and distance from the
wall are normalised by the wall shear stress. [2efias the non-dimensional distance to
the wall, proportional to the friction velocity alg the geometry surface, the walt
characterises the law-of-the-wall. As the boundayer governs the parameters of the
sizing function and the near wall region is of arar interest in this work, the value of

y* must be checked.

Closest to the cylinder wall is the laminar visceub-layer §* < 5). This law is
indicated by the curved linear function in Figur&,3and in this sub-layer the non-
dimensional velocityu*, is equal toy* for incompressible flow. Turbulent motions are
considered negligible in this region. The seconb-layer is a transitional layer or
buffer layer (5 <y* < 30) between the laminar viscous sub-layer and timertial

turbulent sub-layer. In this layer, identified hs togarithmic function in Figure 3.8, the
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molecular viscosity and turbulence are equally irtgpd. The inertial sub-layer is
formally known as the log-law-of-the-wall regionQ(3 y* < 200). In this outer
logarithmic region, the flow is fully turbulent andscous effects are negligible.
Calculating the friction velocity throughout themsilations, the average value of wall
y* is between 11 and 16 for the configuratia®® to W3. According to the theory on
boundary layer flow over a smooth flat plate, tmeeans that the value of*

corresponds to the buffer layer. The definitiogiigen below.

e Wall y* definition:

(3.3.1)

1
where: U, = (T—W)Z (3.3.2)

In equation 3.3.1y is the distance between the wall and adjacenteeliroid, and
u, is the friction velocity at the wall. The variabtg, is the wall shear stress. The
relationship for the velocity profile within the amewall region is given in equation
3.3.3. The near wall velocity profile is equivaldot typical turbulent flow near a wall,
and any profile variation is mostly due to low Rels number. At higher Reynolds
numbers, the velocity profile will remain constantthe law-of-the-wall and buffer
layer regions up until approximately" of 500. Beyond the logarithmic region, the

velocity profile resembles that of free shear fidihite 2003).
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Figure 3.8: Semi-log representation of the near wedion showingy” within the

buffer layer, between the law-of-the-wall and lagvlregions (ANSYS 2009).

* Near wall velocity profile:

N A v <5 3.3.3
wWERT “Iny* +b, 30 < y* < 500 (3.3.3)
where: k=04; b=5.45

As y* for the geometries in this research is within théfer layer §* ~ 11 to 16),
a wall function needs to be applied, in order tenbl the law-of-the-wall and log-law

regions. An enhanced wall function in FLUERIflelatesu* to y* as given below.

Law of the wall blending function:

+14
~ 2007 (3.3.4)

I =
1+5y+
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 Enhanced wall function:
1
ut =elu},, + erul,, (3.3.5)

The purpose of this enhanced wall function is &ate a link between the viscosity
dependent region and the fully turbulent regiothef boundary sub-layers (Moin 2002;
Catalanoet al. 2003). Hence, as the computational mesh is firmigim to resolve the
boundary layer; it is not fine enough to resolve tlow all the way within the viscous
sub-layer. Resolving the boundary layer all the waythe cylinder surface would
require a very fine mesh. This would create sigaiit computational demand.
Therefore, applying the wall function provides thES turbulence model with an
accurate description of the velocity profile withine wall adjacent sub-layer. The
depiction from the wall function is dependent oe ttorrect behaviour of* values
within the buffer layer (ANSYS 2009). For this reas the correct application of the
boundary layer technique and sizing function iseesial. In equation 3.3.5;,,,, and
ut,, are the non-dimensional velocities within the laanilaw-of-the-wall ¢* < 5)

and turbulent log-law-of-the-wally( > 30) regions, respectively.

3.3.2 Grid and Time Step Independence

Performing extensive CFD simulations to solve tlebtflow problems, it is important
to establish the validity of the numerical model,arder to determine the numerical
error from the turbulence model (LES) error (Wilcd®93). A common way to
establish model validity is to perform both griddaime step independence checks. In
this section, the independence checks have bedarped for the 3D LES with a

constant Reynolds number based on the geometnhthelg, of 2.35 x 10. The
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maximum absolute lift coefficient];,, mean drag coefficient];, and mean of the
streamwise velocity fluctuationg, are observed. It is to be noted that the study wa
conducted only for the plain square cylindé&f). The coefficients of lift and drag are

defined in Equations 3.3.6 and 3.3.7, whBrandF,; are the fluid forces.

» Coefficients of lift and drag:

_ __F

C, = 5pUTD (3.3.6)
_ __Fa

Cy = 5pUTD (3.3.7)

For the grid independence check, three grid sizesevweonsidered, containing
1.73x10, 2.54x18 and 3.45x1D elements. The computational observations are
presented in Table 3.1. The results show that ldeiteonvergence is obtained for the
flow solutions as there is no significant impacttbe simulation results with different
number of elements, where the largest difference2 8%, 0.5% and 2.02% f6y, C,
and 1, respectively. Hence, a grid size of 3.45%&@ments is chosen with confidence
for the simulations conducted in this thesis. Tbasresponds to approximately 10

elements per sinusoidal wave in the spanwise drect

The form of the computational grid for all modeis this study is a structured
hexahedron mesh. The commutation of the filteripgration as discussed in Section
3.1.1 is essentially valid with temporal and spatiscretisation for uniform
computational grids (Xiyun and Guocan 2002). Itidbddoe noted that the chosen grid
size is near the maximum allowable grid size tfzat be facilitated with the available

computer resources. Krajnovic and Davidson (20@2jopmed LES for flow around a
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square cube with a very coarse computational godtasning only approximately
2.7x10 elements. They found that applying simple inletoary conditions with a
coarse mesh and one-equation SGS model producethtecesults in close agreement

to experimental observations.

To check for time step independence, using theerhgsid size, the 3D LES were
conducted for two time step size&, of 1x10" s and 1x108 s. The observations for the
maximum absolute lift coefficient];,, mean drag coefficient];, and mean of the
streamwise velocity fluctuationg, are presented in Table 3.2. There is no sigmfica
affect on the numerical results with different tistep size, as the largest differences are
2.14%, 0.08% and 1.51% féy, C; andu, respectively. Hence, a time step sizg, of
1x10% s is chosen. However, both time step sizes usé¢deiindependence check are
required to achieve proper solution convergencehef LES. This is discussed in
Section 3.3.3. Further validations of the currentnerical results are presented in

following chapters.

Table 3.1: Grid independence check for a plain sgoglinder aRe = 2.35x10.

Total Number of Cells AbsoluteC; Mean C, u [ms?
1.73 x 18 2.025 2.406 14.06
2.54 x 18 2.037 2.415 14.28
3.45 x 18 2.085 2.418 14.35

Table 3.2: Time step independence check for a gigirare cylinder ate = 2.35x10.

Time Step Size [s] Absolute C; Mean Ed u [ms’]

1 x 10* 2.076 2.416 14.217
1x10° 2.105 2.418 14.434
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3.3.3 Solution Convergence

A fine computational grid and sufficiently smalhig step are key requirements to
ensure the computations can resolve the unsteadyenmtam and energy equations, and
accurately capture the flow phenomena. This remerg, along with the grid density,
results in an extensive computing time. All CFD ulations need a considerable
numerical accuracy, while also considering the deman computing resources
(Roache 1990). One method of determining the nwalkesaiccuracy is by monitoring the
solution iterations for convergence. The convergems evaluated based on the
difference between the current iterate solution #mel exact solution to the flow
differential equations. However, computations thmatolve turbulence modelling are
more irregular and essentially slower to achiewration convergence, due to the
complex nature of these computations. Hence, tartmél models require more precise

convergence criteria.

Wilcox (1993) has shown that the actual solutiormrefor simulations involving
turbulence can be measured as the difference betwe®= exact solution to the
discretised equations and the numerical solutiohe@tcurrent iteration. This approach
demonstrates that the actual solution error iselarthan the difference between
successive iterations. Hence, for a turbulence mametaining slow rate of
convergence, the iteration convergence is achidadficiently small difference exists

between iterates.

In this sub-section the methodology for determinamgl maintaining convergence
when utilising LES is discussed. As LES requireffi@gantly high computational
demand, therefore slower rate of convergence, itdésirable to establish an

approximation of the flow field on which an LES swbn can be based, and improve

66



the computational rate. If the solution to a tinependent flow problem is dependent
on the initial conditions, it is essential to aatety indicate the initial conditions that

have been established from other sources (Verstegd/lalalasekera 2007).

In order to obtain initial conditions before commigry the LES simulations, an
approximation of the flow field was achieved by rathdg a steady-state flow field
using a Standard ke (SKE) turbulence model. The SKE turbulence moded semi-
empirical; two-equation Reynolds averaged Navierk& (RANS) formulation. It is
based on the transport equations for the turblemgtic energyk, and the turbulent
energy dissipation rate, Therefore, in this way an initial flow field wastablished.
For the purpose of brevity, only brief explanatismgiven regarding the employment of
the SKE turbulence model, however the details giaen suitable for addressing the

procedure.

The solution for the SKE simulations of the initil@w field in this work converges
at approximately 2000 iterations. This is achiefiestly by implementing an enhanced
wall treatment during the SKE simulations. Simitar the enhanced wall function
discussed in Section 3.3.1, the wall treatment @dawes the laws-of-the-wall as one
wall law for the RANS solution (ANSYS 2009; Moin @B). This procedure is accurate
and suitable to increase the rate of initial cogeace for the reasonably high Reynolds
number flow utilised in this study. Secondly, teokve the pressure-velocity coupling,
the SIMPLE pressure-based segregated algorithm mploged. This algorithm
maintains the continuity equation simply by approaiing the pressure-velocity
corrections through a correction of the face flaxeach computational cell. For the
spatial discretisation of the momentum and enegyagons, a second-order upwind

scheme is employed, which provides sufficient a@cyrfor obtaining the initial flow
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field. The SKE turbulence model is not time dependeeing run at a steady state,
therefore FLUENT calculates the flow field based on an explicitdt&ve process to be
accurate within defined error bounds. To assessitdration convergence, the lift
coefficient, drag coefficient and streamwise velpare monitored for reaching a steady

State.

Having achieved convergence through the Standakd turbulence model, the
instantaneous velocity field provides the initiahditions. LES is intrinsically unsteady
(transient) and the formulation of spatial derives is implicitly second-order. For the
LES turbulence model, the spatial discretisatidmeste utilised for the convection of
momentum and energy is a bounded central-diffengn@cheme of second-order
accuracy (Krajnovic and Davidson 2002; Xiyun ancdGn 2002). Applying a central-
differencing scheme is found to provide better agrent with experimental data. A
bounded central-differencing scheme interpolatesc#il center scalar values accurately

for calculating the face scalars required for catio® terms.

Initially, the time-step selected for the LES wasl@® s. Convergence for this
turbulence model with the computational consideretiexplained in this chapter is
achieved at approximately 0.1 s of simulation rimet As FLUENT employs an
iterative time advancement solution method, cormecg for the first 0.1 s is
determined based on the number of iterations reduper time-step. As discussed
above, obtaining sufficiently small difference beem successive iterates minimises the
number of iterations required per time-step. A stdiic representing the iterative
process of the LES simulations is provided in Fegu®.9. Within the solver, the
maximum number of iterations per time-step candigis order to not exceed a certain

limit of calculations. The maximum allowable itecats throughout the simulations are
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set to 50. The reason for this choice is basedamveargence criteria for FLUENT
(ANSYS 2009). Solution convergence is also asselsaséd on statistically completing
the flow residence time. The residence time is ndefi as the ratio between the
characteristic length of the computational fidldand the free-stream velocity,. The
first 0.1 s of the simulation corresponds to apprately double the flow residence

time.

A 4

t=ty+ndt (n=0,1,2,3,..,N)

<
<

A 4
Solve for Momentum Equation$

\ 4
Solve Pressure Field

A 4
Solve Pressure-Velocity Coupling

Iteration Looj

\ 4
Solve Turbulent Scalarg

\ 4
Check Convergencs

No

Yes

A 4
Advance Time Stepy =n+ 1

Figure 3.9: Schematic of the iterative time advameet solution method in FLUENT
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When selecting the time-step, the maximum simulérdtions should not exceed
10. If exceeded, the time-step should be made smal$ the solution is not accurate
enough and hence, not reaching convergence duéetdatge difference between
iterates (Wilcox 1993). If the simulated iteratioresnain less than 10, the time-step
chosen is adequate and the solution can be coadid@mnverged. The number of

simulated iterations for the first 0.1 seconds i&£ations.

As the time-step can be increased if less thartek@tions are required per time-
step, the time-step is made 1%19for the remaining time of the simulations. Hoeev
before adjusting the time-step, the initial flowatsgtics are made the new initial
conditions. For this larger time-step, the maximoumber of simulated iterations per
time step remained 9 iterations. It is to be naked several expensive simulations were

conducted, in order to determine the correct seledor the time-step size.

The data is considered to become statisticallydsteaFLUENT® once achieving a
total simulation run time equal to a considerabldtiple of the mean flow residence
time. The value of mean flow residence time for tedels developed in this study is
approximately 0.064 s. Therefore, due to this teecal residence time being small, it is
considered appropriate to average the time staisiver a substantial simulation run
time. Hence, the large eddy simulations are constleomplete when achieving a total

simulation time no less than approximately 2 s.

This overall process for convergence and time-stdice improves the
performance of the simulations, while still ensgrsuitable accuracy is obtained within
the solution. The methodology is similar to thaiXofun & Guocan (2002) in obtaining
faster convergence for LES. Convergence was chetkedighout this research by

monitoring the number of iterations required pemgistep and through monitoring the
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solution residuals. Global convergence is ensuhedgugh mesh independence checks

when creating the numerical models.

3.4 Comparisons in the Wake of Square SSP Cylinders

It is essential that the numerical model develoipeithis research generates results that
accurately reflect reality. Hence, the model isdatkd by replicating the experimental
conditions reported by Dobet al. (2006). Comparisons are made of the computed and
experimentally observed power spectral densiti€&D@) of the flow fields in the near
and intermediate wakes produced by bluff bodie waitd without SSPs. The model is

also validated against published drag forces amdusiwise turbulence intensities.

The characteristics of power spectral densitieseggad by bluff bodies are
excellent indication of the degree of flow contrdhis arises because the absence of a
dominant frequency in the wake is congruent witlalsftuctuations in the aerodynamic
forces. Furthermore, the lack of a dominant freqgyas associated with a reduction in

the drag force.

3.4.1 Model Comparisons in the Near Wake

PSDs in the near wakes generated by square cyingiéh and without spanwise
sinusoidal profiles (SSPs) were measured and aethlgyg Dobreet al. (2006). Their

monitoring point was located a¥/D, y/D) = (2, 2) as indicated in Figure 3.10. The
monitor location in the near wake corresponds &hkbrder of the formation region of
the streamwise Karman vortices and was determiodthte qualitative similarities at
both low and high Reynolds numbers (Dolateal. 2006). In the case of a square

cylinder with a plain leading edg®/0, the monitoring point was located in a vertical
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plane co-planar with the mid-span, as shown in feid110(a). In the cases of square
cylinders on which SSPs are imposed on the leaddge, case¥vl, W2 and W3,
Dobreet al. (2006) located the near wake monitoring points msiveam of the central

peak and valley as indicated in Figure 3.10(b).

Power spectral densities (PSD) of theelocity fluctuations are presented in Figure
3.11. The numerical results compare very well \thign experimental observations. Both
numerical and experimental observations show lamgguictions in velocity fluctuations
co-planar with a valley, shown in green for the euical data and the lower black
spectra for the experimental data. The computedltseagree clearly with those of the
experiments, demonstrating the effectiveness ofS88 as steepness ratio increases
from WO toW3, as indicated by the decreasing magnitude ofuhéamental harmonic
in Figures 3.11(a) to 3.11(d). In Figure 3.11{th experimental and numerical PSD
of the reference square cylind&vQ, indicate a fundamental harmonic at approximately
47 Hz, corresponding to the vortex shedding frequefi,,. Therefore, the Strouhal
number,St, defined in Equation 3.4.1 for the square cylindiea Reynolds number of

2.35 x 10 is 0.14. Recall thaD is the cylinder height, andi, is the free-stream

velocity.

St = Lol (3.4.1)
U

A Strouhal number of 0.14 is in good agreement wytbical values ofSt for a

square cross-section (Blevins 2009). The Strouhahber is a non-dimensional
parameter that relates the free-stream velocitheéovortex shedding frequency caused

by the blockage of a body. Hence, the Strouhal rim$ also dependent on the
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characteristic length of the body. In this cases ithe square cylinder heighd, The
presence of a second harmonic in Figures 3.11(a4)(l® and 3.11(c) indicates some
radial asymmetry of the vortices in the near waleresponding t&Vv0, W1 andW2,
respectively (Dobret al. 2006). Both spectral peaks are suppressetiVidrin Figure

3.11(d).

The v-velocity spectra for both experimental and nunariesults follow the
negative 5/3 slope corresponding to the well knd&@imogorov’s law (Wilcox 1993).
This region of local isotropy is indicated by thteagyht black and red lines above the
experimental and numerical spectra, respectivelys Taw was formulated through a
dimensional analysis, in order to derive the enaligyribution in a turbulent flow. The
formulation of the energy spectrum relates the wawaber k, to the turbulent energy

dissipation rates;, such that

E(k) = C &?/3 =5/3 (3.4.2)

where,C is a constant with a value approximately equdl.tdhe wave numbek, can

be considered a frequency component of the locainnvelocity,U. Hence, as can be

seen in Figure 3.11, Kolmogorov’s law states thatturbulent kinetic energy decreases

along a negative 5/3 slope with frequency (or wawenber).
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Figure 3.10: Square cylinder model showing the mieasent points in the near wake;
(a) WO; (b) W3.

The resolution of the power spectral densities betw the numerical and
experimental observations is different. Howevels tls due to the difference in
sampling rates between the two comparisons. Anratienagnitude difference exists
between the two data sets; nevertheless, the ef¢@pplying an SSP to represent the
leading edge comb are clearly observed. As disdusselier, considerations are
required to obtain efficient computations, whilesernng the important flow details are
still being captured. Consequently, it is showntlms section that the key flow
characteristics are clearly observed, with close@gent between the numerical and
experimental cases. In addition, finer detail iptaeed in the numerical observations,
depicted in the numerical spectra of Figure 3.11th®y spectral content that appears
below the distribution. The LES is sensitive to fimer small scale turbulences that are
present within the flow as a result of the sub-guédle turbulence. This close agreement
corroborates the suitability of the LES turbulenoedel for analysing the adjacent flow

field and near wake of the SSP models in this rekea
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Figure 3.11: Comparisons of numerical and experimental {ep, Dobre et al.
(2006)) PSD of thev-component velocity spectra at peak—{ and valley {—)
locations measured at/D, y/D) = (2, 2) for (a)WO, (b)WL, (c)W2 and (d)W3.
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3.4.2 Model Comparisons in the Intermediate Wake

It is essential that numerical models are validagainst experiments. In this work, the
validation is achieved by comparing flow observiasion the posterior direction to the
leading edge. Although the discussion throughoig tlesearch focuses within the
boundary layer and near wake regions, verificatothese regions is just one check to
determining the validation of the numerical teclugigin order to obtain an additional
validation, comparisons between numerical and exyaral observations within the

intermediate wake are discussed in this section.

Experimental measurements were carried out by Dabral. (2006) in the
intermediate wake corresponding to a downstrearmtitwme of &/D, y/D) = (9, 0). The
monitor location in the intermediate wake was chasemeasure and determine the rate
of vorticity decay downstream of the square cylm@®@obreet al. 2006). Spanwisez{
direction) homogeneity between the peak and vallagies occurs both experimentally
and numerically at this location. Hence, the datlected at the central peak is
discussed, for brevity. Furthermore, comparisonthéintermediate wake are provided
only betweenVVO andW3, as the PSD in Section 3.4.1 showed the bestasirdgf the

frequency spectra for these two square cylinders.

The power spectral densities of thhandv-velocity fluctuations in the intermediate
wake between the experimental observations of Debia@. (2006) and the current
numerical results are presented in Figure 3.12{a)NM0 and Figure 3.12(b) fow3.
The spectral distribution of thevelocity fluctuations are represented in blue, dred-
velocity fluctuations are represented in green. Teée and black lines above the

distributions correspond to the -5/3 Kolmogorowds/ldiscussed in Section 3.4.1.
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Minor discrepancies exist between the experimeatal numerical comparisons;
however, the principal features of the flow aretaegxd. It is important to note the large
distance between the monitoring point and theitigaiédge. In Figure 3.12(b), it can be
seen that the re-emergence of a fundamental pgaaepin the intermediate wake of
W3. This occurs for the numerical observations &veer frequency than that of the
experimental observations, corresponding to apprately 1/2,,. As the computational
grid is coarse in the intermediate wake regiortai be speculated that the LES was
unable to capture the true frequency of velocityctilations at the measurement
location. However, it is depicted in Figure 3.12(laat for WO the fundamental peak
occurs at the vortex shedding frequency of appratéty 47 Hz. Hence, the LES is
indeed capable of capturing the correct featurethefflow within the coarse mesh
region. Grid independence studies have been disdussSection 3.3.2. The reason for
the frequency shift from the natural shedding festny is not completely understood.
Nevertheless, the occurrence of the peak is duketanteraction between the top and
bottom shear layers. An interaction of this fornexpected within the region defined as
the intermediate wake, as a restructuring of the Karman vortices will develop at

approximately the location of the measuring pobulfreet al. 2006).

The fundamental peak f&W3 indicates significant three-dimensionality withire
wake, due to the broad nature of the spectral p&aharp spectral peak, as in Figure
3.12(a) for WO, demonstrates a clearly organised two-dimensiatalcture. The
definition of a two-dimensional wake is that it ¢tams only structures that are
streamwise and normal to the flow (i.e. variableghe x andy-directions); a broad
spectral peak indicates the presence of a weakenecture due to three-dimensional
interactions (i.e. flow in th&, y andz-directions). In this work, two-dimensional flow is

referred as uncontrolled flow, and three-dimendifioa is referred as controlled flow.
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Figure 3.12: Comparisons of numerical and experaie(iop, -—, Dobre et al.

(2006)) PSD of the-component{—) andv-component-(-) velocity spectra at the
mid-peak location measured atld, y/D) = (9, 0) for (a)WO0 and (b)W3.

In the experimental observations, the reductiomagnitude of the fundamental
peak forW3 in Figure 3.12(b) as comparedW® is an indication of the lower energy
of the vortices (Dobret al. 2006). This is also evident in the PSD gener&edhe
numerical data. This confirms that the numericaladeaptures the relevant flow
structures that are also evident in the experinhelata, and provides further confidence

in the accuracy of the numerical model.

The reason for the apparent lower energy of thetices and flow three-
dimensionality in the intermediate wake\&f3 is due to interactions between primary

and secondary vortex structures occurring\i (Dobre and Hangan 2004; Dolete
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al. 2006). These structures are the spanwise Karmzmices and streamwise

interconnecting ribs, respectively.

3.4.3 Characteristic Comparisons of Aerodynamic Fares

Comparisons of the drag coefficiertl;, and streamwise turbulence intensity,U,
provide an additional avenue for comparing expentaleand numerical data, in order
to obtain a validation of the numerical model. Tenerical data obtained in this study
for the coefficient of drag(C,, are provided in Table 3.3. Comparisons are made
between the current numerical data at Re = 2.35a6 the reported numerical data of
Darekar and Sherwin (2001) at Re = 100. The dalable 3.3 agree well; they indicate
that average values daf; decrease with increasing wave steepness. Howeher, t
reduction in drag becomes significant only for Bamgave steepness. For example, in the
current numerical results between the configuratidfi andW2 a decrease of only
12.2% exists withw/A of 0.026 and 0.105, respectively. The decreaseag & 9.6% in

the published data.

Reductions inC; of up to 30% are recorded in previous works whgplyang the
SSP with a wave steepnesgsy, in excess of 0.09 (Bearman and Owen 1998; Detbre
al. 2006). The present numerical results agree weh these observations; a wave
steepnessy/4, equal to 0.195, correspondingWsB causes a reduction @ of 33.3%
from the drag force of the reference square cylindlibis is a significant improvement
in drag reduction once introducing large wave stesp, and in good agreement with
previous works. As an additional verification ofetlturrent numerical model, a
comparison ofC; is made with the reported data of Sohanéagl. (2000). They

performed LES using a Smagorinsky sub-grid scateutance model at Re = 2.2¥10
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and recorded an average valueCgffor a plain square cylinder to be 2.22. This is in
good agreement with the current LES results for fleén square cylindetWo; the

average value af, given in Table 3.3 is 2.4 at Re = 2.35%10

Numerical data for the streamwise turbulence iritgns /U, measured at the peak
and valley locations within the near wakexdD( y/D) = (2, 2), is provided in Table 3.4.
The average value of/U is slightly higher along the peak plane than thkey plane,
hence larger reductions in turbulence intensityargerved in a plane that is coincident
with a valley. It is interesting to note that acriease inu/U of approximately 31.8% is
observed at the peak location M1, and only marginal reductions of approximately
6.7% are obtained at a valley location. B##& andW3 contain expected trends in the
reductions in streamwise turbulence intensity wé&hsignificant 85.3% decrease

obtained at the valley location f@v3, and 72.7% at a peak location.

Table 3.3: Numerical data for the mean drag caefiiic C;; comparison between
current numerical data at Re = 2.35%H0d reported numerical data of Darekar and
Sherwin (2001) at Re = 100.

Numerical, Re = 2.35x1% Numerical, Re = 100
Configuration Average C4 C, Reduction Average C4 C; Reduction
[%6] [%]
WO (w/A =0) 2.4 - 1.48 -
W1 (w/2 = 0.026) 2.3 4.2 1.45 2.03
W2 (w/2 = 0.105) 2.02 15.8 1.31 115
W3 (w/A = 0.195) 1.6 33.3 1.29 12.8
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Table 3.4: Streamwise turbulence intensity datasomea at X/D, y/D) = (2, 2);
comparison between current numerical results apdrted experimental observations
of Dobreet al. (2006).

Peak Valley
Numerical Experimental Numerical Experimental
Configuration Average ReLéI{Jlétion Average ReLéI{Jlétion Average Relcli{llétion Average Relcli{llétion

u/U [%] u/U [%] u/U [%] u/U [%]
WO 0.15 N/A 0.17 N/A 0.15 N/A 0.17 N/A
w1 0.22 -31.8 0.16 6.4 0.14 6.7 0.158 8.04
W2 0.11 26.7 0.162 5.7 0.081 447 0.18 23.8
W3 0.041 72.7 0.085 50.5 0.02% 85.3 0.04 77.04

3.5 Summary

The objective of this chapter is to describe tHeative procedure developed to conduct
three-dimensional numerical investigations of thdflbody flow for a square cylinder
with and without a passive control device; a spaevainusoidal profile (SSP). A large
eddy simulation (LES) turbulence model, in conjumttto the computational fluid
dynamics (CFD) code, FLUENTis adopted to conduct the analysis throughout this
thesis. Detailed discussion has been provided fog tmethodology and the
considerations employed to develop the numericatlelsp while establishing close
approximation to an experimental model. The contmrtal domain, mesh generation,

model verification and numerical procedure haveni@evided.

In order to improve the computational demand farduating a LES, it is coupled
with a sub-grid scale (SGS) turbulence model tmluesthe small scale structures
present in the flow. Suitable selection of the SG&lel provides significant influence

on the three-dimensional flow at moderate to highy®lds numbers, and allows
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accurate prediction of the flow physics for blufbdy flow. Initial convergence is

achieved through a steady state Reynolds averagei@mStokes (RANS) solution.

Spatial filtering of the governing flow equationsr fmomentum and energy
accurately resolves the large scale motion. Hetiwe LES turbulence model is well
suited to study flow problems in wind engineeringd aaerodynamic applications, as
forces, moments and their fluctuations are goveinethe large scales. For the case of
bluff body flow in this study, LES is a suitablepmpach for determining the common
three-dimensional characteristics, boundary layapagtion and large scale
unsteadiness. It has been demonstrated in thideshidyat the LES turbulence model is
a strong tool for capturing the structures of tlwvffield, and provides a means to
analyse flow control methods such as the spanwrsgsaidal profile (SSP). Future
chapters will develop the LES of turbulent flow aswhlar transport mechanisms for the
control of bluff body flow. The results will prouwd details of the fluid-structure

interactions not presently available.
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CHAPTER4

CONTROLLING FLOW BY M EANS OF SPANWISE
SINUSOIDAL PROFILESON THE LEADING EDGE
OF BLUFF BODIES

Bluff bodies are manifest in a myriad of structuaesl artefacts such as communication
towers, oil rigs, cylindrical support structurepuvres, gates and fences, fans, air
conditioning components and so on. When located ftuid flow field, bluff bodies
may experience unacceptably large and time varyorges that result from their
shedding vortices. As a result, structures may hae strengthened or reinforced, and
in these cases they may still be susceptible tguatfailure. An alternative is to modify
the aerodynamics of bluff bodies and obviate tlteagbacks. To achieve this, passive
flow control mechanisms are embodied into the desigbluff bodies. A fairly simple
and well established passive approach to redudnegforces on bluff bodies, in
particular the drag force, is to streamline themut bn some circumstances
manufacturers may find this an expensive solutibarthermore, streamlining is

directional (Van den Abeelkt al. 2008).

An alternative is to fit helical strakes and bunbpshe body in a manner similar to
Bearman and Brankovic (2004). These devices redoeevortex shedding induced
vibrations. Their application proved effective whapplied to a fixed cylinder.
However, in the case of freely vibrating flexiblglinders, the system resonates when
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the value of the reduced velocity is in the rangevhich vortex induced resonance
would occur if the cylinder were plain. Althoughlibal strakes may reduce the adverse
effects of vortex shedding, they can increase thag doefficient by up to 10% (Griffin

and Ramberg 1982; Kumaeiral. 2008).

An effective method of controlling vortex sheddimgd improving the aerodynamic
performance of a bluff body is to embody a spanwiseisoidal profile (SSP) to the
leading edge. Bearman and Owen (1998) and Owen Badrman (2001)
experimentally reported a reduction of up to 30%hemean drag and a suppression of
vortex shedding when applying a sinusoidal leadidge. Hence, both the mean and

unsteady forces were reduced, and there was indepeea on the angle of attack.

Darekar and Sherwin (2001a, b) determined thanmnar flows the drag on wavy
square cylinders is about 30% less than the drathertorresponding straight square
cylinder. They established that three laminar fl@gimes result from this geometry,
depending on parameters such as the wavelengthaauditude of the sinusoidal
perturbations along the span. Dobtal. (2006) conducted experimental investigations
of the flow over square cylinders fitted with awsoidally perturbed leading edge and
straight trailing edge. Their work demonstratedt thaeduction of up to 78% in the
turbulence intensity could be achieved in the waka] this is reflected in a 30%
reduction in the mean drag force. A sinusoidal ileg@dge also causes the vortices in
the wake to decay more rapidly; hence vorticeq@ihtermediate to far wake regions

are less well defined.

The studies conducted on a sinusoidal periodicudsation by Darekar and
Sherwin (2001a, b) were limited to laminar flows. dddition, they carried out the

analysis on square cylinders that were sinusord#éte spanwise direction; i.e. both the
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leading and trailing edges undulated sinusoidallyeir work established that three
laminar flow regimes result from this geometry. Hwer, most practical flow
conditions are turbulent. Although, Bearman and ©W&98), Owen and Bearman
(2001) and Dobrest al. (2006) studied the wake behaviour downstream uvérse
geometries subject to turbulent flows, some aspafcte resulting flow fields remain
obscure, and there is still much to explore regaydin SSP. For example, what are the
critical parameters of an SSP to effectively taret fluctuating drag and lift forces,

and what phenomena constitute a controlled flovd?ie

The research presented in this chapter demonstthtds spanwise sinusoidal
profiles (SSPs) have profoundly beneficial effemtsreducing the aerodynamic forces
on bluff bodies. The reasons for this are investigdy numerically modelling the flow
fields generated by square cylinders with and with®8SPs imposed on their leading
edges. This is achieved by interpreting the vdytighagnitude distributions and
pathlines of the flow around the bodies, which ueptthe features of the near wake
topology. In addition, time-averaged flow propestiare recorded. These numerical
studies indicate that turbulent flows in the walk#sbluff bodies with sinusoidal
perturbations on their leading edges have topaofotiiat are quite different from those
generated by plain square cylinders. Furthermdre, wakes generated by an SSP
geometry are dependent on the physical parametettseasinusoid, and this will be

explored.

Two principal findings are presented in this chapteamely,
1) The aerodynamic forces (i.e. drag and lift) &nelir fluctuations acting on a

square cylinder can be greatly reduced if an SSRp®sed on the leading edge.
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This is particularly the case when the wave stegpne/l, is 0.2 and the
normalised wavelengtli/D, is between 2.4 and 5.6.

2) Previous studies suggest that the normalisechagth plays an important role
in controlling laminar flows. In contrast, the raseh presented herein suggests that

the wave steepness assumes more importance whiealloog turbulent flows.

4.1 Effectsof Spanwise Sinusoidal Profileson Flow Fields

The effective control of a flow field depends oe tieometry of the SSP bluff body and
its effect on vortex shedding. As discussed brigflgarlier chapters, a square cylinder
that has an SSP leading edge is capable of cangdlbws. This has been reported in
the literature for laminar flows and is also evidander turbulent flows in the current
work (Antiohoset al. 2010). The basic features of an SSP, along wikelof a square
cylinder are portrayed in Figure 3.2 of ChapteR8call that the geometry of an SSP is
defined by two parameters, namely the sinusoidalliauide, », and the wavelengthi,
depicted in Figure 3.2. The wave steepness is ek®finy w/A, and a normalised

wavelength byi/D.

At a Reynolds number of 100, the flow is laminad dhe geometries of the SSP
promote distinctive flow regimes within the wake thie bluff body (Darekar and
Sherwin 2001a, b). The flow regimes in the wake @raracterised by being either
predominantly two-dimensional coherent flow fields, the flow field is uniform in the
spanwise direction, or as giving rise to incoherthnée-dimensional flow fields. The
former, coherent case is associated with flow adoarplain square cylinder and the
latter is the result of applying an SSP to bluftlies. However, the geometry of the SSP

must satisfy defined constraints to be effective.
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Darekar and Sherwin (2001a, b) reported three pahédow regimes that obtain in
the wake of an SSP under laminar flow conditiond trey are governed hy/1 and
/D. The three flow regimes are designated as Regimdsand lll, and they are
depicted in Figure 4.1. Regimes | and Il represtd@ two distinct regions that
respectively correspond to no control and contfahe flow field. Between these two
regions exists Regime IlI, in which the wake is aady such that there is spanwise
incoherence, but vortices are nonetheless shetholild also be noted that Regime 1l
contains two sub-regimes, namely Regimes llla &#lig Which correspond respectively
to highly controlled flow, and highly controlledofiv that intermittently displays

features of Regime Il (Darekar and Sherwin 2001b).

Geometries of an SSP that give rise to Regimed-figpvs at Re = 100 are shown
in Figure 4.2. Each of the three cases depict@thasacterised by having a normalised
wavelength A/D, of unity and the three values of the wave stegprgl, are 0.1, 0.2
and 0.3, as well as zero that corresponds to @istréeading edge. The key issue
associated with the geometries shown in FigurasitBat they do not control the flow
as indicated by Figure 4.1, and coherent vortiaes shed synchronously from the
trailing edge. The leading edge approaches planamitwhich the wave heighty, and
wavelength A, are too small and are therefore unable to aftfeetflow field. Further
insights into geometries that lead to the contifothe flow field at Re = 100 can be
gained from Figure 4.3 which includes the condgitimat result in desired control of the
flow. A series of sinusoidally spatially periodieading edges is shown, each witbB
of 3. In the cases whewl = 0 (wo) or w/A = 0.01 (1) the flow is not controlled and it
produces Regime I-type flow; however, whew. is 0.1 (), 0.2 (3) or 0.3 (a),

Regime llla prevails and vortices are not shed cmitly. In these latter cases, the
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values ofw and/ are large enough to result in a high wave steepmédsch disturbs the

flow approaching the leading edge.
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Figure 4.1: An adaptation of Darekar and Sherw®0({d), of the three flow regimes
produced in the wakes of wavy square cylinders Reaof 100. The hatched upper-
right area represents a physically invalid regiongn SSP with a plain trailing edge.
W1, W2 andW3 are SSP geometries associated with the threedamegimes. The
nine SSP geometries in this study are depicte@lation to the regimes. Geometries
coincide withA/D of 2.4, 3.2 and 5.2, and/Z of around 0.026, 0.105 and 0.195.
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TE

Figure 4.2: A schematic representation of SSP Isodith a constant wavelengttiD,

of 1 and wave steepnesses/, of 0 (o), 0.1 1), 0.2 @2) and 0.3 ¢3). All of these
geometries give rise to Regime | when the flowaimihar at a Reynolds number of
100

Figure 4.3: A schematic representation of SSP gé&wseat a constant wavelength,
AID, of 3, and wave steepnesse#], of 0 (vg), 0.01 (»1), 0.1 (@), 0.2 (»3), and 0.3

(w4). When the Reynolds number is 1@§,andw; result in Regime |, and,, w3 and

w4 give rise to Regime lII.

It is to be noted that the work of Darekar and ®ie2001b) was carried out with
a wavy square cylinder; i.e. both the leading aating edges have SSPs. However, in
this research, a square cylinder with only the ilegedge consisting of an SSP has
been considered. Therefore, the wave heightannot physically exceed the widi,

of the square cylinder, such that

~|e
Ol

w
=3 <1 (4.1.1)
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where values ofo/D > 1 correspond to the physically invalid region (fed area) in
the upper right of Figure 4.1. This region limiketselection of the parameters of the
SSP that coincide with Regime llla. It is worthvehtb consider the impact af/1 and

/D on the geometry of the leading edge alone forulerit flow.

4.2 Turbulent Flow Field around a Square Cylinder SSP

As discussed in Chapter 2, the comb located otetiding edge of an owl’s wing can
be idealised by a spanwise sinusoidal profile (S®&P)n analogous manner to the
comb, an SSP can control the deleterious effectscated with the shedding of
vortices from the trailing edge and the resultingbtlent flow. To elucidate the
mechanisms of the controlled flow arising from &8P$a comprehensive description of
the near wake topology of the vorticity field ardusquare cylinders with and without
an SSP is researched in this chapter. The effextsgeof the SSP is demonstrated by
comparing the aerodynamic performance of threerastihg configurations of the SSP

and a plain square cylinder.

Three configurations of the square cylinder SSBtdhe considered are referred to
as W1, W2 andW3, and each has a normalised wavelengtb, of 2.4 and wave
steepnessesy/l, of 0.026, 0.105 and 0.195, respectivéN0 represents a plain cylinder
(i.e. w/2 = 0). These geometries are similar to those stiojeDobreet al. (2006). The
computational models are shown in Figure 4.4. TB&®<Srepresent geometries that
respectively do not control, intermittently contrahd effectively control the flow field.

A comparison betweew0 andW3 provides the most marked contrast of uncontrolled
and controlled flow; comparisons betwe@&i andW?2 provide insights to the nature of

the transition of flows generated by SSPs thatrdezmediate betweeW?/0 andWa3.
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Figure 4.4. Computational models of the plain ai®P $quare cylinders; (&0, (b)
W1, (c)W2 and (d)W3. The wave height (peak-to-peak), and wavelength, of the

sinusoidal leading can be depicted.

The flow fields of vorticity magnitude are shownr f&/0, W1, W2 andW3 in
Figure 4.5; the flow is from left to right. In tHeft column of Figure 4.5, isometric
views of the cylinders are shown to detail the mimeena of the flow in vertical planes
across the span that coincides with peaks and ygalté the SSP. The vorticity
demonstrates the flow field is increasingly inca@mtras the wave steepness increases
(i.e. examining Figure 4.5(a) through to 4.5(d)heTfigures on the right of Figure 4.5
show the resulting flow field for each case. Thewflapproaches the leading edge
coincident with a plane 0.Ebbelow the upper surface. Recall that in this wamkSSP
leading edge is defined in the direction of theefstream flow; peaks are points on the
SSP that are furthest downstream, and valleysegjiens of the SSP that are furthest

upstream.
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The vortices shed from a plain square cylinié®, depicted in Figure 4.5(a), retain
their coherence in the wake of the cylinder. Tlukarence forms a predominantly two-
dimensional flow field that is typical for a squdrkiff body. The shedding of vortices
is quite uniform in the spanwise direction; i.eerdh are only small phase differences
along the length of the cylinder. Similar coheretaeahat of a plain cylinder can be
discerned folwW1, although a spanwise structure is somewhat et/idsrshown by the
slight irregularity of vorticity. Nonetheless, ver shedding is clearly illustrated in the
wake of this very mild SSP geometry. It can be seeRigure 4.5(b) that a spanwise
variation of the phase between vortices is morendiee for W1 than that ofwo0.
However, it is clear that the flow field has nothesignificantly affected with the small

wave steepness/i, of 0.026.

The flow field aroundV2 demonstrates vortices being somewhat detachedtfre
upper and lower surfaces at the peaks of the S8ike the vortices remain adjacent to
the surfaces at the valleys. It would appear thaihgerruption to the coherence of the
flow field has been introduced and hence a degreerdrol achieved; however, vortex
shedding is clearly shown in the verticaly planes coincident with the peaks and
valleys. In fact, two distinct structures are preés@a the wake of a mildly sinusoidal
profile. Karman vortex shedding is evident, butteetshing of the upper and lower
boundary layers exists at valleys; whereas, thkeuplof the boundary layers occurs
much closer to the trailing edge at peaks. It es¢hphenomena that cause vortices in
the spanwise direction to be quite incoherent,dstinct vortices are nonetheless shed
from the cylinder. A mild level of this passive ¢ marks a transition between the

flow field of a plain cylinder and a completely ¢oiled wake.
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Figure 4.5: Contours of the vorticity fields aroufa WO, (b) W1, (c) W2 and (d)W3;
(left) vertical x-y planes coincident with peaks and valleys of the ,S&fel (right)

isometric views of the resulting flow field.

93



The vorticity field shown in Figure 4.5(d) providssiking evidence of a dissipated
vorticity field around the SSP geometiy/3. It can be seen that the flow field exhibits a
well defined spanwise structure, in which the welgplays a three-dimensional nature
that arises from the sinusoidal shape of the lepddge. The flow is detached from the
upper and lower surfaces, depictedin planes corresponding to peaks. This is due to
the flow being channelled towards the center ofptbaks as the flow is forced to travel
obliquely at the leading edge. This will be disats&i more detail. As a result, small
scale streamwise vortices exist coincident to akp, in a manner similar to the flow
field across an owl's wing as observed by LillepQ®2). These small scale vortices
depicted in Figure 4.5(d) are essentially the comlgndknown Kelvin-Helmholtz

instabilities (Bloor and Gerrard 1966).

At the valleys, the flow remains close to the stefg in which separation is
delayed up to the trailing edge. This is due tmificantly lower local adverse pressure
gradient; as a result of the leading edge geomtigyflow diverges from the valleys
towards the peaks. This pattern emerges in thdtiresfiow field in Figure 4.5(d) that
reflects the sinusoid of the SSP, and it is thdsenpmena that lead to the spanwise
incoherence of the wake. The flow remaining attdciwethe upper and lower surfaces
of W3 at the valleys enhances the aerodynamic perfarenah the bluff body by
increasing the base pressure and reducing thefalregs. Hence, analogous to features
of an owl's wing, the conventional properties ok tbluff body are significantly

improved.
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Figure 4.6: Coefficient of drag;y, for the plain square cylindew0 (——), and the
three SSP geometriegyl (—-), W2 (—) and W3 (—-); highlighting a significant
reduction of up to 32% in the mean drag and coomedimg reduction of the
fluctuations as a result of the SSP with wave stespw/A, of 0.195 associated with

W3.

It is important to address the impact of the SSFherperformance of bluff bodies,
namely the effect on lift and drag. The coefficiefitmean drag(,, is plotted against
the non-dimensional time/dt, for the SSP geometrie$/0, W1, W2 andW3; this is
shown in Figure 4.6. It would be expected from voeticity fields of each geometry
shown in Figure 4.5 that the mean drag will deaeamnotonically with the SSP
geometries. The value of mean drag is respectdy, 2.3, 2.02 and 1.6 for each case,
demonstrating significant reduction in the meangdodserved folW3, in which a
decrease of up to 32% is achieved. This is assatiaith a significant reduction of the
fluctuations about the mean drag; approximately%88duction in the standard

deviation is achieved.
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Figure 4.7: Coefficient of liftC,, for the plain square cylindewo0 (a,-—), and the
three SSP geometrie®yl (b, —), W2 (c, —-) and W3 (d, ——); highlighting the
significant reduction in the fluctuations of liftsaa result of the SSP with wave

steepnessy//, of 0.195 associated witl3.

The coefficient of lift,C;, is plotted for each SSP case in Figure 4.7. Aghtribe
expected, large fluctuations of lift about the zerean value exist for the plain square
cylinder. The fluctuations are seen to decreasenwdre SSP is applied and/ is
increased. Figure 4.7(d) portrays the remarkabd¢ ttaat fluctuations of the lift are
negligible in the case &N3. The reduction in the fluctuations of lift is alh®5%; this

clearly demonstrates the practical benefits of @pglSSPs to bluff bodies.

The remarkable reduction in the aerodynamic forpagjcularly the drag force, is
corroborated by the distribution of the time-avedgressure coefficient,,, in Figure

4.8. The distributions are measured on both theeuppd lower surfaces of the plain
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square cylindetW0, and the SSP cylindéy3, at locations corresponding to the center
of the span, and the central peak and valley, otisyedy. In addition, the numerical
results of Yu and Kareem (1998) for a plain squatnder at Re = 1x10is presented
for comparison. The mean pressure distributiontlier current modelWO, displays a
local maximum pressure at the leading edge duleetsharp corner of the leading edge,
and then follows a flat profile, which is indicatiwf absent flow reattachment. This is
typical for a square cylinder with an aspect régbow 2.5 (Sohankar 2008), and is in

reasonably close agreement with the profile of Md Kareem (1998).

The mean pressure distribution for the SSP geom@tsy displays different flow
behaviour at the leading edge. Coincident to tHeeyaa maximum local pressure can
be depicted followed by a flat profile (i.e. no gsare recovery similar to a plain leading
edge). Likewise, the flow at a peak has absent fleattachment towards the trailing
edge. However, a significant local pressure maxinatirine leading edge indicates the
presence of a high pressure gradient, and almaghant flow as a result of a sharp
flow separation. In addition, this high pressuresustained up to the mid region of the
surface of the square cylinder before suddenlyedesing to the value of the free-stream
flow. It is to be noted that the minimurifor a peak and valley is taken at the leading

edge location.

The pressure distributions given in Figure 4.8 mteva useful insight to the
behaviour of the flow field generated by the SSPislnotable that the pressure
distribution that is coincident to a valley of t&&P leading edge resembles a profile
similar to that of a plain square cylinder. Neveléiss, the observation at a location of
the peak demonstrates the very incoherent naturteofilow field in the spanwise

direction, in which a three-dimensional behavideady exists.
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Figure 4.8: Distribution of the time-averaged pugescoefficientC,, on the upper and
lower surfaces of the plain square cylind&f), and SSP cylindely/3. Comparison is

shown for a plain square cylinder between the otrresults and the numerical
distribution of Yu and Kareem (1998), at Re = 1%10

In Figure 4.9, the time-averaged pressure coefficig,, is shown in the wake of
both WO andW3. The numerical measurements are made behindetitercof trailing
edge in the streamwise direction along the waké¢eckme,y = 0. For the SSP cylinder,
W3, the distribution corresponds to the central pak valley. The numerical results of
Sohankar (2006) are also given for a square cylialea Re = 2.2x10 the current
numerical results fo'W0 agree reasonably well. The pressure distributtonscident to
a valley and a peak a3 both follow the same profile. Hence, the SSPitepedge
appears not to adversely affect the pressure loision in the wake transverse to the
direction of the flow; unlike the observations ajahe cylinder surface. The lower drag
force observed with the SSP geometry is corrobdrdme the higher value of the
pressure coefficient in the wake 3. A base pressure closer to the value of the free-
stream flow obtains a better pressure recoveryowel pressure in the wake (or base

pressure) results in a higher drag force (Soha28@8).
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Figure 4.9: Distribution of the time-averaged pugsscoefficient,C,, in the wake of
the plain square cylindeMO, and the SSP cylindekV3. Comparison is shown
between the current results and the mean pressstrébation of Sohankar (2006), at
Re = 2.2x1%,

Figure 4.5 graphically illustrates how the SSP essdthe vorticity field
substantially incoherent and the vorticity direatlgwnstream of peaks and valleys of
an SSP are quite different. Hence, deeper insftitee drag mitigating phenomena and
distinct characteristics of the vorticity are obtd by examining the flow in vertical

planes coincident with the peaks and valleys ofS8€.

Figure 4.10 portrays perspective views of a sqegtimder with and without an
SSP; the direction of flow is from left to righth& planes shown faNO correspond to
identical planes shown for the SSP geometries xpeaed, the vorticity in the wake of
a plain square cylinder appears to be quite inddgreinof spanwise location; Karman
vortex shedding occurs along the length of thencdr in a quite consistent manner in
Figure 4.10(a). In contrast, the vorticity downatreof an SSP, namelWy/3 in Figure

4.10(d), is highly dependent on its spanwise locatDownstream of peaks, the sudden
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separation of flow from the horizontal surface la¢ leading edge causes instability
within the shear layers and results in the fornmated Kelvin-Helmholtz vortices,
commonly known as Bloor-Gerrard vortices (Bloor @érrard 1966; Sheridan 1992;
Khor 2011}. Bloor-Gerrard vortices are characterisdf disturbed boundary layer
flows, and are therefore associated with instabilit the shear layers (Bloor and
Gerrard 1966). These small scale instabilities oeeith a frequency of aboutf3,
wheref,, is the vortex shedding frequency of a plain squatmder of approximately
47 Hz, corresponding to a Strouhal number, St,. b4 QWilcox 1993). This is depicted
in the left of Figure 4.10(d). These small scaleiges are also discernable downstream
of valleys in the right Figure 4.10(d); howeveryhappear to be less distinct than those

associated with peaks.

In the wakes oW1 andW2, changes to the flow field resulting from a myldl
undulating SSP are not as evident as the changestekt betweeW0 andW3. In the
case ofW1, the shear layers roll-up into Karman vorticesaisimilar manner to the
wake ofWO; the wake also appears to be independent of spahecation and displays
a predominantly two-dimensional flow field. The woity distribution in the wake of
W2 appears to portray the topology associated waghplain square cylinder andll.
However, upon closer inspection of Figure 4.10(can be seen that coincident to the
peak, the roll-up of the shear layer occurs clésdhe trailing edge than at the valley.
At the valley, the shear layers stretch further dstneam before forming Karman
vortices. Hence, the wave steepnes4, of 0.105 and normalised wavelengttD), of
2.4 generates a flow field that exhibits slighte#twdimensionality (i.e. variations in the
spanwise direction). Nevertheless, the mild fornthaf SSP ofV2 does not affect the

flow field as greatly as the SSP\W3 with w/A of 0.195 and/D of 2.4.
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(b)

(d)
Figure 4.10: Contours of instantaneous vorticitygmeude in the wake of the SSP
square cylinders. The flow field is shown in thedmspan verticak-y plane coincident

with a peak (left), and the mid-span vertigal plane coincident with a valley (right);

(@) WO, (b)W1, (c)W2 and (d\W3.
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The vortices downstream of peaks and valleys hangely dissipated at a distance
of approximately ® downstream of the SSP cylindaN3. This phenomenon also
contrasts with the vortices downstream of a plgimder, which retain their coherence
for a greater distance. Figure 4.10(d) shows tmatshear layers downstream of peaks
diverge from a horizontal plane coincident with ttenterline of the wake. However,
the shear layers downstream of valleys remainivelgtparallel to the mean direction
of flow. In both cases, the shear layers are symoattabout the horizontal, but their
characteristics are periodic in the spanwise doectHence, this is evidence of a
vorticity field in the wake of an SSP structurettigaassociated with the Mode-A type

(Meiburg and Lasheras 1988; Williamson 1996).

The observations made regarding the vorticity #eldre corroborated by
considering the instantaneous flow field aroundSI&° geometries. Figure 4.11 shows
the instantaneous vectors of velocity that apprabheneading edge in a horizontak
plane coincident to 0.Z5below the upper surface. The view is normal toftbw that
is from left to right. It can be seen that for tase of the plain square cylinder in Figure
4.11(a), the velocity vectors interacting with theading edge are parallel and
streamwise. In contrast, for the SSP geometrietheasvave steepness/l, increases
from 0.026 to 0.195 in Figures 4.11(b), 4.11(c) 4ridL(d), the vectors turn towards the
centerline of the peaks and demonstrate a changedli the flow at these locations.
This channelling becomes more evident as the wiepsess of the SSP become large.
Hence, the SSP with large wave steepness has tiiitg &b capture and channel the
flow. Coincident with valleys, the flow remains eamwise and parallel to the free-
stream flow. These phenomena maintain the indep¢mdgions of streamwise flow at

peaks and valleys. This three-dimensional incoleerém the flow field delays spanwise
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interactions at the leading edge and thereforeigesvsubstantial control as interactions

are established much further downstream; henceftbetiveness of the SSP.
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Figure 4.11: Velocity vectors demonstrating theretedling of flow at peaks of the SSP
geometry as the wave steepnes4, increases from (ap/A of 0, WO; (b) w/4 of 0.026,
W1; (c) w/A of 0.105,W2 and (d)w/i of 0.195,W3. The velocity is shown in a

horizontalx-z plane that approaches the leading edge aDOk&bow the upper surface.
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Figure 4.12 shows the time-averaged streamwisecigla:, profiles on the upper
surface of both the plain and SSP cylinders. Thasmements are made at the center of
the span along the vertical linexdD = 0.5. In the cases of the SSP geometries, tlze dat
corresponds to the central peak and valley; wheiedabe case of the plain square
cylinder the data corresponds to the center obga. For comparison and verification
of the numerical model, the velocity profile forp&in square cylinder is also shown
from Sohankar (2006) in Figure 4.12(a). Sohank&0§2 studied the flow around
square cylinders at Re = 2.2%¥10sing LES. Figures 4.12(a), 4.12(b) and 4.12(c)
compare the velocity profiles fowl, W2 and W3, respectively, with the velocity

profile of the plain square cylindeno.

The streamwise velocity profiles for the SSP cydirsdshow markedly different
characteristics. In Figure 4.12(a), the streamwedecity is unaffected by the presence
of the mild perturbation«f/2 = 0.026) on the leading edge \fl, as the streamwise
velocity coincident to a peak and a valley follothe trend of the plain square cylinder.
These profiles also agree well with the numericabeity profile of Sohankar (2006).
When the wave steepness of the SSP is increaghdttofW2 (w/A = 0.105), a change
in the velocity profiles corresponding to a peakl &alley can be seen with respect to
WO. Although a similar trend can be depicted, themr shift in the value of streamwise
velocity near the upper surface. This is indicatbddran average SSP slightly affecting
the behaviour of the flow field around the bluffdyo Hence, the channelling effect of

an SSP is beginning to take place.

In Figure 4.12(c), the streamwise velocity profifes W3 show a clear difference,
in which the value of the normalised velocity ndéhe upper surface of the SSP

geometry is less in a plane coincident to a peak,higher coincident to a valley.
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Furthermore, the magnitude of the velocity is eglént to the free-stream velocity near
the surface at the peak, indicating that flow safpam is indeed present from the surface
at this location. Therefore, the velocity is slowtedthe free-stream velocity near the
wall. The flow slows gradually from the surfacetbe free-stream flow. The use of the
large eddy simulation in this research has captthrecdunique details of the flow field
created by the application of the SSP that hithieeten provided, and can lead to a more

in depth understanding of the phenomena that itetiding edge comb.

The time-averaged profiles afmeasured in the wakes of the plain square cylinder
WO, and the SSP cylindeW3, are given in Figure 4.13. They demonstrate igbifn
controlled flow field associated with the sinusadidarturbations on the leading edge of
large wave steepness//, of 0.195 aft of the trailing edge. The streamwiséocity is
measured at several locations downstream fromr#ilenyg edge, corresponding to the
central peak and valley fW3, and the center of the span W0. In Figure 4.13(a) at
x/D = 0, noticeable flow reversal of the streamwiskoeiéy exists at the trailing edge
coincident to the peak &W3. This is due to the separation of the shear sag#rof the
leading edge. Coincident to a valley, the velogtgfiles resemble that of the plain
square cylinderWO, in which flow reversal is absent and the flovpegrs to remain
adjacent to the surface. This discrepancy of the Bletween a peak and a valley clearly
identifies the independent fluid structures thatldaaffect the downstream evolution of

the wake behind an SSP geometry.

In Figure 4.13(b), 4.13(c) and 4.13(d), correspngdb respectivelw/D = 0.5, 1.5
and 3, the streamwise velocity at the centreling/6frecovers towards the free-stream
value. Whereas faW3, the streamwise velocity at both the peak anlkyaxperiences

flow reversal and tends away from the free-streatue: The initial flow reversal
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occurring at the peak afD = 0 and the existing spanwise three-dimensionailgya
result of the SSP, draws the fluid being shed aaley towards the peak. It is these
phenomena that delays the onset of the centrelglecity recovery, and hence
attenuates the energy of the flow in the wake & 865P body. It is not until a
downstream distance betwegiD = 4.5 and 6 that the spanwise flow associated with
the peak and valley merges, and the centrelineciglts matched. In addition, the
recovery of the streamwise velocity for the wakéibd an SSP is delayed until

approximately/D = 4.5.

The streamwise velocity profile for the plain squaylinder becomes completely
developed into the wake at a downstream distangfof 6. This is in contrast t@/3,
in which the velocity profiles continue to developtil a downstream distance D =
10.5. This is clear evidence of the lower energwfproduced in the wake #%3, as a
result of the higher diffusion of vorticity. The W& behindWO broadens rapidly due to
the transport of the oppositely apposed vorticesi shom the trailing edge, shown in
Figure 4.10 (Duttat al. 2008). The entrainment of the fluid in the waksignificantly
greater forwW0 than forW3, hence, the reason for the streamwise velocibfiles
associated with the SSP cylinder remaining narnae the wake. At the downstream
locations corresponding to the fully developedatreise flow /D = 6 and 10.5 for
WO andWa3, respectively), the size of the wake has reachdichiting value as the

viscous dissipation diffusion weakens the vorticity
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The geometry of the SSP is highly dependent onwheelength,4, in that its
presence in botl/2 andA/D affects the selection of the wave height,to obtain the
desired steepness. This is especially importatitarcase of a slender bluff body with a
plain trailing edge, as indicated in Equation 4.Erthermore, the dependence /on
suggests it is likely to be a factor in the effeetiess of controlling the flow. This
conjecture is motivated by the non-dimensionallpitice. wavelength) of the leading
edge comb observed by Lilley (2009) and describdequation 2.2.1 of Chapter 2. The
flow regimes depicted under laminar flow at Re  ti@monstrate that changes to both
o/l and A/ID affect the outcome of the flow field. However, endurbulent flow
conditions at higher Reynolds number, the flow megg may be more or less
susceptible to any changes in both parametersethaeaintaining the wavelengthiD,
constant and changing the wave steepne<dshas been shown in this section to induce

the differences in the flow regimes at Re = 2.35x10

At this stage of the research, it is believed thrader turbulent flow conditions, the
wave steepness plays an important role in comiglthe flow and mitigating the
vortices in the wake. Depending on the choice of thavelength,i, and the
corresponding selection of the wave height,if the gradient (i.ew/1) of the SSP is
mild, the leading edge approaches that of a plairae cylinder. Hence, no significant
control of the flow is expected. On the other hahthe gradient of the SSP is steep, the
leading edge is disturbed and controlled effectseapected to take place. Recall that
the values of bothy andZ in determining the wave steepness must be sufifitteaffect

the flow field.

The abovementioned can be illustrated by considefomur configurations of an

SSP in Figure 4.14; firstly, two geometriesidD = 2.4 and 5.2, and with identical
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steepness ab/A = 0.1 (Figure 4.14(a)); secondly, two geometti€@= 2.4 and 5.2, but
in this case withw/1 = 0.2 (Figure 4.14(b)). Each of the four casesalestrates pairs of
SSPs that have the same gradient. Recalling thenelimg effect that is evident with
the SSP cylindelW3, and discussed earlier, it can be seen thathtwper gradient of
the pair of SSPs in Figure 4.14(b) is more lik@\disturb the flow and localise it at the
center of the peaks than for the pair of SSPsgnriei 4.14(a). At a high Re = 2.35%10
it has been shown that to avoid planarity in tredieg edge of the SSP body and to
obtain notable control of the flow, the wave stesgsw/4, must be substantial to allow
the leading edge to capture and modify the flowisTimplies that the flow regimes for
turbulent flow may be strongly dependent on theevsteepness. The wave steepness in
turn is highly dependent on the wavelength, in Wwhite wave height is affected for a

bluff body with a plain trailing edge. This is erptd in the following sections.

(b)

Figure 4.14: A schematic representation of SSPdsodemonstrating similarities in
wave steepness (gradient), as indicated by theedales; (a) SSP geometries with
identical w/2 of 0.1, andA/D of 2.4 (—) and 5.2 {—); (b) SSP geometries with
identicalw/A of 0.2, andi/D of 2.4 (—) and 5.2 ().
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4.3 A Parametric Study of Turbulent Flow Regimes

4.3.1 Performance of Aerodynamic Forces

An objective of this research is to determine whethe flow regimes identified with
laminar flow past bluff bodies that have sinusdidapatial perturbations have any
analogues when the flow is turbulent. In this caeff bodies with sinusoidally spatial
perturbations will be considered, and they are sdma¢ different to the wavy
geometries studied by Darekar and Sherwin (200fkhere are analogues between
laminar and turbulent flows then this rather oddctgposition, along with their
interactions with basically different geometriesghti reveal commonalities associated

with flows generated by objects that have spatiadisiodic geometries.

Four measures have been used to determine thésedfewave steepness/, and
normalised wavelengtli/D, on the flow regimes, namely the mean drag cdefficCy,
and the lift coefficient(;, and their fluctuations. Results were obtainedlioee values
of the normalised wavelengtii/D, namely 2.4, 3.2 and 5.2. Values of the wave
steepnessy/i, shown in Figure 4.1 correspond to Regimes Iy lllla of Darekar and
Sherwin (2001b), and they do not violate the phaisigossible because the amplitude

of the sinusoidal perturbations are less thanhlokmesspD, of the bluff body.

The variation of the mean drag coefficieqf,, with w// for the three values of
normalised wavelength is shown in Table 4.1, fo=Re35x%14. It can be observed that
under the conditions studied that the drag coeificidecreases monotonically as the
wave steepness increases, but it appears to leveblansensitive to the normalised
wave length,A/D. The standard deviation of the drag coefficiestoahppears to be

relatively insensitive to the normalised wavelendibt the standard deviation of the

111



drag coefficient decreases by a factor in the oadiét as the wave steepness increases

from 0.026 to 0.195.

Table 4.1: The mean drag coefficie@t, and the mean absolute lift coefficie@t, and
their standard deviations for SSPs with a range/ofandA/D.

o/l AlD Mean C, Cq Absolute C; G
Standard Standard
Deviation Deviation
0 0 2.407 0.151 2.035 0.413
2.4 2.273 0.11 1.569 0.366
0.026
3.2 2.238 0.107 1.508 0.289
0.04 5.2 2.244 0.079 1.028 0.23
2.4 2.023 0.064 1.163 0.256
0.105
3.2 2.041 0.066 1.152 0.294
0.09 5.2 2.042 0.07 0.84 0.188
2.4 1.599 0.017 0.087 0.019
0.195
3.2 1.548 0.014 0.066 0.013
0.18 5.2 1.488 0.016 0.056 0.012

Table 4.1 presents the dependence of the meanusb&ft coefficient,C;, on w/i
and/D. It can be observed that the lift coefficient isoegly dependent on the wave
steepness, and it decreases from about 1.57 whern 0.026 and/D = 2.4 to 0.087
when w/A = 0.195 whilst the normalised wavelength remaimaltered. The lift
coefficient appears to decrease somewhat as timeatised wavelength increases. The
standard deviation of the lift coefficient is stgiyy dependent on the geometry of the
SSP, and remarkably, a greater than 30-fold regludtom 0.366 wheri/D = 2.4 and
wlA =0.026 to 0.012 whetiD = 5.2 andw/A = 0.18 is obtained. In general, the standard
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deviation of the variations in the lift coefficiediecreases markedly with increasing
wave steepness, and there also appears to berautioni as the normalised wavelength

increases from 2.4 to 5.2, although this lattensparange a little over 2:1.

4.3.2 Topologies of Wakes of Spanwise Sinusoidal Profiles

The results presented above indicate that SSP geesean give rise to significant
reductions in the lift and drag forces on bluff esd Insights of the mechanisms
associated with the reductions will be achievedcbgtrasting the topographies of the
flow fields generated by bluff bodies that haveipleading edges, and SSP leading
edges with different values af/A and//D. The degree of coherence of the flows will be
guantified by comparing the wakes generated bytukes. It will be observed that the
topographies of the wakes shed by the bluff bodieg have plain and strongly
sinusoidal leading edges (i.e. high wave steepnesy, contrast quite sharply, as
compared to other configurations. This study ingisahat the flow regimes of bluff
bodies immersed in turbulent flows are less sesstt the normalised wavelength than

observed by Darekar and Sherwin (2001b) in cas&syohar flows.

The numerical values of the mean drag and its tiewiappear to vary with/4 but
they are relatively insensitive to the dimensioslesvelength//D. This observation,
made when the flow is turbulent, is quite differéoeim the situation that pertains when
the flow is laminar. In the latter case, the wamgth appears to be particularly
important in controlling flows. In this work invegations are carried out on the effect
of maintaining the wave steepness almost constahtdaubling the wavelength. The
flow fields generated by two SSP geometries, naméy(w/. = 0.105,4/D = 2.4) and

W24 (w/A = 0.09,4/D = 5.2) are investigated. These geometries areateticin Figure
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4.1. This choice is motivated by the expectaticat these geometries will control the
flow in a manner that is intermediate between amp@quare cylindetWwo, andWa3 (w/A
=0.195,4/D = 2.4). Figure 4.15(a) highlights the vorticitylien a vertical plane that is
co-planar with the trailing edge of the two cylinglelt can be seen that in this plane the
vorticity fields display vortex loops that are azfgat to the horizontal surfaces
downstream of the regions of the peaks. Based amabvmagnitude, the vortices
generated byV2 andW2, appear to be similar, and the topology of the adlow

field surrounding the two geometries are quite lsimas depicted in Figure 4.15(b).
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Figure 4.15: Contours of vorticity magnitude foet8SP geometries, (abow&? (w/4
= 0.105 andi/D = 2.4) and (belowW2, (w/l = 0.09 andi/D = 5.2); (a) verticaly-z
plane coincident to the trailing edge and (b) spaewerticalx-z planes coincident to

peaks and valleys.
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Figure 4.16: Contours of vorticity magnitude 2 (left) andW2a (right); (a) vertical

x-y planes at peaks and (b) vertiga} planes at valleys.

The vorticity fields in the wakes of the cylindé& andW2, that are characterised
principally by having different wavelengths shaeveyal characteristics. These are
illustrated in Figure 4.16, as well as in Figurg&¥{b). Firstly, the vorticity fields do not
display the same degree of mid-plane symmetry asaibserved when considering the
strongly sinusoidal leading edg#/3. The shear layers coincident with the valleys,
Figure 4.16(b), are stretched downstream befongnbleup into vortices. This is due to
the flow remaining adjacent to the surface of tflender at valleys, resulting in a lower
pressure gradient. As a consequence, the standaidtidns of the drag and lift

coefficients are reduced because the temporalrdestees in the shear layers occur at a
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distance of about [3 downstream from the cylinders. However, the coodit
downstream of the peaks is somewhat differentoth theW2 andW2, cases, vortices
are shed in close proximity to the trailing edged ahis is likely to contribute to
temporal fluctuations in the lift and drag force®nce, the flow begins to separate from
the cylinder surface at peaks. The net effect efwieak interactions near the trailing
edge at the valleys, and strong interactions apéads would still result in the temporal
variations in the drag and lift forces being redliogerall, however the effectiveness of
a mild SSP would result in mitigation of aerodynanfiorces; this is intermediate
between plain cylinders and cylinders with a moegkad SSP. This is corroborated by

the findings.

A perhaps unexpected difference between the wakesrgted byw2 and the
longer wavelength cylindeYV2,, is evident in the power spectral densities (P&Dihe
vertical y-component of velocity portrayed in Figure 4.17.the case olW2, the
spectral peak occurs at the full vortex sheddiegudencyf,., of approximately 45 Hz.
However, the spectral peak occurs at half thisueagy in the wake generated \O42,.
Furthermore, the PSD measured at a peak assowidleW/2, is less than that observed
for W2. This is due to the strength of the shear layethe wake oW2, especially at
peaks and at the measuring point, given the somtehigaer rate of wake decay
depicted in Figure 4.16. However, the maximum miagie of the PSD is about one-
third that observed in the case of the plain c@mevhich also explains why the
standard deviations of the drag and lift coeffitseare still reduced in the two SSPs

considered.
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Figure 4.17: PSD of the-component velocity spectra at peak-{ and valley {-)
locations measured at/D, y/D) = (2, 2); (a)W2 (w/A = 0.105 and/D = 2.4); (b)W2a
(w/A =0.09 and/D = 5.2).

This parametric investigation is continued by maimhg a constant wave
steepnessy/4, and doubling the normalised wavelengit); the two SSP geometries
now studied ar&V3 (w/A = 0.195,A/D = 2.4) andW3, (w/4 = 0.18,1/D = 5.2), also
indicated in Figure 4.1. These two cases resybhiysically quite different geometries.
The W3, geometry not only has an SSP with a larger wagtterbut its amplitude is
also larger and as a result the dimensionlessndistbetween the peaks and the trailing
edge is very small, namely 0.0625To recall, the geometry 83, is chosen so as to
not violate physical reality. This is likely to hewa profound effect on the nature of the
wakes produced by the two cylinders. The drag aoefits are nonetheless similar,
namely 1.6 and 1.5 in th&/3 and W3, cases, respectively, and their standard
deviations are almost equal, i.e. 0.017 and 0.0&¢pectively. However, the mean
absolute lift coefficients of the two geometrieffati and they assume values of 0.087
and 0.056 in th&V/3 andW3, cases, respectively. This observation is expedtedto
the lower surface area ®¥3, that results in a lower pressure distribution asrthe

upper and lower surfaces. Nonetheless, the standaxdations of the lift are
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proportional to their absolute values being 0.0h€ 8.012 respectively fow3 and
W3a and they are remarkably over 30 times less thasettassociated with plain

cylinders operating under the same conditions.

The characteristics of the vorticity fields /3 and W3, are very similar,
although at first inspection the vorticity in a péacoincident with the trailing edge of
W34 is qualitatively different from that observed hretcase of¥V3, as can be observed
in Figure 4.18. This figure shows the vorticityarplane coplanar with the trailing edge,
as well as in vertical planes coplanar to peaks\ailgys. In the former cas&y/3a
loops of vorticity are adjacent to the upper anevdp surfaces of the cylinder
downstream of the valleys and are less apparenhstogam of the peaks. This is in
contradistinction to th#/3 case in which the vortex loops are present andeparated
downstream of the peaks. Due to the flow being chbed towards the peaks by the
sinusoidal leading edge, there exists an adverssspre gradient in the streamwise
direction, giving the flow a high vertical componei velocity when exiting the peaks
regions. This causes the flow to diverge from tbazontal mid-plane quite rapidly, but
with relatively low vorticity. As a result of thergximity of the peaks to the trailing
edge forW3,, the illusion is given of an opposite spanwiseotogy emerging between
W3 andW3, in the verticaly-z plane. However, the wakes are strikingly simikzs,

depicted in Figure 4.18(b).

Perspective views of the vorticity field in verticay planes coincident with peaks
and valleys are presented in Figure 4.19. In tise cdAW3, the flow downstream of the
peaks, as well as valleys contains Bloor-Gerrardl(ik-Helmholtz) vortices. These
convective small scale instabilities are less evide the wake oMW3,. Nonetheless,

both wakes display the upper and lower shear lagepeaks to be divergent about the
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horizontal mid-plane due to the abrupt flow separatThe shear layers dissipate at a
downstream distance from the cylinder of approxetyaBD. At valleys the flow is
attached to the surface and the upper and lowear dhgers remain parallel before
diverging and dissipating at a downstream distasfc2D. A likeness to the Mode-A
wake instability is present for both wakesWd8 andW3a, which is attainable from the

highly symmetric upper and lower small scale vedi¢(Meiburg and Lasheras 1988).
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Figure 4.18: Contours of vorticity magnitude foet8SP geometries, (aboWaB (w/i
= 0.195 andl/D = 2.4) and (belowW3a (w/4 = 0.18 andl/D = 5.2); (a) verticaly-z
plane coincident to the trailing edge and (b) spaewerticalx-z planes coincident to

peaks and valleys.
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The flow fields of bothW3 andW3, have common characteristics. The mitigation
of vortex shedding and resulting flow topology i®nma apparent fokV3,, due to the
proximity of the leading edge to the trailing edg®wever, the observations presented
throughout this work confirm the similarity in wakgpologies between SSP geometries
that have similar wave steepnessed, but not necessarily the same wavelengfi,
Hence, it can be stated that the ratie6f is an important parameter for controlling the

flow field when employing the spanwise sinusoidaifite.

(a) (b)

Figure 4.19: Contours of vorticity magnitude #3 andW3,; (a) verticalx-y plane
coincident with a peak and (b) verticay plane coincident with a valley.
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(b)
Figure 4.20: Contours of the vorticity fields arduBSP square cylinders; (left) vertical
x-y planes coincident with peaks and valleys of the,&®# (right) isometric views of
the resulting flow field. (a) SSP with/2 = 0.105 and/D = 3.2 (V2g), (b) SSP withw/i
=0.09 and/D = 5.2 W2,).

To further corroborate the importance of the wateepness on the control of
turbulent flow, the topologies of the flow fieldsoand the SSP configurations are
compared. In Figure 4.20, the flow fields are gifenthe SSP bodie¥V24 (w/l = 0.09
and A/D = 5.2), and an SSP cylindaN2s (w/2 = 0.105 andi/D = 3.2). Both these
geometries have close wave steepness and the i falso show resemblance to
each other. Clearly, an intermediate wake is pteseboth cases which is similar to
that wake o2 (Figure 4.15). The flow coincident to the vall&ygperiences stretching
of the shear layers aft of the trailing edge; wherdhe flow coincident to the peaks
rolls up into vortices near the trailing edge. TWigs discussed earlier in relation to the
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wake ofW2. Hence, a three-dimensional flow field is presentvhich vortex shedding

is highly discernable. The SSP cylindev¥82, and W2, demonstrate Regime-II type

flow.

(b)

Figure 4.21: Contours of the vorticity fields arduBSP square cylinders; (left) vertical
x-y planes coincident with peaks and valleys of the,%®# (right) isometric views of
the resulting flow field. (a) SSP with/2 = 0.195 and/D = 3.2 (V3g), (b) SSP withw/i

=0.18 and/D = 5.2 W3,).
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In Figure 4.21, the flow fields are shown arou8, (w/1 = 0.18 andi/D = 5.2),
and an SSP geometrW3s (w/A = 0.195 andi/D = 3.2). Under very similar wave
steepness, the flow fields for both geometries rifedemonstrate Regime-Ill type
instability. The flow coincident to the peaks consaKelvin-Helmholtz instabilities as a
result of the flow separation at the leading eddds is highly discernable in Figure
4.21(b) forW3a due to the closer proximity between the leading tmailing edges
(discussed earlier). At valleys, the flow remaitta@hed to the surface of the cylinders
and dissipates shortly after shedding from thdingaiedge. The dissimilarities depicted
in Figure 4.21 are only the cause of the geomdtithe leading edges and the distance
of the peaks to the trailing edge. Neverthelessneoherent flow field exists similar to
that of W3. The topologies portrayed in Figures 4.20 andl 4@pport the notions
discussed in this chapter that wave steepness mpvke topology of the controlled

turbulent flow.

44 Summary

It has been shown that the mean drag force on squéinders immersed in turbulent
flow can be reduced by about 30% if spanwise siidasgrofiles (SSPs) are imposed
on their leading edges. Furthermore, a validatedarical model indicates that an SSP
is able to reduce the magnitude of lift forces byta 95%. The imposition of an SSP on
the leading edge can also reduce the magnitudeedfuctuations of the mean drag and
lift by an order of magnitude, and this has potdrienefits for reducing fatigue failure

of structures exposed to turbulent flows.

Vortices shed along the span of plain square cglmdcause large temporal

variations in the lift and drag. However, the waenerated by a square cylinder with
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an SSP imposed on the leading edge is found to hageite different topology. A
cylinder with an SSP leading edge with a wave stesp w/A, of 0.195 and a
normalised wavelengtii/D, of 2.4 contains a wake with small-scale Kelvinkhleoltz
instabilities being shed from the cylinder. Thigeflected in the power spectral density
of the v-component of the velocity that shows a clear wosdleedding frequency in the
wake of plain cylinders but not in the case of &P geometry. The peaks of the SSP
channel the flow and this increases the mass fluxhese regions. Vortices shed

downstream of valleys are shed predominantly irdirection of the free-stream flow.

Results of the studies indicate that the wavelen§th spanwise sinusoidal profile
appears to be of less importance in suppressingytmehronous shedding of vortices in
turbulent flow than in laminar flow. Comparison® anade between flow regimes that
exist for laminar flow and the wake topologies éated for turbulent flows.
Numerical simulations suggest that the wave stespnél, plays a more important role

in suppressing vortex shedding in turbulent floest in laminar flows.
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CHAPTERDS

THE EFFECT OFASPECT RATIOONA
SPANWISE SINUSOIDAL PROFILE

To date, the research on turbulence generated Ui imdies has focussed on vortex
shedding and flow control around slender bodie$ accircular and square cylinders
(Griffin and Ramberg 1982; Williamson 1996; Bearnaand Owen 1998; Darekar and
Sherwin 2001; Catalanet al. 2003; Bearman and Brankovic 2004; Dobreal. 2006;

Xu et al. 2010). On the other hand, many practical appbeatiinvolve bluff bodies
with a large aspect ratio in which the geometries edlongated in the direction of the
flow. In contrast to slender bodies, the flow ardam elongated bluff body experiences
two types of shear layer interactions; flow separaand reattachment. The shear layers
are likely to separate aft of the bluff leading edthen reattach to the surface of the
structure some distance downstream, before detgdnom the trailing edge after
having been shed from the body. Modifying the tgpibehaviour of the shear layer
phenomena may enhance the flow around the elondaltétl body. This can be
achieved by applying a spanwise sinusoidal prd8I8P) to the leading edge. However,
in addition, the effectiveness of an SSP on thditgpedge may be mitigated as a result

of the increased distance to the trailing edge.

The research presented in this chapter highligidsufes of turbulent flow fields

around elongated bluff bodies with and without arspise sinusoidal profile (SSP) on

125



their leading edge. The effects of the geometrihefSSP on the coherence of the shear
layers and the vorticity field downstream of theusture will be described. Results are
interpreted by making use of vorticity magnitudetdbutions and pathlines, which
characterise the topology of the wake. In additiime-averaged flow properties are
provided. Numerical studies indicate that the retfrturbulent flows around elongated
SSP geometries differ from that generated by sqgeoenetries. The principal findings
presented in this chapter are namely,

1) The aerodynamic forces (i.e. drag and lift) &neir fluctuations acting on an
elongated bluff body can be greatly reduced if &P $ imposed on the leading edge.
The flow field and wake of the elongated SSP baegsembles that of a streamlined
body, and as a result, a significantly higher asssure is achieved.

2) The proximity of the SSP leading edge to théingedge does not profoundly
influence the control of the flow field. The sinudal perturbations are capable of
largely dissipating the shear layers, and formingaerow wake behind the elongated

body.

5.1 Flow Field around an Elongated SSP Cylinder

In this research, the effectiveness of the SSPbe®n confirmed and it has been
observed that the vortices in the upper and lovinetass layers merge in the near to
intermediate wake of a square cylinder (slenderyptioat has an SSP applied to the
leading edge. This occurs in the turbulence geedrdty the body and has been
discussed in Chapter 4. However, in many practigglications, cylinders are not
square, but they are elongated in the directiothefflow. In other words, they are

rectangular and they approach the geometry ofdiates. In this case, it might be
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expected that the disturbances in the flow causetthd SSP become attenuated as the
cylinder becomes more elongated. As a consequéregprtical structures downstream
of the trailing edge may be anticipated to becoess dependent on the geometry of the

leading edge.

The square geometries W0 andW3 have been elongated in the direction of the
flow (i.e. positivex-direction). Hence, two models, nam&0e andW3g are presented
herein to explore the topology of the flow fieldband a plain rectangular prism and a
rectangular prism with an SSP applied to the lepdidge. The computational models
are shown in Figure 5.1. Both SSP geometries hspecaratio®1/D of 5 (whereD; is
the full width of the elongated cylinders), to exaenthe behaviour of the flow on the
surface of an elongated SSP geometry, and whetheotothe detaching-reattaching
phenomena can be controlled (modified). Therefibiis,desired to extract details of the
flow field that demonstrate the ability of the S®Rpassively control the boundary layer
developed over a flat surface. In this researdjhlftieffective control of the flow field
has been demonstrated to coincide with a largessilple wave steepness/i, of the
spanwise sinusoidal profile. Hence, in the cas®V8g, the wave steepness/, and
normalised wavelength/D, remains identical to that of the square cylind&3, at

values of 0.195 and 2.4, respectively.

As the shear layers reattach to the surface ofetbegated SSP geometry, it is
expected that this will promote the developmentaticity. Recall that in the wake of
a square cylinder, the shear layers coincident éak® and valleys merge at a
downstream distance from the trailing edge of appmnately 4. In the case of the
elongated cylinder,W3g, maintaining the free-stream velocityl,, of 11 m§g,

corresponding to a Reynolds number, Re, equal3®<Ad can generate the same flow
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conditions as that of the square cases, and therettee shear layer merging on the
surface of the rectangular prism at approximat&y ¥ may be that the merging of the
shear layers at a downstream distance @fadlows the re-establishment of Karman
vortices. In fact, the convective Kelvin-Helmhoitistabilities (Bloor-Gerrard vortices)
have been characterised to eventually form intari&r vortices (Sheridagt al. 1992).

In addition, Dobre (2006) also reported the reommoe of vortices within the
intermediate wake of a square cylinder at a digtai&D as a result of the shear layers
merging at this location. Nevertheless, the enafgthe vorticity was reported to be
somewhat attenuated due to the passive contrdllbether or not the fluid structures
generated on the surface of the elongated bodyeasedependent on the sinusoidal

leading edge as a result of the increased proxilmtiyveen the leading and trailing

edges are to be investigated.

Figure 5.1: Computational models of the plain ai®&P Slongated cylinders; (&0
and (b)W3e. The wave height (peak-to-peaky, and wavelengthj, of the sinusoidal
leading can be depicted.
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5.1.1 Performance of Aerodynamic Forces of an Elongated SSP

Achieving control of the flow field as a result tfe spanwise sinusoidal profile is
associated with a significant reduction of the di@ge. In Figure 5.2(a), the coefficient
of the mean drag;,, is plotted against the non-dimensional tim&]t, for both WOg

and W3e. The value of the mean drag coefficient for thairpland SSP geometries is
respectively 1.17 and 1.06. Hence, it is clear ttied elongated SSP geometry
experiences up to 10% decrease in mean drag;rnthign corresponds to a significant
reduction in the fluctuations of the drag. The ohn in C; for the elongated SSP

geometry is not as large as that of the square gignas might be expected priori.
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Figure 5.2: (a) Coefficient of drag,, for the plain elongated cylindaNOg (blue), and
the elongated SSP geometWy3e (red), which highlights the reduction of up to 1096
the mean drag and related reduction of the fluminatas a result of the SSP. This is
corroborated by the time-averaged contours of teesure coefficient;,, for (b) WOg
and (c)W3g, taken on the upper horizontal surface of the g#oes.W3g has greater
percentage of high pressure across the surfad&tparly the highly discernable larger
base pressure that is associated with the dedreasean drag.
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Figure 5.3: Coefficient of lift, C;, for (a) the plain elongated geometry, WOg, and (b) the
elongated SSP geometry, W3g; highlighting the significant reduction in the fluctuations
of lift asaresult of the SSP.

The reduction in mean drag can be demonstrated by contours of the time-averaged
pressure coefficient, C,,, across the upper surfaces of the geometries. In Figure 5.2(b),
higher pressure exists across the trailing edge of WOg, while the pressure elsewhere on
the surface displays significantly lower values. In stark contrast, higher pressure regions
exist across approximately 60% of the surface of W3g, depicted in Figure 5.2(c); this
visua representation of C, helpsto corroborate the remarkable difference in mean drag

between an uncontrolled (WOg) and controlled (W3g) flow field.
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A significant reduction is achieved in the flucioas of the lift. Figure 5.3 displays
the coefficient of lift,C;, plotted against/dt. Large fluctuations about the zero mean
lift are depicted foMVOg. However, these fluctuations become almost ndgédior the
case of an SSP geomet3g, as shown in Figure 5.3(b); this corresponds to an
approximately 83% decrease. This ability of thensypae sinusoidal profile on an
elongated geometry to steady the forces actindnerpbluff body is indeed a remarkable

characteristic.

The significant reduction in the drag force, isroborated by the distribution of the
time-averaged pressure coefficieqy,, shown in Figure 5.4. The measurements are
made on the upper and lower surfaces of Maflk andW3g, at locations corresponding
to the center of the span, and the central peakvaliey, respectively. Figure 5.4(a)
compares the pressure distribution for the cunpéaih elongated cylinder, and the plain
cylinder of Yuet al. (2013), which contains an aspect ratio similathecurrent case of
DJ/D = 5, and at Re = 1x20A very close agreement exists between the current
numerical distribution and the LES distribution ¥t et al. (2013), especially the
prediction of the pressure recovery approximatelg-way along the surface of the
prism. This is due to a concomitant flow reattachire this region as a result of the
streamwise aspect ratio, and both profiles displagimilar maximum mean pressure
near the trailing edge. In addition, both distribns demonstrate local peak pressures at

the leading edge.
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Figure 5.4: Distribution of the time-averaged puesscoefficientCp, on the upper and
lower surfaces of the plain and SSP elongated agtswith aspect rati®,/D, of 5. (a)
Comparison for a plain elongated cylinder betwédendurrent numerical model at Re =
2.35x10¢ and that of Yuet al. (2013) at Re = 1xPpand (b) distributions measured at
mid-span for the plain elongated cylind&/Qg, and coincident to a peak and valley at
the mic-span region for the SSP elongated cylinW3g.

Figure 5.4(b) compares the mean pressure distoibbdidir the plainWO0g, and SSP,
W3, elongated cylinders. A high pressure gradiergtexat the leading edge coincident

to a peak ofV3g, as noted by the local maximum pressure aba¥ge @t O, indicating a
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separated almost stagnant flow. A local maximumnmaassure is also present at the
leading edge coincident to a valley\Wg, as well as folWOg, typical when the flow
travels around a sharp corner such that of a sqogieder. The mean pressure
distributions coincident to a peak and valley dagpidentical flow behaviour after the
leading edge (i.e. they follow the same trend).thermore, a discernable pressure
recovery exists at approximately one quarter tingtte of the prism aft of the leading
edge, which signifies flow reattachment. Hence, oy does an elongated cylinder
with a large aspect ratio contain low values ofgdi@ce due to flow reattachment; an
SSP applied to the leading edge obtains a presscogery on the surface much earlier

downstream, contributing to an even lower dragdorc

In Figure 5.5, the distribution of the time-averdgeessure coefficient,, in the
wake of the plainWOg, and SSPW3g, elongated cylinders is shown. Similar to the
observations for a square cylinder SSP (Figure, 4@ distributions coincident to a
peak and valley o¥W3g show close behaviour. As a result of the SSP enl@éhding
edge of the elongated cylinder, the recovery ofgtessure to the value of that of the
free-stream flow occurs earlier than #f0:. However, the plain and SSP elongated
cylinders exhibit similar base pressure at thditiguiedge, and the distributions follow
closely agreed profiles. This indicates that theeasratio of the bluff body affects the
characteristics of the flow field downstream of thading edge. The incoherent three-
dimensional flow that is typically generated by S8P on the leading edge is clearly
attenuated towards the trailing edge with a largjgeat ratio, in this case./D = 5.
Nevertheless, a lower drag force exists WiBe than withWOg as a combined result of
the inherently low drag associated with a largeeasatio, and the higher base pressure

from the application of the SSP.
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Figure 5.5: Distribution of the time-averaged ptgsscoefficient,C,, in the wake of

plain elongated cylindeWOQg, and the elongated SSP cylincW3g.

The curvature of the separated shear layer adjdoehtk trailing edge affects the
base pressure and also the pressure recovenhmigake (Sohankar 2008). If the shear
layer is forced to remain close to the surfacehefaylinder and therefore contains low
curvature, such as that observed Wé8g, this generates a significant reduction in the
drag force (Bearman and Trueman 1972). The instantes flow visualisations given

in this chapter corroborate these observations.

5.1.2 Topology of the Flow Field around an Elongated SSP

Contrasting evidence of the effectiveness of an $8Pan elongated geometry is
demonstrated in Figure 5.6, showing the flow inticat x-y planes across the span that
coincide with peaks and valleys of the sinusoidalding edge (left of Figure 5.6), and
pathlines of the flow representing the magnitudeaticity (right of Figure 5.6). The

Pathlines are approaching the leading edge cointidea plane 0.43 below the upper
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surface. This horizontal plane provides strong evag of the phenomena associated

with the flow near the surface of an elongatedmpngth and without an SSP.

In Figure 5.6(a), the flow around the plain elomglgeometry is two-dimensional,
passing coherently over the prism and rolling up wrortices at the trailing edge. Recall
in this work the definition of a two-dimensional keais where the flow field
experiences changes in only thg planes; i.e. there is only slight phase differeimce
the vortical structures in the spanwise directitinder idealised conditions the
development of the boundary layer on the upper lamer surfaces of the plain
elongated prism would indeed be completely two-disi@nal. However, in reality the
flow field displays some three-dimensional chanasties. Phenomena associated with
that of an elongated bluff body (i.e. rectangulasm) are present in Figure 5.6(a), in
which the shear layers separate from the horizautdhce aft of the leading edge and
reattach to the surface downstream at approximai@lyo 4D. The flow reattaching
prior to the trailing edge results in strong ciatidn of the entrained shear layers to
induce vortices. The vortices contain substantiaétic energy as a result of the high
energy mixing of the upper and lower shear layérsfahe trailing edge; i.e. a Karman

vortex street is formed.

Figure 5.6(b) provides a graphic demonstratiorhefghenomena resulting from an
SSP. The fluid-to-structure interaction at the soidally modulated leading edge and
the evolving vorticity field aft of the leading eglgre clearly evident. The pathlines of
iso-vorticity are elevated above the surfaceWwse downstream of the peaks. These
regions are associated with a rapid flow separatioourring at the leading edge.
Coincident with valleys, the pathlines remain clas¢he upper and lower surfaces. The

spanwise periodic nature depicted in the pathlises result of the channelling of the
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flow at peaks, as evidenced by the velocity vectibas were evident in the case of the
square geometries. It can be seen that the sulasteimannelling of the flow is localised
at the center of the peaks at the leading edgecdietme flow at these locations
experiences a large pressure gradient and sepahtaptly from the surface. The
interference of the flow field depicted in Figuré) introduced by applying an SSP
hinders the development and interaction of therslagars that would otherwise form a

Karman vortex street.

(b)
Figure 5.6: Contours of the vorticity fields aroufa WOz and (b)W3g; (left) vertical

x-y planes coincident with peaks and valleys of the, %88 (right) isometric views of

the resulting flow field.
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(b)

Figure 5.7: Pathlines highlighting the magnitudevofticity for (a) WOs and (b)Wa3g,
observed from the top of the horizonat plane coincident with the upper surface of

the elongated cylinders.

Observing from the top of the vorticity field ofdtire 5.6, the pathlines in Figure
5.7 demonstrate stark evidence of spanwise pertBoomena. At peaks, the pathlines
at a location directly behind the leading edge djeefrom a line coincident with the
center of the peak. This phenomenon causes thdingasthio converge aft of valleys.
This is in contrast to the pathlines shown for airplelongated geometry in Figure
5.7(a), in which they remain parallel. To expldwe flow topology associated with the

SSP geometryWa3g, the channelling of the flow and the related iase in pressure
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drives the flow to disperse behind the leading edgeaction to the channelling. This
in turn establishes an interaction between thelipathcoincident with both peaks and
valleys and causes convergence at valleys. At thgding edge, the vorticity is
dissipated as a result of the lower energy vortstalctures. It can be seen that the
pathlines converge slightly at the trailing edgeb® equally spaced, reflecting the
geometry of the leading edge. This three-dimensibehaviour across the span and the
streamwise evolution of the pathlines demonstraigsificant disturbance to the flow,

and it can be seen that the development of thefileldl is delayed.

An examination of the vorticity only in planes thae coincident with the peaks
and valleys of the SSP provides a clearer ideahefflow phenomena around the
elongated prisms. Figure 5.8 shows perspective sviefvthe magnitude of vorticity
contours in verticak-y planes that are coincident with the central peak\alley of the
elongated SSP cylindeW3e. In the case of the plain geometWQg, the vorticity is
presented in vertical planes coinciding with simpénes to those dN3g. The view is

from the side of the prism and the flow directisrfrom left to right.

The vorticity field around the elongated cylindelisplay very similar behaviour
near the leading edge as that produced by the esdB8P cylinder. However, the
topology of the wake differs somewhat as a resuthe larger aspect ratio. In Figure
5.8(a), it is clear to see the shear layers ddtach the surface o#WOg aft of the leading
edge. However, the flow appears to remain relatividbse to the surface of the
cylinder, which allows the flow to reattach immedig upstream to the trailing edge;

the entrainment of the fluid forms the roll-up bétshear layers into vortices.
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(b)

Figure 5.8: Perspective views of the vorticity diedlroundWOe (left) andW3g (right);
(a) mid-span verticat-y plane coincident to a peak, and (b) mid-span carkiy plane

coinciden to a valley.

In contrast, the vorticity at peaks of the elonda8&SP cylinderWa3g, indicates
flow separation directly at the leading edge anslighfollowed by the roll-up of the free
shear layers into what appears to be Kelvin-Heltzhaistabilities (Bloor-Gerrard
vortices) in both the upper and lower halves ofgghem. These vortices are then shed
into the wake, and are shown in Figure 5.8(a). Siredding frequency of the Bloor-
Gerrard vortices is about,@ wheref,, is the vortex shedding frequency of the plain
square cylinder corresponding to a Strouhal num®erpf 0.14. This is similar to the
case of an SSP square cylinder geometry, and isaphp a result of employing the
same Reynolds number. The SSP interupts the flelWd fio cause the small scale
vorticity behind a peak 0iV3g, to be largely dissipated at a downstream distémre
the trailing edge of approximatelyp2whereas the wake behind a plain elongated prism

retains its coherence for a greater distance.
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In Figure 5.8(b), the same observations as thogeguare 5.8(a) can be made for
WO regarding the vorticity around the plain elongagedmetry. Hence, the vorticity
field aroundWOg is independent on the spanwise location; this adakessed in earlier
observations in Figure 5.6, and is similar to tloevffield characteristics around a plain
square cylinder. In Figure 5.8(b), in a vertigal plane coincident with a valley of the
elongated SSP, the flow remains attached to thedmal surfaces o¥V3g up to the
trailing edge. In addition, the boundary layemhimtacross the upper and lower surfaces.
As a consequence, a narrow wake is formed wherldheis shed from the trailing
edge and remains parallel to the average flow timecThe energy of the flow in the
wake is attenuated at a location of approximat&yd8wnstream from the trailing edge.
The loss in energy is a result of the spanwisegacten between the shear layers as the
Kelvin-Helmholtz instabilities form coincident witipeaks. In contrast to a square
cylinder with an SSP, there is an absence of Bleemard vortices coincident with a
valley for W3e. Nonetheless, it is clear that for an elongatedf lblody with the passive
controller applied to the leading edge, a perioshiticture of the shear layers is
generated in the spanwise direction. This is indebdracteristic of a spanwise

sinusoidal profile.

The streamwise development of the flow around angdted SSP cylinder can be
explored in great detail by exploring the veloginofiles coincident to the peaks and
valleys. Figure 5.9 shows the time-averaged straaenvelocity,u, profiles at different
streamwise locations on the upper surface of bbéh dlain, WOg, and SSP W3,
elongated cylinders. The profiles are measuredgatbe center of the span in both
cases, in which the streamwise velocity is examiaiethe central peak and valley of
W3g, and the center oVOz. The transition of the flow across the surfacehwand

without the influence of the SSP is demonstrated.
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At the leading edgey/D = 0 (i.e. location of a valley fow3g), in Figure 5.9(a),
typical behaviour of flow separation can be ideatifas the streamwise velocity of both
WOe and W3t approach the value of the free-stream velocityeqabruptly near the
surface of the leading edge. Furthermore, the uglpcofile coincident to the valley of
W3e displays flow reversal close to the surface atr@pmatelyy/D = 1.25. This may
be a repercussion of the channelling phenomendirexiat the peak, discussed in
Chapter 4 and readdressed in Section 5.1.2. Itidh@unoted that coincident to a peak,
the actual leading edge locationxi® = 0.47, due to the wave height, of the SSP
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equal to 0.015 m. Aft of the leading edged& = 1.25 (Figure 5.9(b)), the flow is still
detached from the surface at the peak\MSg, and likewise fonWOg. There exists a
region of flow reversal near the surface due toethigained fluid in the separated shear
layers. At the valley o¥W3g, the flow is adjacent to the surface as depiciethe higher
streamwise velocityii, closer to the surface than for the peak, and laysthe absent

flow reversal.

It is remarkable that the characteristic of theatmwise velocity at the peak \df3g
follows a similar trend to the velocity profile ayged with a plain elongated cylinder,
although the flow at a peak experiences larger #eparation. This remains the case for
the additional monitored locations downstream fribve leading edge along the upper
surfaces. However, afD = 3.75, the velocity profiles shows that the febear layer
identified at the location of the peak reattacheshe surface just before the trailing
edge. A boundary layer is formed as a result ofethieained fluid. At the trailing edge,
x/ID = 5, the shedding phenomena can be predicted dyalinupt matching of the
streamwise velocity profiles to the value of theekstream flow. The velocity profiles
in Figure 5.9 clearly illustrate quantitatively tieentinuous attached flow at a valley,
and the detaching and reattaching characteridti@gpeaak, in which a three-dimensional

incoherence is generated.
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Figure 5.10: Pathlines illustrating the time-avedgelocity field around (&)V0s and
(b) W3e. It can be depicted that an SSP causes the fleld fo resemble that of a
streamlined geometry.

The wake behind an elongated SSP cylinder is dspigs being quite narrow. It is
clear that the application of the SSP to the lepéitige of a bluff body causes the flow
field to resemble that of a streamlined geometychsas an airfoil. Indeed, the
phenomena of the shear layers are modified to mltas characteristic. Figure 5.10
demonstrates the phenomenal comparison betweematkes of\WW0: andW3g with the
use of pathlines of the time-averaged velocitydfi¢éhken in a plane coincident to 025
below the upper surface. In the case of the pléomgated geometry, the velocity
remains high up to the trailing edge as a resulhefflow separation at the leading edge
and the development of the boundary layers. Thmuleition of the shear layers at the

trailing edge results in the shedding of vortiae® ithe wake. The flow field and hence
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the wake associated withV3g is remarkably streamlined and narrow about the
horizontal in much a similar manner as that of mrsetric airfoil. At a streamwise
location of approximately half the length of thaspr downstream from the leading
edge, a decrease in the magnitude of the veloeaity be discerned. This indicates a
lower energy of the flow field and lower velocityaglients at this location, causing the
shear layers to remain close to the surface amd fbhe streamlined wake behind the
prism. The SSP is therefore highly effective foplagation on a practically elongated

bluff body.

5.2 Summary

In this chapter, it has been demonstrated thatfldve field around elongated bluff
bodies is effectively controlled by applying a sp&e sinusoidal profile (SSP) to the
leading edge. Namely, the effects of control ontanregular prisms have been researched
in detail. The SSP studied on the elongated cytihds a wave steepnessg/, of 0.195
and a normalised waveleng#iD, of 2.4. Significant reductions of up to 10% arg%@8

in the mean drag and fluctuations of lift are respely obtained with this geometry.
The flow around an elongated SSP cylinder is esdbnthree-dimensional and this is
due to independent regions of the flow in the spasawlirection that are coincident to

peaks and valleys.

The aerodynamic properties of the elongated blutiyb with an SSP are
corroborated by the adumbration of the flow topglogarticularly the distribution of
high pressure regions. A striking contrast is oigdiin which the phenomena of the
shear layers render the flow field and wake ofdlmmgated SSP geometry to resemble

those of a streamlined geometry. Due to a chamgetif the flow at peaks in much a
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similar manner to that observed with square cyliada spanwise incoherence develops
and mitigates spanwise interactions at these lmesitiThis in turn weakens the shear

layers and obtains a thin boundary layer acrossuhace.

The effect of the proximity of the trailing edge ttte SSP leading edge does not
appear to have a profound influence on the comtirdhe flow. Nevertheless, the flow
field at the trailing edge is largely dissipatedi as a result, a narrow wake is formed
behind the elongated SSP geometry. An SSP provdse ta significant method of
controlling the flow field around a practical el@tgd bluff body and enhances the

fluid-to-structure performance of the geometry.
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CHAPTER 6

TOPOLOGY OF THE FLOW FIELD AROUND A
PARTIAL SPANWISE SINUSOIDAL PROFILE

The flow field around bluff bodies can be effectively controlled by applying a spanwise
sinusoidal profile (SSP) to their leading edge. It has been demonstrated that vortex
shedding can be suppressed with an SSP with a wave stegpness, w/4, in excess of 0.1
(Antiohos et al. 2010). Achieving a controlled flow field has so far been established
with an SSP applied across the entire span of the geometry (i.e. a leading edge that is
entirely sinusoidal). In some practical cases however, a continuous SSP across the
leading edge may not be an appropriate choice. This can be due to deleterious effects
from the surrounding flow field existing only at local regions along the span of the
structure, therefore rendering a full span SSP unnecessary. Examples of such cases
could encompass the flow around the tower of wind turbines and communication
towers. In these cases, the flow field has a strong influence on the aerodynamic
performance and structural integrity at only one or two locations aong the span; this
could be at the distal region of the towers. Furthermore, recall the leading edge comb is
located on only the primary feathers of the wing. In this chapter, bluff bodies with
spanwise sinusoidal profiles applied to sections of the leading edges are researched to
elucidate the topology of the flow field at the boundary of sinusoidal and plain leading

edges. This study has revea ed phenomenathat were hitherto unobserved.
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6.1 Effectivenessof a Partial Spanwise Sinusoidal Profile

It has been shown that a full-span sinusoidal profile has the ability to control the flow
and prevent vortex shedding and their associated deleterious effects. However, the
question remains as to whether or not effective control can still be achieved using a
partialy applied SSP. For example, might there be some spanwise interactions between
the flow over the plain and SSP regions? Hence, the topology of the flow associated
with three different configurations of a partial SSP is researched. These configurations
include a partial SSP applied in only the central region of the span; a partial SSP applied
to the two end regions of the span (i.e. the center of the span is plain); and a partial SSP
that continually occupies half the span. These can be seen in Figure 6.1 and are denoted
as PSSP;, PSSP, and PSSP;. The choice of PSSP; is to explore the effectiveness of a
partial SSP that is adjacent to a coherent uncontrolled flow field on both sides. In a
similar manner, the choice of PSSP, is to explore the effectiveness of partial SSPs if
placed on both sides of the coherent flow field. The geometry of PSSP is to elucidate
the likelihood of a partial SSP being able to control the flow when applied to
approximately half the span; in this case both coherent and incoherent flow fields are of

equivalent strength across the span.

In previous chapters, it has been demonstrated that highly effective control of the
flow field is achieved with a wave steepness, w//, of the SSP in excess of 0.1 (Dobre et
al. 2006; Antiohos et al. 2010). The three partial SSP geometries each contain a wave
steepness equal to 0.195, which isidentical to that of the full SSP geometry, W3. Hence,
the wavelength, 4, and wave height, w, across the partial spans are respectively 76.8 mm

and 15 mm.

147



Figure 6.1: Schematic of the partial SSP geometries; (a) plain geometry, (b) PSSPy, (c)
PSSP, and (d) PSSPs.

6.1.1 Performance of Aerodynamic Forces of a Partial SSP

The principal motivation for applying SSPs is to reduce the absolute and fluctuating
components of drag force, and the fluctuating components of the lift force. It has been
shown that SSPs result in technologically highly significant reductions in these forces.
However, it is essential that we consider the situation when an SSP isimposed only on a

section of the leading edge of a bluff body.
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Figure 6.2 shows the coefficient of mean drag, C,, plotted against normalised time,
t/dt, where dt is the time step. The plots of C; are presented for a bluff body with a
plain leading edge and for the three partial SSP geometries, PSSP;, PSSP, and PSSPs.
The values of mean drag, C,;, are 2.35, 1.95, 1.81 and 1.98 respectively for WO, PSSP;,
PSSP, and PSSPs. It is discernable that significant reductions are achieved with the
partial application and the largest decrease observed for PSSP, as expected, as a higher
ratio of the partia SSP on the leading edge exists for this geometry. The highest drag
coefficients of 1.95 and 1.98 associated with PSSP; and PSSP; respectively is adso
expected, as these configurations contain a larger ratio of uninterrupted plain span in

comparison to PSSP,; amore organised coherent flow structure would be present.

As noted in Chapter 4, the coefficient of mean drag varies on two distinct time
scales. The high frequency variations are associated with the vortex shedding frequency,
and the lower frequency appears to arise from some cyclic disturbance in the flow field.
However, in the case of the partial SSPs, the low frequency disturbances appear to be
more regular than in the corresponding case where the SSP extends across the entire
surface of the leading edge. This suggests a spanwise interaction between coherent and
incoherent flows of respectively plain and SSP regions. Without performing Fourier
analysis on the histories of the force coefficients it is difficult to pinpoint the exact
frequencies. By inspection, the histories of C; display an irregular fluctuation about the
mean value; this is more evident for the cases of PSSP; and PSSP,. Where the drag
coefficient associated with a base pressure has alternatively low and high values that
occur at irregular intervals throughout the sequence, this corresponds to abrupt
interactions between two different flow patterns (Ohya 1994; Sohankar 2008). In the
cases of partially applied SSPs, it is believed that the phenomena of the two time scales

associated with the fluctuations of C,; have not been previously observed so starkly.
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Figure 6.2: Coefficient of drag, C,, for the plain square cylinder, WO (-—-), and the
three partial SSP geometries, PSSP; (—-), PSSP, (—-) and PSSP; (——); highlighting
the significant reduction in the mean drag and related reduction of the fluctuations as a
result of the partial SSP with wave stegpness, w/A, of 0.195 associated with W3.

In Figure 6.3, the coefficients of lift, C;, are plotted for al three partial SSP
geometries. It is clear that large fluctuations in lift exist for a plain geometry. However,
once applying a partial spanwise sinusoidal profile to the leading edge of the plain
geometry, a significant decrease in the fluctuations is achieved. The magnitude of the
fluctuations is quite similar in Figures 6.3(b) and 6.3(d) for PSSP; and PSSP;,
respectively. This may be due to the similar ratio of partial SSP across the span for the
two cases. A higher reduction in lift fluctuation can be seen in Figure 6.3(c) which is
associated with PSSP,. This quantitatively corroborates the effectiveness of a partid
SSP with a higher partial ratio, and the observations of Figure 6.3 demonstrate that
obtaining a controlled flow field is independent of the spanwise location and ratio to the

plain span.
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Figure 6.3: Coefficient of lift, C;, for the plain square cylinder, WO (a, —-), and the
three partiad SSP geometries, PSSP, (b, —), PSSP, (¢, -—) and PSSP; (d, );
highlighting the significant reduction in the fluctuations of lift as a result of the partial
SSP with wave steegpness, w/4, of 0.195 associated with W3.

A remarkable observation is made in Figure 6.3, in which beats exist in the C;
history. These beats are superimposed on the high frequency fluctuations, and this is
clearly evident in Figure 6.3(d), which corresponds to PSSP;. This may have a profound
effect on the engineering of the structure with a partial SSP. Reasoning behind the
highly discernable beat phenomenon with PSSP; can be due to the planform area, in
which the plain and SSP regions both occupy approximately half the span. In this case,
the phenomena (vortex shedding and Kelvin-Helmholtz instabilities) associated with

these regions interact more strongly. The aternative partial SSP geometries studied,
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PSSP, and PSSP, have discontinued (interrupted) regions along the span; hence, these

geometries have aless developed flow field in the spanwise direction.

6.1.2 Topological Study by Means of Flow Visualisations

The phenomena that give rise to the effectiveness of an SSP partially applied to the
leading edge of a bluff body can be elucidated by visualising the topology of the flow.
The images on the left of Figure 6.4 display contours of vorticity in a vertical y-z plane
coincident with the trailing edge of the geometries, as well as the vorticity aong the
front, upper and lower surfaces. To the right hand side of Figure 6.4, the vorticity field
is presented in evenly distributed vertical x-y planes along the span that are coincident
with the peaks and valleys of a full span SSP under the same parameters for the wave

height and wave steepness.

Vorticity is chosen for the exploration herein rather than velocity, as vorticity is
associated with the curl of the velocity vector, and hence the phenomena associated with
vortex shedding are more apparent within a vorticity field (White 2003). In Figure 6.4,
the colour scale represents the magnitude of the vorticity, with the largest magnitude in
red being located along the upper and lower corners of the leading edge (i.e. the

connecting edges between the leading edge and horizontal surfaces).

The vorticity in Figure 6.4 displays phenomena that are associated typicaly with
both plain and SSP geometries. This is to be expected. However, the topology of the
flow field provides useful insights into the phenomena. At the boundaries of the plain
spans and partial SSPs, the coherent flow may transfer over into the region of the partial
SSP, and eventually become rendered incoherent towards the center of the SSP (i.e. the

partial SSP will only be effective at its center). It is the incoherence of the SSP that is
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transferred into the coherent region. Instead, of there being a sharp distinction of the

SSP/ plain boundary, there is atransitional region in between.
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Figure 6.4: Contours of vorticity magnitude for the TE plane (left) and spanwise peak
and valley planes (right); (a) PSSP, (b) PSSP, and (c) PSSPs.
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At the locations of the partial SSPs, the contours of vorticity that are present in the
vertical y-z plane of Figure 6.4 coincident with the trailing edge resemble the sinusoidal
pattern of the SSP. Therefore, in the case of the three geometries, this pattern emerges at
the center of the span, two outer ends of the span, and across half the span, respectively
for PSSP, PSSP, and PSSP;. Elsewhere along the spans is indication of the flow field
that is associated with a plain leading edge. In the vertical x-y planes that are coincident
with peaks of the partial SSP, the flow is detached directly aft of the leading edge, and
at valeys the flow is attached. Furthermore, at the boundary of the plain and partial
SSP, the vorticity in the vertical y-z plane contains significantly less energy, as indicated
by the absence in vorticity magnitude. There appears to be a cut-off region between the
interaction of the coherent and incoherent flow fields along the span. Observing the
flow field in the vertical x-y planes, the flow coincident to the boundary of the plain and
SSP spans displays characteristics that are associated with an intermittent flow; hence, a
Regime |I-type pattern. Therefore, it would seem that the two partial spans (plain and
SSP) contain independent flow fields that are adjoin by an interacting flow at the

boundary.

It is evident that the flow field around the partial SSP geometries contains regions
of flow structures that are independent in the spanwise direction. The three-dimensional
flow field associated with the spanwise incoherence as a result of the partial SSP can
only be depicted at the partial regions. At the regions of the plain leading edge, the flow
exhibits coherence and therefore vortex shedding. Hence, the characteristics of both
uncontrolled and controlled flow fields are present; however, it can be seen in the
topology of the overal flow field that the two individual structures of the flow are quite
independent. At the vertical x-y plane intersecting the span of the plain leading edge and

partial SSP, and aso including the adjacent vertical x-y planes, it can be seen in Figure
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6.4 that negligible interaction seems to exist between the coherent and incoherent flow
fields. Hence, from this observation aone, it is suggested that there is no evident
transfer or blending of the flow structures other than intermittency detected at the
boundary. The intermittency is the same as Regime 11, discussed in Chapter 4. These
phenomena may suggest an effective control of the local flow field can be achieved with

apartial SSP.
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Figure 6.5: Vectors of the magnitude of
velocity for the three partia SSP
geometries; (a) PSSPy, (b) PSSP, and (c)
PSSP;. The velocity is shown across a
horizontal x-z plane coincident with the
upper surface. At peaks along the span of
the partial SSPs, it can be seen that the
flow is channelled towards the center of
the peaks. Adjacent to the intersecting
plane, the flow coincident with the plain
leading edge is channelled only slightly
in the direction of the SSP.

156



In Figure 6.5, the instantaneous vectors of velocity magnitude are displayed for the
three partial SSP geometries. The vectors are approaching the leading edge in a
horizontal x-z plane coincident to the upper surface of the geometries; the view is from
the top and the flow is from left to right. Across the spans with the plain leading edges,
the velocity vectors are parallel to the streamwise direction. Coincident to valleys, the
vectors are also parallel to the streamwise direction. It is only at the intersecting region
between the plain and SSP spans that the vectors change direction and become
channelled towards the center of the adjoining peak of the partial SSP. Likewise, the
flow is channelled at the remaining peaks. It is evident that in a similar manner to the
full span SSP geometry with large wave steepness (w/4 > 0.1), a partial SSP under the
same parameter has the ability to capture the flow across its span and mitigate a
coherent flow field from occurring. It should be noted that as it has been discussed in
previous chapters, the effect of channelling of the flow will only occur when the wave
steepness, w//, is significant (i.e. w/A > 0.1). It is a stark observation that both the
coherent (uncontrolled) and incoherent (controlled) flow fields co-exist independently

across the span containing a partial spanwise sinusoidal profile.

Pathlines representing the vorticity field in a horizontal plane approaching the
leading edge coincident with the upper surface of the three geometries of the partial SSP
are displayed in Figure 6.6. It is desired to observe the fluid-to-structure interactions
within the vorticity field and the impact of the partial leading edges on the flow. The
vorticity in this plane provides significant details of the flow topology associated with a
partial SSP near the surface of the geometry. Across the spans of the plain leading edge
of PSSP; in Figure 6.6(a), the development of the boundary layers and mixing of the
shear layers induces vortex shedding into the wake. However, contrast to prior

observations for a plain geometry in which vortices are shed uniformly along the span,
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the instantaneous shedding of vortices on either side of the partial SSP occurs
oppositely. For example, it can be seen in Figure 6.6(a) that to one side of the partia
SSP, vortices are shed from the upper surface; whereas, to the other side they are being
shed from the lower surface. A partial SSP located mid-way along a plain leading edge
is shown to disrupt the uniformity of the coherent shedding process, or at |east prevent a

spanwise communication of the coherent structures.

In the case of placing two partial spans of the SSP along the geometry, the flow
field coincident with the plain span of PSSP, in Figure 6.6 does not appear to hold any
adverse effect. The shear layers roll-up into vortices uniformly across the uncontrolled
region. Along the spans of the partial SSP, the sinusoidal pattern emerges in the flow
field. The separation of the flow from the upper surface of the geometry being
coincident to peaks and the flow attachment at valleysis clearly discernable. As a result
of the flow being channelled at the regions of peaks, this concentration of flow causes a
high pressure gradient at this location and hence flow separation at the leading edge.
The dispersion of flow concentration in line with the location of the valleys resultsin a
decrease in the pressure gradients and allows the flow at these regions to remain fixed to
the surface of the geometry. In Figure 6.6(c), the placement of a partial SSP across half
the span of the geometry has no direct impact on the flow field associated with the plain
half of the span. The two halves of the geometry exhibit the coherent and incoherent

flow fields associated with the plain and SSP spans, respectively.
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Figure 6.6: Pathlines highlighting the vorticity field approaching the leading edge of
the three partial SSP geometries in a horizontal x-z plane coincident with the upper
surface; (a) PSSP, (b) PSSP, and () PSSPs.
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Another insight of the topology of the flow field around the partial SSP geometries
is taken from the above view. As the vorticity pathlines are alot clearer to visuaise in
this perspective. In Figure 6.7, the vorticity field is shown in the same horizontal plane
coincident with the upper surface of the geometries. At the spans associated with the
plain leading edge, the pathlines of vorticity remain parale and streamwise (this is
expected and demonstrated with the velocity vectors). The channelling of the flow at
peaks of the partial SSP that ultimately results in an adverse pressure gradient at the
leading edge is seen to cause a reaction in the flow field in the form of flow
convergence in line with the valleys. At the regions where the plain and partial SSP
spans intersect, the pathlines coincident to the adjoining valley of the SSP merge with
the streamwise pathlines that are coincident to the plain leading edge. This establishes
somewhat of a void in the flow field, in the wake and directly in-line with the
intersecting point. The one case that demonstrates this void the largest is for PSSP3; the
streamlines are quite divergent from this location about the spanwise direction. The
pathlines in Figure 6.7 indicate the independent structures of both the uncontrolled and

controlled flow fields; not only across the bluff geometry, but especially in the wake.

In order to corroborate the above observations, the vorticity field is presented in
vertical x-y planes that are coincident with both a peak and a valley across the span of
the partial SSP, a vertical x-y plane coincident along the span of the plain leading edge,
and avertical x-y plane at the intersection between these two spans. Thisis primarily to
demonstrate the independent flow structures, as well as the spanwise transition of the

flow field more clearly.
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Figure 6.7: Above view of
the three partid SSP
geometries showing the
pathlines of the vorticity
field approaching the
leading edge in a
horizontal x-z  plane
coincident with the upper
surface; (a) PSSP, (b)
PSSP, and (c) PSSP;.



The contours of vorticity are presented in Figure 6.8 for PSSP;. In Figure 6.8(a),
vortex shedding is evident in a plane that is coincident with a plain leading edge. Hence,
the partial SSP does not have an impact at this region. The vorticity depicted in Figure
6.8(c) coincident with a peak indicates the separation of the boundary layer at the
leading edge and shear layer instabilities in the form of Bloor-Gerrard vortices, or
otherwise known Kelvin-Helmholtz instabilities (Bloor and Gerrard 1968). The
frequency of these small scale vorticesis in the order of approximately 3f,o, where f,q is
the vortex shedding frequency for a plain square section. The wake at this plane remains
divergent about the mid-horizontal plane behind the cylinder. In Figure 6.8(d), the
vorticity clearly shows attached boundary layers to the upper and lower horizontal
surfaces of the geometry; this is depicted in the vertical x-y plane coincident with a
valley. The wake in this case remains relatively parallel about the horizontal and shows

only very slight indication of shear layer instability in the wake at this plane.

At the vertical x-y plane that is coincident with the intersection between the plain
leading edge and partial SSP in Figure 6.8(b), signs of an intermittent structure are more
evident. Both upper and lower boundary layers remain attached to the surface of the
geometry; however, there is absent stretching of the shear layers in the streamwise
direction, which in turn prevents the roll-up of vortices into the wake, and results in a
high rate of dissipation. Nevertheless, intermittently the shear layers tend to stretch and
form vortex like structures into the wake. Hence, the partial SSP does not have a
complete influence on the flow at this spanwise location, but begins to change the

coherent fluid properties at this spanwise point.

162



9166
8799
| 8433
8066

7699

7333

6966

6599

6233

| sses
5500
5133
4766
4400
4033
3667
3300
2933
2567

9166
8799
8433
8066

7699

7333

6966

6599

6233

| sees
5500

5133
4766
4400
4033
3667
3300
2933
2567

9166
8799

8433

8066
7699
7333
6966
6599
6233
5866
5500
5133
4766
4400
4033
3667
3300
2933
2567

9166
8799

8433

8066
7699
7333
6966
6599
6233
5866
5500
5133
4766
4400
4033
3667
3300
2933
2567

(b)

(d)

Figure 6.8: Contours of vorticity magnitude for PSSP, showing the spanwise flow

transition in vertical x-y planes coincident to (a) the plain leading edge, (b) the
intersecting plane, (c) apeak of the partial SSP, and (d) avalley of the partial SSP.

The observations gathered from the visualisations of the flow field appear to

suggest that the passive control is independent of spanwise location. Hence, applying a

partiadl SSP at any location along the span of the geometry will result in achieving

control of the flow at the local position and mitigating the shedding of vortices across

the entire partial SSP span. The presence of the uncontrolled coherent flow adjacent to

the partial SSP does not appear to adversely affect the outcome of the application.

163



6.2 Summary

The work in this chapter demonstrates that a spanwise sinusoidal profile (SSP)
embodied only partially to the leading edges of square cylinders is an effective, and
more importantly, a practical adaptation. The partial SSPs have a wave steepness, w/4,
of 0.195 and a normalised wavelength, A/D, of 2.4. It is shown that a three-dimensiona
flow field occurs around the bluff bodies at local regions where the SSP is present.
Elsewhere, a two-dimensional flow field exists which is associated with the plain
leading edges. Remarkably, at the boundary between the plain and SSP spans, the flow
exhibits an intermediate characteristic similar to the Regime-11 type instability, which
was introduced in Chapter 4. Hence, there are independent regions of controlled and
uncontrolled flow that are adjoined by a small region at the boundaries, in which the

flows interact.

Reductions are obtained in the mean drag and the fluctuations of lift force of up to
23% and 71%, respectively. This is attributed by the independent regions of three-
dimensional flow coincident to the spans of the partial SSP. The aerodynamic properties
are corroborated by visualisations of the flow topology. The shear layers around the
partial SSP bodies clearly demonstrate the presence of both the two-dimensional and
three-dimensional flow fields corresponding to plain and SSP spans, respectively. The
channelling of the flow at the peaks of the SSP is responsible for the interaction
between the two independent flow regions, as the field reacts in a divergent manner
from the convergence at peaks. Overall, an SSP proves to be an outstanding mechanism
for reducing the deleterious effects and modifying the flow field at the local regions

where the sinusoid exists.
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CHAPTER7Y

CONCLUSIONSAND FUTURE WORK

7.1 Contributionsof the Thesis

In this thesis, investigations are made into thetrod of turbulent flow around bluff
bodies by means of bio-inspired spanwise sinusqidafiles (SSPs) on the leading
edges. This is achieved by numerically modelling titansport phenomena using large
eddy simulation (LES). The numerical analysis dbotes to the existing understanding
of the three-dimensional flow around bluff bodias; particular, the phenomena
associated with a controlled flow field. The cobtions of this research are
summarised as follows.
e« It has been shown that the mean drag force on sgcogimders immersed in
turbulent flows can be reduced by about 30% if sps@ sinusoidal profiles (SSPs)

are embodied on their leading edges.

*« The validated numerical model indicates that an BS#le to reduce the lift force
fluctuations by up to 95%. This has potential b#sadbr reducing fatigue failure of

structures exposed to turbulent flows.

« Vortices shed along the span of plain square cghl®idcause large temporal
variations in the lift and drag. A cylinder with &5P leading edge with a wave

steepnessy/A, of 0.195 and a normalised wavelengit), of 2.4 contains a wake
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with small-scale Kelvin-Helmholtz (Bloor-Gerrard)sitabilities being shed from

the cylinder.

The peaks of the SSP channel the flow and thiseasgs the mass flux at these
regions. Vortices shed downstream of valleys aredspredominantly in the

direction of the free-stream flow.

A parametric study indicates that the wave steeprdsa spanwise sinusoidal
profile appears to be of greater importance in seggng the synchronous

shedding of vortices in turbulent flow than in lauaui flow.

A spanwise sinusoidal profile (SSP) not only colstitbe flow field around square
cylinders, but it effectively renders the flow flehround elongated bluff bodies to

resemble that of a streamlined geometry. This msadestrated in Chapter 5.

The SSP studied on the elongated cylinder has & si@epnessg)/A, of 0.195 and
a normalised wavelengtli/D, of 2.4. Reductions of up to 10% and 83% in the

mean drag and fluctuations of lift are respectiv@yained with this SSP geometry.

The flow around an elongated SSP cylinder is tlliegensional due to a

channelling of the flow at peaks in a similar manteethat observed in the case of
square cylinders. A spanwise incoherence develapd,this in turn weakens the
shear layers and results in a thin boundary lagigrcant to the surface. As a result,

a narrow wake is formed behind the elongated SSkhggy.

The effect of the proximity of the trailing edge ttte SSP leading edge does not

profoundly influence the control of the flow fiedgslound elongated bluff bodies.

166



When an SSP is embodied only partially to the legdidges of square cylinders, a
three-dimensional flow field occurs around the bhddies at local regions where
the SSP is present. Elsewhere, a two-dimensiomal flield exists which is

associated with the plain leading edges.

At the boundary between spans with plain and S3¥éing edges, there are
independent regions of controlled (three-dimendjormand uncontrolled (two-
dimensional) flow that are adjoined by a small oagivhere the two flow regimes

interact.

In a specific case considered, the mean drag anfiuttuations of the lift force are

reduced by up to 23% and 71%, respectively, faaréigd SSP.

The channelling of the flow at the peaks of the &&ffon triggers the interaction at
the boundaries between plain and SSP regions.i§iecause flows in the latter

region are three-dimensional.

Overall, an SSP demonstrates to be an outstandiagtigal mechanism for

reducing the deleterious effects produced by tentulows around bluff bodies.

7.2 Suggestionsfor Future Work

The research presented in this thesis has demtatstiee effectiveness and practicality

of bio-inspired spanwise sinusoidal profiles (SSRskducing the fluctuating forces on

bluff bodies. This study has revealed avenues othén research that would be

important from both fundamental and practical powitview.
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The bluff bodies in this work were maintained arexo angle of attack to the
approaching fluid, i.e. the leading edge of theibésds normal to the upstream flow at
all times. It is suggested that investigations beied out on bluff bodies fitted with
SSPs that have a range of angles of attack — ppsaiging from 0° as at present to
180°. It is possible that SSPs are effective toesdegree at all angles of attack, but this
is of course speculative. This would also align tesearch with flow over an owl's
wing, and the effect of angle of attack would betipalarly useful in dealing with
practical cases associated with elongated bluffdsodn addition, it is most important
to increase the range of Reynolds numbers studisedthis could reveal as yet

unsuspected phenomena.

This research has considered only an idealised fafrrihe leading edge comb.
However, the potential of the trailing edge friragea flow control mechanism has been
discussed in Chapter 2, where its ability to sugpteailing edge noise is highlighted.
This prompts a further study in which a trailinggedringe is attached to square and
elongated bluff bodies; the trailing edge fringeuldobe idealised as a porous medium
that absorbs the turbulent flow structures and gaiés the aerodynamic noise.
Furthermore, the trailing edge fringe and spanwseusoidal profile can be
implemented simultaneously to elucidate their carabieffectiveness in controlling the
turbulent flow field and aerodynamic forces. Adaiitally, the SSP can be modified to
take a different geometric form such as a sawtoosguare tooth pattern. Rather than a
porous medium, the trailing edge can be castellatedvhich both the leading and

trailing edges have identical or different geonesiri

Preliminary studies on these suggestions for futwoek can be carried out

numerically. However, it is essential that the etifeeness of the leading and trailing
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edge passive controls are integrated with practreal-life’ models, such as towers,
buildings, bridges, and so on. Furthermore, theearmh can be extended to
hydrodynamic problems, such as water currents arowarine risers, oil rig platforms,

off-shore wind turbine towers, weather stations tnedkeels of ships and boats.
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APPENDIXA

CORRELATION ANALYSISOF THE BOUNDARY
L AYERSAROUND SSP BLUFF BODIES

A.1 Boundary Layer Topology Analysis of a Square SSP

Additional research of the flow topology was conedcby analysing the near wall flow
features at the leading and trailing edge of eactesponding peak and valley plane for
bothWO0 andWa3. Hence, a comparative analysis is presentedrhbetween the natural
undisturbed flow topology and best controlled flawpology, respectively. The
topology analysis in this section is performed tiyio a cross-correlation of data at the
near wall. This discussion will aim to demonstraft¢he features and structures that are

present within the flow while applying the passoantrol.

Both velocity and pressure histories have beensured. The data has shown
similar trends are observed at each peak and vplee. Therefore for brevity, only
the two central peak locations and the two cemadley locations are discussed. As a
comparison taV3, four corresponding points located at the cenit®%0 have also been
selected. The points for botW0 andW3 are indicated as 1 through to 4 in Figure A.1.
The locations of the leading edge points correspontthe first grid cell above and in
front of the leading edge, while the locations loé trailing edge points correspond to
the first grid cell directly above the trailing edgHence, the measuring points are

located 1x1G m away from the cylinder surface.
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Figure A.1: Data points for the boundary layer fogy analysis; (ayvo; (b) W3.

The process of correlation analysis allows spedi@iberent structures within the
flow to be identified between particular physicalagtities. In this case, the analysis
focuses on the relationship between streamuAgelocity and pressure. The correlation
function filters the many spectral components tast within the data due to non-
stationary structures in the flow. Only the domin&requencies corresponding to the
coherent structures are presented, allowing aoakttip to be formulated. The standard

cross-correlation sequence is defined as

Ryp(m) = XL  u(t) - P(t; + m) (A.1.1)

wherem is a predefined lead or lag,, equal to the time step sizg,; — t;. In order to
achieve a more accurate estimate of the crosslathore a normalised cross-correlation
is obtained as

1
Ry-punbviasea (m) = N—|m| Ry.p(m) (A.1.2)

This normalisation prevents any bias from occurragywell as preventing any gradient
within the sequence due to bias normalisation. Valcity-pressure histories and

resulting unbiased cross-correlation function areery next for bothw0 and W3 at
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points 1 to 4. The following section will firstlyigtuss each of the four points in
succession at the leading edge. The details attesithg edge location will then follow

with a similar approach.

A.1.1 Correlations at the L eading Edge of the Squar e Cylinder

In Figure A.2(a)u-velocity and pressure are plotted against timéo@hW0 andW3 at
the leading edge at point 1, which correspondspeak plane. It should be noted herein
that the history plots in this section show onlg df the complete data set, in order to
clearly demonstrate the contrast between the carddaistories. However, the analysis
is still conducted with the full range of the datde blue curve represents the velocity
data, while the green curve represents the presitee The unbiased cross-correlation
sequenceR,.p ynpiasea, DEIWEEN the streamwisevelocity and pressure is presented in
Figure A.2(b). Similar to the time histories, therrelations are plotted for 1 s of the
data set with leading time; + t;. Therefore, the time axis represents lead, and zer

time represents the initial cross-correlation athee lead nor lag.

The history in Figure A.2(a) fotW0 clearly shows the presence of an organised
periodic structure between the velocity-pressurgting, as a constant half cycle phase
difference exists. A periodic structure is not Esacwithin the data history foN3, as
few distinct frequencies occur. Bothvelocity and pressure do not acquire the exact
phase difference which exists féf0. This behaviour fokV3 indicates interference to
the coherent flow structure. The magnitude of tlverall data confirms this flow
disturbance, as the average maximum velocity madeitbetweenVO and W3 is
approximately 1.5 nmisand 0.3 m3, respectively. The average maximum magnitude for
pressure between the two comparisons is approxiynatePa and 8 Pa, respectively.
Therefore, a decrease is obtained for the streaenwisocity and pressure of
approximately 80 percent and 88 percent, respdgtiVais is a significant contribution
to the mitigation of the original coherent struetir It should be noted here that the

values of average maximums are taken for the camgegta sets from the simulations.
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Figure A.2: Cross-correlation betweanvelocity (———-) and pressure-(——) at the

leading edge of point 1 faMO (left) andW3 (right); (a) data history and (b) unbiased

cross-correlation sequence.

The cross-correlation function in Figure A.2(b) sisca strong correlation between
the u-velocity and pressure f&WO occurring at zero time delay. This strong cotreta
is further supported by the comparably high cotimtamagnitude throughout the time
delay sequence. A clear periodic structure existis & clear single frequency existing
between the interactions of the two data sets.W8y the strength of the correlation
between the data can be considered negligible mpeoison to that ofW0. The
correlation function oW3 reveals a periodic structure with a high freqyedensity.
Although the largest correlation occurs at zercetuhelay folW3, the overall magnitude

is approximately less than one percent of the ntadeiforWo.

Power spectral density (PSD) calculations are pexd for the data, in order to
determine the specific coherent structures thapegsent within the flow betweaW0
and W3. Hence, conducting a Fourier transform verifiae tegree of correlation
existing for both cases. The PSDuws¥elocity, pressure, and unbiased cross-correlation

function at point 1 are given in Figures A.3(a)3@) and A.3(c) foWO0, and Figures
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PSD

[a)]
%
o

A.3(d), A.3(e) and A.3(f) folw3. The horizontal axis of these plots has a frequen

range up to approximatelyd.

For WO, the dominant structures in both the velocity gmessure data occur at
approximately 0.5, in Figures A.3(a) and A.3(b). In Figure A.3(c)re@ation clearly
exists between these two flow variables at only,§.5or W3, spectral peaks occur at
approximately 0.8, 2.5, and 3,,. This is shown in Figures A.3(d) and A.3(e) fothbo
u-velocity and pressure. However, the spectral dgniei Figure A.3(f) shows only
spectral peaks at approximately f,22.5,, and 3,,. The presence of a fundamental
peak occurring at Ofg indicates the shift in frequency content of theidglly
dominant coherent structures. The spectral peakapptoximately 2£, and 3,

correspond to the shear layer instabilities infthe of Bloor-Gerrard vortices.
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Figure A.3: PSD oti-velocity (-—-), pressure<——-) and unbiased cross-correlation

function (——-) at the leading edge of point 1 for (a, b\W) and (d, e, fW3.

The time histories afi-velocity and pressure at point 2 of the leadingeedf both
WO andW3 are provided in Figure A.4(a). This point cor@s@s to a valley plane for
the controlled cylinderW3. As expected during the analysis, a similar pmkcio
structure within the data as to that at point 1 rg@® forWO0. This is clearly the result
of maintaining an undisturbed leading edge. Theimar average magnitudes for the
streamwise velocity and pressure throughout thailsitions also remain the same at
approximately 1.5 misand 70 Pa, respectively.
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Figure A.4: Cross-correlation betwearvelocity (———-) and pressure-(—) at the

leading edge of point 2 faV0O (left) andW3 (right); (a) data history and (b) unbiased
cross-correlation sequence.

For W3, the data in Figure A.4(a) contains a dissinstancture to that at point 1 in
Figure A.2(a). The histories are much clearervéhg the identification of two or three
frequencies within the content more apparent. Thisvident of the boundary layer
three-dimensionality along the span, as structbedween peak and valley planes differ
periodically. The overall magnitudes remain relalyvsimilar to the peak plane, in this
case. The maximum average streamwise velocity aeskspre are approximately 0.35
ms' and 7 Pa, respectively. Therefore, the reductionsvelocity and pressure
fluctuations achieved at the leading edge of aeyghllane are approximately 76 percent
and 90 percent, respectively.

The cross-correlation sequence for the leading efigf0 at point 2 shows high
correlation between the streamwigevelocity and pressure in Figure A.4(b). Larger
correlation than that of the peak location existoowighout the sequence, with the
presence of a clear single frequency. W8, the cross-correlation sequence in Figure
A.4(b) is slightly larger than that of point 1, atiie magnitude at the largest correlation
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PSD

at zero time delay is approximately two percent tfaN0. Therefore, the correlation

magnitude indicates an interruption to the coheflemt at a valley. It is clear that the

velocity-pressure coupling foW/3 is correlated at one or two distinct frequeneiethe

leading edge at the valley.
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Figure A.5: PSD ofi-velocity (——-), pressure<——-) and unbiased cross-correlation

function (——-) at the leading edge of point 2 for (a, b\W) and (d, e, fW3.

Obtaining the power spectral densities iorelocity, pressure and the cross-
correlation function of botW0 andW3 produces the plots shown in Figure A.5. For
WO, a clear spectral peak appears again at a fregusgual to approximately G5
This is shown in Figures A.5(a), A.5(b) and A.5(dr the PSD ofW3 at point 2, the
velocity-pressure coupling is correlated only afrequency of approximately (g
This is shown in Figures A.5(d), A.5(e) and A.5(Fhis frequency shift observation is
indicative of the vortex-shedding mitigation acledy and the observed structure at
only 0.4, is characteristic to the attached boundary layanelley plane. Hence, there

is no obvious additional shear layer instabilifieesent at a valley.

Continuing along the span of the square cylinderthé leading edge at point 3,
corresponding to another peak plane for the cdettatylinder,W3, it is expected to
observe quite similar behaviour as to that estiabtisat point 1. The time histories for

the streamwise velocity and pressure in Figure &,6{onfirm this. Average maximum
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magnitudes for velocity and pressure remain redhtigimilar to the values at point 1 at
approximately 1.5 msand 70 Pa, respectively. F#3, the magnitude for the time
history also remains consistent between the twd ps@ations, at approximately 0.35
ms* and 7 Pa for velocity and pressure, respectiv@lyerefore, reductions are

approximately 76 percent for velocity and 90 petdenpressure.

Considering the plots for the cross-correlationction, Figure A.6(b) demonstrates
a high correlation betweanvelocity and pressure at zero time delay, andnapesable
magnitude throughout the sequenceWd. Few distinct frequencies are clearly being
correlated between the data fuv3. The observations from the cross-correlation
sequence suggest the same frequencies occurlaathiieg edge for both points 1 and 3.
Similar correlation magnitude is obtained, whiclscaldemonstrates the consistency

between the two points, and accuracy of the numlemodel.
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Figure A.6: Cross-correlation betwearvelocity (———-) and pressure--—-) at the

leading edge of point 3 faNMO (left) andWa3 (right); (a) data history and (b) unbiased
cross-correlation sequence.
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The PSD plots in Figure A.7(a), A.7(b) and A.7(cj WO at point 3 indicate the
coherent structures occurring at approximately,§.5or W3, spectral peaks appear at
approximately 0.8, and 2.5, to 3. It should be noted that within Figure A.7(f), the
streamwiseu-velocity and pressure are only correlated af£).2s negligible spectral
content surroundsfg. Hence, the significant difference between the peak planes
discussed for points 1 and 3 is observed in tlength of the spectral content &j,3As
coherent structures exist dominantly atf@.2or both u-velocity and pressure at both
peak leading edge locations, it is quantitativebyraborated that similar coherent
structures occur along peak planes. The presendbeokmall scale Bloor-Gerrard

vortices occurring at approximatelfs3do not appear to influence the correlation at the

leading edge.
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Figure A.7: PSD oti-velocity (-~—-), pressure<——-) and unbiased cross-correlation

function ——-) at the leading edge of point 3 for (a, b\M&) and (d, e, fW3.

At the leading edge at point 4, the trendsW show the constant half cycle phase
lead and average maximum velocity and pressure itags of approximately 1.5 ms
and 60 Pa, respectively. For the controlled sqeglieder, W3, a similar trend in the
time history exists at the leading edge betweenviley plane at point 2 and that of
point 4. The average maximum magnitudes for straamwelocity and pressure are
approximately 0.35 misand 7 Pa, respectively. Therefore, the reduciiofisictuations

achieved for both velocity and pressure are apprately 76 percent and 88 percent,
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respectively. The cross-correlation sequence irur€igA.8(b) for WO at point 4

indicates the high correlation usually observedvben the streamwise velocity and
pressure for this configuration. The trend throughbie time sequence is also similar
between each leading edge point. B8, the magnitude of the correlation function is

comparable to that of the valley plane at pointwZh similar frequency content
observed.

The spectral distribution at point 4 f&¢/O shows the correlation at a frequency of
approximately 0., This can be seen in Figures A.9(a), A.9(b) an8(&@. The
frequency distribution foww3 shows the correlation occurring atfQ,2This observation
is identical to that made at point 2 for the cquaexling valley plane, and is shown in
Figures A.9(d), A.9(e) and A.9(f).
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Figure A.8: Cross-correlation betwearvelocity (——-) and pressure-(—) at the

leading edge of point 4 faNO (left) andW3 (right); (a) data history and (b) unbiased
cross-correlation sequence.
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function ——-) at the leading edge of point 4 for (a, b\M) and (d, e, fW3.

Table A.1: Summary of observations for the spanwmendary layer topology analysis.

u-velocity Correlated § u-velocity Correlated | Velocity Pressure
[msY] Frequency [msY] Frequency | reduction | reduction
[HZ] [HZ] (%] [%]
1.5 70 0.5 0.3 8 0.2y, 80 88
3fvo
15 70 0.5 0.35 7 0.2%, 76 90
1.5 70 0.5 0.35 7 0.2, 76 90
3fvo
15 60 0.5 0.35 7 0.2, 76 88

Table A.1 provides a summary of the observatiossudised in this section. Similar
reductions in the velocity and pressure fluctuati@me obtained throughout all the
leading edge points 1 to 4. As the histories ofvlecity-pressure coupling are random
time-dependent data sets, it is expected that shigiet differences in overall percent
reductions are obtained. Nevertheless, it is ingmrthat the reductions compare well.
It can be observed that the key difference acios$dur points is the shift in frequency
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content between the uncontrolled and controllecesa3his is a clear quantitative

representation of the mitigation of the coherenffddody flow.

A.1.2 Correlations at the Trailing Edge of the Squar e Cylinder

In Figure A.10(a)u-velocity and pressure are plotted against timebih W0 andwW3

at the trailing edge at point 1 from Figure A.l.isThoint corresponds to a peak plane.
The history in Figure A.10(a) fowWO clearly shows the presence of an organised
periodic structure between the velocity-pressungpling. However, when inspecting a
period of 0.5 s for the data, instead of the hiskoremaining at a constant half cycle

phase difference, the data appears to be almpsiase.

A periodic structure is not as clear within theadatstory forw3 at the trailing
edge, as few distinct frequencies are clearly prteseEhe velocity-pressure coupling
appears to contain similar features and cohereottates to that of point 1 at the
leading edge. Observing only 0.5 s of the historfigure A.10(a), it is revealed that
the velocity-pressure coupling is almost completelphase foW3. There is however,
slight indication that the fundamental frequencyus of phase. The average maximum
velocity magnitude fotW0 andW3 in Figure A.10(a) is approximately 8 thand 2.5
ms?, respectively. These average magnitudes are @bm@ss the whole simulated data
range. The average maximum magnitude for pressetvgelen the two comparisons is
approximately 80 Pa and 16 Pa, respectively. Thezefa decrease is obtained for the
streamwise velocity and pressure of approximatedy percent and 80 percent,

respectively.

The cross-correlation function in Figure A.10(b)owis a strong correlation
between thai-velocity and pressure foaWO occurring at zero time delay. Correlation
diminishes slightly for larger lead time; howevérete remains a comparably high
correlation magnitude throughout the correlatiogquesce. It is clear that correlation for
WO betweenu-velocity and pressure exists at two distinct fieies. ForwWa3, the
strength of the correlation is highly mitigated aagproximately three percent that of
WO. The correlation function diV3 reveals an unclear periodic structure with a high
frequency density, which is a somewhat similar oket@on to that made at the leading

edge.
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Figure A.10: Cross-correlation betweeivelocity (———-) and pressure-(—-) at the
trailing edge of point 1 foW0 (left) andW3 (right); (a) data history and (b) unbiased

cross-correlation sequence.

Power spectral density (PSD) calculations at thiéirig edge at point 1 are given in
Figures A.11(a), A.11(b) and A.11(c) f&/0, and Figures A.11(d), A.11(e) and A.11(f)
for W3. The horizontal axis of these plots has a frequeange up to approximately
6fvo. The dominant structures in both the velocity anessure data a0 are equally
present at approximately @,5andf,,. This is indicated in Figures A.11(a) and A.11(b).
At the trailing edge, the effects of the Strouhaher, &, for the square section
geometry are clearly apparent, due to the fullgmes of the vortex-shedding structures
caused by some development of the boundary flowridare A.11(c), correlation also
exists at 0.5, andf,,. For W3, correlation occurs at the frequency of approxatya
0.2, 2.5, and 3, This is shown in Figures A.11(d), A.11(e) and Kf},
respectively. The spectral peaks at approximatebf.2and 3,, correspond to the

Bloor-Gerrard shear layer instabilities.
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Figure A.11: PSD ofu-velocity (———-), pressure {—=) and unbiased cross-

correlation function{——-) at the trailing edge of point 1 for (a, b,\Wwp and (d, e, f)
Wa3.

u-velocity [m/s]

Ru-P, unbiased

-100

-
(3]

N

o

7.5

-15,

Wi
WM'J“b”MJW”MmMMWIN””\&N!w

Wo

150

o

-75

N

=]

2

i } M”l" i fM'

3

100

3.2

34 3.6 3.8

Time[q

4-150 -4

(@

36
Time[q]

3.2 3.4

80
60
wl
a0l

o
-20|
-40
-60|
-80|

|

1

-08 -06 -04 -0.2 0

012 014 016 0:8 1
Time[s

(b)

02 04 06 08 1

Time[d]

M 08 06 04 -02 0

3.8 4

Pressure [Pa]

Figure A.12: Cross-correlation betweeivelocity (-—-) and pressure-(—-) at the

trailing edge of point 2 fowW0 (left) andW3 (right); (a) data history and (b) unbiased

cross-correlation sequence.

193



The time histories ofi-velocity and pressure at point 2 at the trailitpes are
provided in Figure A.12(a). This point correspomals valley plane for the controlled
cylinder,W3. Similar history to that at point 1 f¥v0 is shown, with maximum average
magnitudes ofi-velocity and pressure at approximately 8'nasid 80 Pa, respectively.
For W3, the data in Figure A.12(a) shows the maximunraye streamwise velocity
and pressure are approximately 3'masd 18 Pa, respectively. Therefore, the reductions
in velocity and pressure fluctuations achievedhatttailing edge of a valley plane are

approximately 62 percent and 78 percent, respdgtive

In Figure A.13, the PSD at point 2 reveals domirféow structures occurring at
approximately 0., andf,, for WO within both velocity and pressure data. This is
shown in Figures A.13(a) and A.13(b). Hence, catreh also occurs at these two
frequencies in Figure A.13(c). FAON3, the coherent structures primarily exist at
approximately 0.8, for both u-velocity and pressure in Figures A.13(d) and Ae).3(
Correlation of the velocity-pressure coupling exist only 0.8, in Figure A.13(f).
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Figure A.13: PSD ofu-velocity (———-), pressure {—-=) and unbiased cross-
correlation function<{——-) at the trailing edge of point 2 for (a, b,Wp and (d, e, f)
W3.

At the trailing edge at point 3, corresponding tpeak plane for the SSP cylinder,
W3, the histories for the streamwise velocity andspure in Figure A.14(a) show

average maximum magnitudes for velocity and pressemain relatively similar to the
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values at point 1 at approximately 2 hand 15 Pa, respectively. F/0, the same
consistent behaviour to that at previous pointe@lthe trailing edge is observed. The
average maximum magnitudes are 8'mand 80 Pa for velocity and pressure,

respectively. Hence, reductions are achieved atoappately 75 percent for velocity
and 81 percent for pressure.

The PSD plots in Figure A.15(a), A.15(b) and A.}5@@ WO at point 3 indicate
the dominant structures and correlation occurringmproximately 0.5, andf,,. For
W3, the dominant flow structures are present &atf.2s point 3 corresponds to a peak
plane, it is expected that evidence of the sheaar lmstabilities caused by the leading
edge flow separation will exist in the data. Thgnfficant difference between the
frequency distribution for the trailing edge atlbgieak locations is the strength of the

coherent structures corresponding to the shear iag&bilities.
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Figure A.14: Cross-correlation betweeivelocity (——-) and pressure-(—-) at the

trailing edge of point 3 foW0 (left) andW3 (right); (a) data history and (b) unbiased
cross-correlation sequence.
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Figure A.15: PSD ofu-velocity (——-), pressure {—=) and unbiased cross-
correlation function<{——-) at the trailing edge of point 3 for (a, b,\Wp and (d, e, f)
W3.

At point 4, the expected trend in the histories tfug plain square cylinde¥\Vo,
which are present for all previous trailing edgenfo are apparent. This is shown in
Figure A.16(a). These trends are the phase sitngisiin the velocity-pressure coupling,
and average maximum velocity and pressure magrtofl@pproximately 8 nmisand
80 Pa, respectively. For the controlled squarendgi, W3, a similar trend in the time
history exists at the trailing edge between théeygblane at point 2 and that of point 4.
The fundamental frequency is clearly out of phadale the higher frequencies appear
to be in phase. The average maximum magnitudeshiorstreamwise velocity and
pressure are approximately 3 mand 15 Pa, respectively. Reductions in fluctuation
achieved for both velocity and pressure are theeefapproximately 62 percent and 81
percent, respectively. The cross-correlation secgieim Figure A.16(b) indicates
approximately 97 percent decrease in the correlattcength between the data sets is

observed at point 4, and similar frequency contefihat at point 2.

The power spectral density at point 4 indicatesetation occurring folWW0 at both
approximately 0.5, andf,,. This can be seen in Figures A.17(a), A.17(b) Arid/(c).
The frequency distribution fo'w3 shows the correlation occurring at f,2 Slight

indication of spectral content within the frequendigtribution is present between
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approximately &, to J,,. As mentioned for point 2, the occurrence of conet this
frequency range is due to the shear layer insti&#siloccurring at the trailing edge of
valley planes. The measuring point is located tliyegbove the trailing edge of the

square cylinder; hence, the boundary layer separatethis location, due to the
influence of shedding flow.

O 2f } 10
.g | \'l i H ‘ il “\ =
z M S T o
g o ol T 8 | (4 e
\ | | ‘ i I w ‘
E R I, &
T8 2 ‘ \ | 10 O
S
1% 32 34 36 38 i 4 32 34 36 38 %
Time[s (a) Time[q]
WO
2
: |
o
20908 06 04 02 0 02 04 06 08 1 ® 08 06 04 02 0 02 04 06 08 1
Time[s| (b) Time[q]

Figure A.16: Cross-correlation betweeivelocity (-—-) and pressure-(—-) at the

trailing edge of point 4 fowW0 (left) andW3 (right); (a) data history and (b) unbiased
cross-correlation sequence.

Table A.2 below provides a summary of the obseowatidiscussed in this section.
Similar reductions in the velocity and pressuretilations are obtained throughout all
the trailing edge points 1 to 4. This is a cleaamuative representation of the
mitigation of the coherent and incoherent bluff ypdidw. Correlation at point 3 does
occur at approximatelyfgd, however, the presence at this frequency is censidl
negligible in comparison to that of point 1. Thésdue to the weak spectral content at
3fwo within the velocity PSD. Nevertheless, the obsikowa show the same overall

coherent structures appearing between valley planégpeak planes.
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Table A.2: Summary of observations for the spanbwmendary layer topology analysis.
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APPENDIXB

CORRELATION ANALYSISOF THE BOUNDARY
L AYER AROUND AN ELONGATED SSP

B.1 Boundary Layer Topology Analysis of an Elongated SSP

Additional investigation of the flow topology is mducted by analysing the near wall
flow features at the leading and trailing edgeshefrectangular prisms. Histories ef
velocity and pressure are obtained at leading amading edge spanwise points
corresponding to peak and valley planes for thegdted SSP cylindev/3g, as well as
the plain elongated cylindew/Og. Cross-correlation analysis is performed betwéen t
velocity and pressure data at each individual pdimtorder to determine the fluid
structures that are present within the boundargriapf the prisms. For brevity, only
five spanwise points are discussed for bdtb: and W3e. The purpose for selecting
such points is to demonstrate the symmetry of Stnwctures within the boundary layer
about the mid-span location. The points discussedii are indicated for the elongated
cylinders in Figure B.1.

The monitor points along the leading edge of baiknps correspond to the first
grid cell above and in front of the leading edgéilevthe monitor points along the
trailing edge correspond to the first grid celledily above the trailing edge. Therefore,
the measurement locations are placed at a distzfntel0® m from the cylinder wall.
The cross-correlation observations in the followisgction will firstly discuss the
leading edge locations faW0Og andW3g. The details at the trailing edge locations will
then follow with a similar approach, in order tonumnstrate the flow structures

concisely.
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Figure B.1: Data points for the boundary layer arake topology analysis; (&)/Og;
(b) W3Ee.

B.1.1 Correlationsat the L eading Edge of the Elongated Cylinder

Histories foru-velocity and pressure fluctuations are plottedirsgiaime forWOg and
W3k at the leading edge points in Figures B.2 and &$&pectively. The history plots in
this section show one complete second of the ddtarsorder to clearly demonstrate
the topology variation between each location. lbudth be noted however, that the
analysis is still conducted with the full rangetbeé simulated data of 4 s. The blue
curve in the time histories represents theelocity data, while the green curve

represents the pressure data.

The unbiased cross-correlation sequUeRees ynpiasea, PEIWEEN the streamwise
velocity and pressure for both prisms at the legqédige points are presented in Figures
B.3 and B.6. Similar to the time histories, theretations are plotted for 1 s of leading
and lagging timet; + t; andt; — t;, respectively. The positive time in the correlatio
plots representing lead, and the negative timeesgmting lag. The initial cross-

correlation at neither lead nor lag is at zero tdeky.

The time histories foWOg are presented in Figure B.2 below. Each plot s
points 1 through to 5 of Figure B.1. It can be dieaeen that the flow exhibits a
consistent structure of the velocity-pressure dogphlong the span, as well as a
constant half cycle phase difference and one dedmnct frequency dominating the
fluctuation at each point. It can also be seen thedts exist within the periodic
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structures. The maximum magnitudes of bothelocity and pressure fluctuations are
approximately between 0.25 to 0.5 end 7 to 16 Pa, respectively.

The plots for unbiased cross-correlation betwaerelocity and pressure at the
leading edge points 1 to 5 f¥V0e present high correlation existing only at zeroegtim
delay. The velocity-pressure coupling does not meq@a consistently constant
correlation magnitude. The expected observations/eker, indicate a singular

correlated frequency betwearvelocity and pressure of approximatély
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Figure B.2: Histories ofi-velocity (——-) and pressure—(—-) at the leading edge

locations ofWOE; (a) point 1; (b) point 2; (c) point 3; (d) poiht (e) point £
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Figure B.3: Unbiased cross-correlation betwaarelocity and pressure at the leading
edge locations olVOg; (a) point 1; (b) point 2; (c) point 3; (d) poit (e) point 5.

The power spectral densities (PSD) tevelocity, pressure and unbiased cross-
correlation function, reveal in Figure B.4, freqagncontent at approximatelf(o.
Presence of additional spectral content withinftguency distributions also surrounds
fvo, With comparable spectral peaks occurring at,0f@r points 2 and 3 oVOe. This is
shown in Figures B.4(b) and B.4(c), respectively.
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Figure B.4: PSD otr-velocity (-—-), pressure-{——-) and unbiased cross-correlation
function (—-) at the leading edge &/Og; (a) point 1; (b) point 2; (c) point 3; (d)
point 4; (e) point 5.

In Figure B.5, the time histories ofvelocity and pressure are presented at the
leading edge points 1 to 5 f¥v3e. Points 1, 3 and 5 correspond to monitor points at
peak locations, while points 2 and 4 corresponghémitor points at valley locations. At

all peak monitors in Figures B.5(a), B.5(c) and (B)bthe velocity-pressure history
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contains a periodic structure with a dominant loegtiency and presence of higher
frequency components. The maximum fluctuating magess for both velocity and
pressure are approximately between 0.2 to 0.6 amsl 5 to 17 Pa, respectively. These
magnitudes compare well with those 0g. Therefore, the reduction in fluctuations
for u-velocity and pressure betwe®: and W3t are only approximately 20 percent
and 29 percent, respectively.
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Figure B.5: Histories ofi-velocity (———-) and pressure—-(—-) at the leading edge
locations ofW3g; (a) point 1; (b) point 2; (c) point 3; (d) poit (e) point 5.
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At both the valley monitors in Figures B.5(b) aBdb(d), the data contains a
periodic structure with a predominantly low freqagristribution. The maximums of
the fluctuations for the velocity-pressure couplang@ approximately between 0.15 to
0.8 ms" and 2.5 to 14 Pa, respectively. Hence, reduciiofilsictuations exist between
WO andW3g for u-velocity and pressure up to approximately 40 pgreed 12 to 43
percent, respectively. The overall maximum magmsuct both peak and valley
locations are less than those for the plain el@yaylinder. This observation and also

the presence of high frequency content demondtrateitigation of the coherent flow.

Observing the unbiased cross-correlation betweeglocity and pressure foW3g,
at peak locations 1, 3 and 5, strong correlatioistexat zero time delay with much
lower correlation occurring throughout the remagnioorrelation sequence. This is
shown in Figures B.6(a), B.6(c) and B.6(e). In cangon to the correlations f&kOg,
the magnitudes are much less, and the few distrequencies are apparent with a
dominant lower frequency. In Figures B.6(b) and (8)6 corresponding to valley
monitor locations, the velocity-pressure coupliadnighly correlated at zero time delay
and less correlated in the remaining time delaysece. Similar to the peak locations,
the magnitude of correlation function at the vadléy much less than that fé/Oz. The
correlation betweem-velocity and pressure primarily occurs at a loegfrency with

only minor frequency content present in the highege.

Plots for the PSD at each leading edge locatioWa{ are presented in Figure B.7.
Consecutive plots correspond to the monitor polnterough to 5. In Figures B.7(a),
B.7(c) and B.7(e), the PSD at peak locations costa frequency distribution with
spectral content between fe20 J,,. The dominant structures and correlation occur at
approximately 0.B,. Spectral peaks are also present between appr@tjni, and
2.50. This occurrence is more apparent at point 3jgaré B.7(c). It is associated with
the vortices present within the separated bountigmsrs at peak planes, due to shear
layer instability.
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Figure B.6: Unbiased cross-correlation betwaeslocity and pressure at the leading
edge ofW3g; (a) point 1; (b) point 2; (c) point 3; (d) poht (e) point 5.

The PSD at valley locations displays a frequensyrithution between 0fg andf,,.
This is shown in Figures B.7(b) and B.7(d). Unlike peak locations, the dominant
flow structures within the velocity and pressurdadexist at approximately G4 to

0.5, Correlation betweeun-velocity and pressure occurs at approximately .4
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Figure B.7: PSD ofi-velocity (——-), pressure<{——-) and unbiased cross-correlation
function ——-) at the leading edge WW3g; (a) point 1; (b) point 2; (c) point 3; (d)
point 4; (e) point 5.

A summary of the observations presented hereirtHerleading edge o#V3p is
provided in Table B.1. It should be noted that t#ladues of maximums for botb-
velocity and pressure are taken as average vatuessathe whole data range. Higher

reductions are obtained at valley planes as atresthe attached boundary layer. The

207



presence of vortices within the shear layers atk pglanes results in only minor
reductions occurring between the plain square pasthcontrolled prism.

Table B.1: Summary of leading edge correlation ole@®ns forW0g andW3E.

= u-velocity | Pressure | Correlated | u-velocity | Pressure | Correlated | Velocity | Pressure
e [ms? [Pa] Frequency [ms? [Pa] Frequency | reduction | reduction
[HZ] [HZ] [%] (%]
7-16 6-17

0.25 - 0.25 -

22 fuo oo 0%,  20+4 294
0.25 -

SeT 716 fo  03-08 4-14 04,  40+4 434
025- 7.4 fuo 02°~  6-17 0%, 20:4 294
025=  7.16 fo 03-08 4-14 % 4014 4324
025- 7.4 fuo 02°"  6-17 0%, 20:4 294

B.1.2 Correlationsat the Trailing Edge of the Elongated Cylinder

Histories foru-velocity and pressure are plotted against timeW@e and W3g at the
trailing edge points in Figures B.8 and B.11, resipely. The blue curve represents the
velocity data, while the green curve representspilessure data. The unbiased cross-
correlation sequence,,.» ,npiaseq DEIWEEN the streamwisevelocity and pressure at
the trailing edge for the uncontrolled square preamd the controlled square prism are

presented in Figures B.9 and B.12, respectively.

The time histories ofi-velocity and pressure foM)e along the trailing edge are
presented in Figure B.8. Each plot displays idahfieatures, indicating an undisturbed
flow field aroundWOe. The phase difference between the velocity andspire appears
to remain at mostly a half cycle, and the maximuwhshe fluctuations range from
between approximately 4 to 8 theand 20 to 50 Pa fou-velocity and pressure,

respectively.

208



g o
WO

24 2.6
(d)

Time[9]

C

’1

Wt

24 26
(e)

Time[s]

u-velocity [m/g]

Pressure [Pa]

Figure B.8: Histories ofi-velocity (——-) and pressure—(—-) at the trailing edge

locations ofOg; (a) point 1; (b) point 2; (c) point 3; (d) poiht (e) point 5.

The unbiased cross-correlation function at pointisraugh to 5 at the trailing edge
of WOk is presented in Figure B.9. The velocity-pressungpling is highly correlated at
a constant magnitude through the time delay segqudbach point clearly contains a
single correlated frequency between the velocity pressure at approximatefly. In
comparison to the leading edge observationdMag, the flow structure at the trailing
edge is clearly developed and organised, as tlegactions between-velocity and

pressure are well correlated.
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Figure B.9: Histories ofi-velocity (——-) and pressure—(—-) at the trailing edge

locations ofOg; (a) point 1; (b) point 2; (c) point 3; (d) poiht (e) point 5.

The power spectral densities at the trailing edgeWfO: are presented in Figure
B.10, and show clear structures existing at appnaielyf,, at each point 1 to 5. The
plots foru-velocity show this behaviour existing quite donmtip. However, the PSD
of pressure contains a frequency distribution \kiih spectral content adjacent to the
peak aff,,. This observation is present between approximdighp X,,. The presence
of additional, but smaller spectral content witlihre frequency distribution of the
pressure data is a result of the boundary layearagpn occurring just before the
trailing edge. Hence, the shear layer instabilitaase the high fluctuations in the air

pressure at this instance, and are reflected itréiileng edge analysis.
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Figure B.10: PSD afi-velocity (——-), pressure{——-) and unbiased cross-correlation

function (——-) at the trailing edge df\Og; (a) point 1; (b) point 2; (c) point 3; (d)
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point 4; (e) point 5.

are presented in Figure B.11. Strong mitigatiorthef flow parameters is achieved at

each point 1, 3 and 5, corresponding to peak miopdmts. This can be seen in Figures

The time histories of tha-velocity and pressure data at the trailing edgeWae

B.11(a), B.11(c) and B.11(e), respectively. Thegmof maximum fluctuations fas-
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velocity and pressure are approximately 1.5 to 6 msd 7 to 15 Pa, respectively.
Therefore, reductions are approximately obtaindgd/é&en 25 to 63 percent and 65 — 70

percent fou-velocity and pressure, respectively.
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Figure B.11: Histories of-velocity (-——-) and pressure-(—-) at the trailing edge
locations of\W3g; (a) point 1; (b) point 2; (c) point 3; (d) poit (e) point 5.

At valley monitors, points 2 and 4, similar obseimas to a peak plane can be
made in Figures B.11(b) and B.11(d), respectivEhe frequency content and the range
of magnitudes for both velocity and pressure arentidal. However, the overall

fluctuations for the velocity are higher than gemk plane, as they occur predominantly
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at a higher scale. This is unexpected, due to ttiaeteed boundary layer determined at
valleys. Nevertheless, due to the placement otfrdikng edge monitors at the valleys,
the scale for velocity is larger. The maximum fuations for the velocity-pressure
coupling at the valley locations of the trailinggedare approximately between 2 to 6
ms' and 5 to 20 Pa. Hence, the obtained reductionsi-felocity and pressure are

approximately 25 to 50 percent and 60 to 75 percenpectively.
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Figure B.12: Unbiased cross-correlation betweeelocity and pressure at the trailing
edge locations 0lV3g; (a) point 1; (b) point 2; (c) point 3; (d) poiht (e) point 5.
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For each trailing edge point 1 to 5, the unbiageds:zcorrelation sequences appear
quite similar, unlike the observations made at lgsding edge. The sequences are
presented in Figure B.12. Correlation betweewvelocity and pressure is somewhat
higher at the trailing edge, and the dominant fezmy of the periodic structure that is
present between the interactions also containstiaddi higher frequencies. These
observations are the same between peak and vattatidns. Therefore, it is important

to address the fluid structures present withinfline through a frequency analysis.

The PSD of theu-velocity, pressure and unbiased cross-correldiimation are
presented in Figure B.13. The frequency distrimgiof both peak and valley locations
are identical. Tha&-velocity and pressure contain high spectral cdritetween 0.£, to
2.5,,. However, at peak locations in Figures B.13(a)13Bc) and B.13(e), the
frequency distributions contain dominant structuméspproximately 0fg and 0.5,
and also betweenf,@ and 2.5,. This observation is similar to that at the leadatge;
however it is more prominent in this case. The pla®n is also only present for the
velocity PSD. For pressure, the dominant structargst at approximatel, and 2, to
2.50. The occurrence at higher frequencies is due ¢optiesence of the shear layer
instabilities. Correlation exists between the vilepressure coupling dt, and 2.5,

for peak monitors.

For the valley monitor points, Figures B.13(b) aBd.3(d) contain frequency
distributions with dominant spectral content at ardund approximately (fg for
velocity. Spectral content exists at a frequencyivedent to 0.5, and betweer, to
2f,, for pressure. The presence of high frequenciesigent of the interference within
the flow, as a result of the passive control. e tase of point 4, the velocity and
pressure are correlated at approximately,Q&ndf,, at point 2, and 0fy and 1.%.
This is shown in Figures B.13(b) and B.13(d), respely.
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Figure B.13: PSD ofu-velocity (——-), pressure ——-) and unbiased cross-
correlation function{——-) at the trailing edge locations W3g; (a) point 1; (b) point
2; (c) point 3; (d) point 4; (e) point 5.

A summary of the observations presented hereirthittrailing edge of botkVOg
and W3k is provided in Table B.2. It should be noted ttinegt values of maximums for

both u-velocity and pressure are taken as average valress the whole data range. It
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Is observed that slightly fewer reductions are ioleth at valleys. Nevertheless, the
overall reductions obtained between peak and vallapes agree well, and for this
reason it is clear to see the effectiveness obffamwise sinusoidal profile (SSP) on an
elongated cylinder. The frequency of the fluid stawes is shifted to comparable lower
frequencies due to the SSP. The turbulent propgeatie expected to be dominant at the
trailing edge, especially for rectangular prismsrsasWOg and W3g, and interaction
between the planes is also expected. The resutgdgctions and close frequency
content demonstrate this observation to be the case

Table B.2: Summary of trailing edge correlationatations foMW0g andW3E.

WOE W3E
LE u-velocity | Pressure | Correlated | u-velocity | Pressure | Correlated | Velocity Pressure
B [ms? [Pa] Frequency [ms? [Pa] Frequency | reduction | reduction
[HZ] [H7] [%] [%]
4-8 20-50 = fuwo 15-6 7-15 0.2, 25 -63 65-70
4-8 20-50 =~ fuwo 2-6 5-20 0.4, 25-50 60-75
4-8 20 -50 =~ fuw 15-6 7-15 0.2, 25-63 65-70
4-8 20-50 =~ fuo 2-6 5-20 0.4, 25-50 60 -75

4-8 20 -50 = fuo 15-6 7-15 0.2, 25-63 65-70
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APPENDIXC

CORRELATION ANALYSISOF THE BOUNDARY
L AYER AROUND A PARTIAL SSP

C.1 Boundary Layer Topology Analysisof a Partial SSP

Investigation of the flow topology around the partSSP geometries from Chapter 6
was conducted by analysing the near wall flow fesgtwat the leading and trailing edge
of corresponding peaks and valleys. Histories-o&locity and pressure are obtained, in
order to perform the cross-correlation analysis] &r brevity, only seven spanwise
points are discussed f@®SSP; andPSSP,, and only five spanwise points are discussed
for PSSP;. The purpose for selecting such points is to destrate the symmetry of flow
structures within the boundary layer about the spdn location. Emphasis is made on
the similarities between each peak and valley @f plartial SSP regions, and the
consistent topology for the uncontrolled (plain)aswise regions. Detail is also
focussed on the structures that are present diahedaries between the SSP and plain
regions. The points discussed in this Appendix iadécated for each partial SSP

configuration in Figure C.1.

The locations of the leading edge measuring paotsespond to the first grid cell
above and in front of the leading edge, while theations of the trailing edge points
correspond to the first grid cell directly above ttnailing edge. This corresponds to
measurement locations at a distance of xa0from the cylinder wall. In order to
discuss the work in a concise manner, the topotdigfow structures that exist along
the span of the partially controlled square cylmsdare addressed firstly at the leading
edge locations foPSSP;, PSSP, and PSSP;. The details at the trailing edge locations

will then follow with a similar discussion.
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Figure C.1: Data points for the boundary layer aa#te topology analysis; (8SSP;
(b) PSSP; (c) PSSP

C.1.1 Correlationsat the L eading Edge of the Partial SSP Cylinder

Histories foru-velocity and pressure fluctuations are plottedirsgatime for PSSP,
PSSP, andPSSP; at the leading edge points in Figures C.2, C.5Gu&] respectively. It
should be noted herein that the history plots is section show 1 s of the data set, in
order to clearly demonstrate the topology variabetween each location. However, the
analysis is still conducted with the full rangetloé data. The blue curve represents the

velocity data, and the green curve representsrésspre data.

The unbiased cross-correlation seqUERGE, npiasea, PEIWEEN the streamwise
velocity and pressure for all three partial controhfigurations at the leading edge

points are presented in Figures C.3, C.6 and (h@.cbrrelations are plotted for 1 s of
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the data with leading and lagging time,+ 7; andt; — t;, respectively. Therefore,
positive time representing lead and negative tineprasenting lag, with zero

representing the initial cross-correlation at rexitlead nor lag.

The time histories foPSSP; are presented in Figure C.2. Each plot corresptmds
each consecutive point along the span at the lgastige, as indicated in Figure C.1(a).
At points 1 and 7 the velocity-pressure coupling e constant half cycle phase
difference. This behaviour is an expected charmtieof what has been observed for a
plain square cylinder and can be seen in Figur@aland C.2(g). The maximum
magnitudes for velocity and pressure are approxipdtetween 1 to 1.7 ritfsand 25 to
40 Pa, respectively.

The histories at the junction points 2 and 6 R83P; also contain a periodic
structure. The presence of periodicity in Figureg(k) and C.2(f) is not as clear and
organised as that of the uncontrolled span of gueu® cylinder, and therefore indicates
interference of the coherent structure existsedaHhocations. From close observation of
the time histories at the boundaries, the presendmth uncontrolled and controlled
frequency content that has typically been observedhe previous appendices is
observed again here. It demonstrates that thetdfsctiveness of the passive control
to interrupt the coherent flow structure at thesiiséction of the partial SSP and plain

regions.

In Figures C.2(c) and C.2(e), the characterishes are typical at a valley plane can
be observed. The magnitudes of bethelocity and pressure between each leading edge
observation point within the controlled span inlg C.2 are somewhat similar. The
maximum magnitude fou-velocity remains between approximately 0.75 arfdris®
for both peak and valley locations. The maximum miagle for pressure remain
between approximately 15 and 25 Pa. Overall magegubetween each monitor
location demonstrate slight decrease at valley @eak locations, as compared to the
uncontrolled regions. This slight variation begatsthe boundary locations. Decreases
in velocity and pressure fluctuations are obtaihetween approximately 11 to 25

percent and 37 to 40 percent, respectively.
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The unbiased cross-correlation function betwaewrelocity and pressure is
presented for the leading edge pointsR&SP; in Figure C.3. A consistently high
correlation exists between the velocity and presslong the plain span &SSP, at
point 1. This is indicated throughout the time ged@quence in Figure C.3(a). A clear
periodic relationship is observed between the \Blgressure interactions at a single
frequency. Similar observations are shown in Figx&(g) at point 7. However,
negligible correlation occurs at approximately &3ead and lag, causing a beat
phenomenon to appear within the correlation seqieiibe reason for this is not
completely understood. Nevertheless, inspectiorthef time history plot of Figure
C.2(g) indicates large magnitudes occurring for thi@ima of the pressure history.

Therefore, this asymmetry about the zero meanmdataaccount for this anomaly.

A clear frequency can be observed in Figures C.&(ud) C.3(f) corresponding to
the boundary locations. However, the magnitudeoofetation between the data sets at
these locations is significantly less than thathef uncontrolled span, and although the
frequency content appears similar to Figures C.8¢a) C.3(g), the periodicity is not
clear. This corroborates the effectiveness of thefiguration for the passive control
application, as the correlation betweeivelocity and pressure contains interference
directly at the border of the partial SSP. At peakl valley locations foPSSP;, high
correlation only occurs at zero time delay. Thisndicated in Figures C.3(c), C.3(d)
and C.3(e). The magnitude of correlation at zeretdelay for the uncontrolled span is
orders of magnitude larger than the zero time débaythe controlled span. A non-
periodic correlation exists at the controlled spéth the suggestion of two or three
clearly distinct frequencies. These observatiors raot as evident within the time

histories.

Power spectral density (PSD) calculations are paxd, in order to determine
exactly, the specific fluid structures that aresprég within the flow for the plain
(uncontrolled) span of the partial SSP configuraijoand whether or not these same
structures are also present for the controlled .spaa PSD of-velocity, pressure and
unbiased cross-correlation function at the leadidge locations are given in Figures
C.4, C.7 and C.10, respectively. The horizontas atithese plots has a frequency range
up to approximately . For the plain span oPSSP;, a spectral peak occurs at

approximatelyf,, in Figures C.4(a) and C.4(g), for batkvelocity and pressure. The
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magnitude of the spectral peak is representatitheotorresponding magnitudes for the

velocity and pressure histories.

In Figures C.4(b) and C.4(f), a dominant spectealkpis also present at a frequency
of approximatelyf,, for the boundary points. The dominant correlated fstructures at
the junctions of the partial control are associateth the plain span. However, the
magnitude of the spectral peakfgtis significantly smaller than that for the plajpas,
and the occurrence of the surrounding spectra nvitte PSD of the cross-correlation
function indicates disturbance to the coherent fldwe appearance of comparable
spectra between G, andf,, in Figure C.4(f) is evidence that the boundariéshe
partial SSP cylinder contain flow characteristieeni both the uncontrolled and

controlled frequency distributions.

At the leading edge points corresponding to valléys PSSP;, the dominant
frequency content occurs at approximatelyfQ.2'his is shown in Figures C.4(c) and
C.4(e). The frequency distribution also containscg@al content at frequencies between
0.2, andf,. However, there is an absence of any identifisplectral peaks. At the
peaks correlation occurs at f}e2 The shift in frequency content fror, at the
uncontrolled span to (g at the controlled span demonstrates the effeas®rof
embodying a partial SSP. As for the spanwise symyntleat occurs, it suggests that the
flow characteristics for both uncontrolled and coléd spans exist independently and
only interact at the boundaries. The correlatioalysis at the leading edge for the
remaining two partial control configuratiorBSSP, and PSSP; are discussed below to

confirm this observation.

The time histories for streamwisevelocity and pressure at the leading edge of
PSSP, are presented in Figure C.5. In Figure C.5(d)responding to point 4, the
velocity-pressure coupling has a constant half eyitase difference. The maximum
magnitudes fou-velocity and pressure are approximately betwe8ntd 2.5 mg and
40 to 70 Pa, respectively. At the valley locatiafigoints 2 and 6 foPSSP,, two to
three distinct frequencies can be observed inithe histories of Figures C.5(b) and
C.5(f). The maximum magnitudes at the peaks aniéysbre approximately between
0.75 to 1.5 m$ and 15 to 20 Pa for velocity and pressure, resmdgt Therefore,
reductions in velocity and pressure fluctuatiors @btained between 40 to 50 percent

and 63 to 71 percent, respectively.
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At the boundaries, points 3 and 5, B8SP,, the maximum magnitudes for the
velocity-pressure coupling are approximately 0.50td5 m& and 10 to 20 Pa,
respectively. This detail is noted for Figures €)&nd C.5(e). It is very interesting at
this stage to observe a complete mitigation ofcibteerent flow through the application
of a partial SSP, regardless to the position of ghssive control along the span. It
appears that overall flow control is slightly geatfor PSSP, than for PSSP;.
Nevertheless, both configurations show starkly lsimbehaviour, and flow structures

that co-exist independently across the span.

A high correlation exists betweamvelocity and pressure fdPSS, along the
uncontrolled span. This is shown in Figure C.6@)the leading edge monitor point 4,
as the magnitude remains relatively constant tHrougthe cross-correlation sequence.
The velocity and pressure are clearly correlate@ aingle frequency. Equally high
correlations exist at zero time delay between témoity-pressure coupling at both
peaks and valleys, with negligible correlation tilgbout the remaining cross-
correlation sequence. The details are shown inrég.6(a) and C.6(g), and C.6(b)
and C.6(f). This is important not only due to magde; however due to similar
structures appearing between each point 1, 2, @ aAtthe boundaries, points 3 and 5,
in Figures C.6(c) and C.6(e), the periodic struetis clear with the presence of one

distinct frequency similar to that of the plain spH PSSP..

In Figure C.7(d), a distinctly clear correlationpesent af,, at point 4 within the
uncontrolled span. At the boundaries, points 3@rtiere is presence of a spectral peak
at f,,. This is presented in Figures C.7(c) and C.7(e)rrélation also exists for
frequencies between @.gandf,, at the boundaries of the partial SSP and plainspa
In Figures C.7(a) and C.7(g), correlation of themdwant flow structures occur at
approximately 0.R,, with a secondary peak occurringf@tfor the peak monitor points
1 and 7 ofPSSP,. Smaller spectral content is also present througltize frequency
range, and for bothu-velocity and pressure, slightly larger contentpiesent at
approximately #,. At the valley locations 2 and 6, the dominantrelation occurs at
approximately 0.8,, with much smaller spectral content existing.atThe detail that
cannot be observed within the cross-correlatiorusece plots of Figure C.6 is the
absence of spectral content beyori@ at valley planes. There is no harmonicfgf

occurring at 4, for the valley locations, as is observed for thakplocations.
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Figure C.8: Histories ofi-velocity (——-) and pressure———) at the leading edge

locations ofPSSP3; (a) point 1; (b) point 2; (c) point 3; (d) poiht (e) point 5.

The time histories fou-velocity and pressure at the leading edgeP88P; are
presented in Figure C.8. It is to be noted thas #onfiguration only contains five
monitor points, as shown in Figure C.1. Hence,dlse two monitors within both the
plain (uncontrolled) and SSP (controlled) regicarsj one monitor at the intersection of
the half spans. At points 4 and 5 shown in Fig@eXd) and C.8(e) the maximums for
u-velocity and pressure are between 1.5 to 2 arsl 40 to 60 Pa, respectively. For the
monitor point 1, corresponding to a peak, the maxmmagnitudes for the velocity-
pressure coupling at this location are approxiryatetween 0.3 to 0.6 nsand 10 to

20 Pa, respectively. At a valley, Figure C.8(b)ludes a somewhat periodic structure
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containing two to three apparent distinct frequesciThe maximums for the velocity
and pressure at the monitor point 2 are approxim#&d to 0.8 ms and 5 to 15 Pa,
respectively. Reductions in fluctuations forvelocity and pressure are obtained
between 70 to 80 percent and 67 to 75 percentegaét location, respectively. The
reductions at a valley location are between 603t@ércent and 75 to 87 percent tor
velocity and pressure, respectively. In Figure €),8& periodic structure similar to that
of the plain span is present for the velocity-puessoupling oPSSP;. The presence of
additional frequencies can be observed within ithe history plot at point 3, indicating
the presence of both uncontrolled and controllemvflstructures. The maximum
magnitudes for u-velocity and pressure are as previously observetwden

approximately 0.4 to 0.75 misnd 10 to 25 Pa, respectively.

The cross-correlation sequencesuerelocity and pressure are presented in Figure
C.9 forPSSPs. High correlation exists between the velocity-ptee coupling along the
uncontrolled span at points 4 and 5. This is alsular to the observations for the
previous two partial SSP configurations. This clatren is observed to also occur at the
vortex-shedding frequenci, and the details are provided in Figures C.9(d) @rgde).

At the boundary, point 3, in Figure C.9(c), theipeicity of the natural structure is
correlated, as well as few additional frequenciest ttause the variable correlation

magnitude throughout the cross-correlation sequence

At the monitor points 1 and 2 corresponding to akpend valley, a slightly higher
correlation is present between the velocity andguree at zero time delay for a point 2.
However, both plots in Figures C.9(a) and C.9(bdwshthe presence of similar
frequency content and negligible correlation thtoug the time delay sequence. The
cross-correlation plot for point 1 shows the preserof at least one additional

frequency.

Observing the PSD fan-velocity, pressure and the cross-correlation fionctor
PSSP;, the plots of Figure C.10 consecutively demonstridte transition from the
controlled incoherent flow structures through te tcontrolled coherent structures. In
Figure C.10(a), the dominant structures for bothoaiy and pressure occur at
approximately 0.%,, with a mitigated flow structure &t. However, correlation is only
present at 0fg for the peak location, as a much smaller, nedkg#pectral peak is

present af,,. At the given valley location, there is no cleadication of dominant flow
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structures for the PSD of both velocity and pressarFigure C.10(b). The PSD of the
cross-correlation sequence however, shows onlyear alominant flow structure at
O.Zvo.
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Figure C.9: Unbiased cross-correlation betwaermlocity and pressure at the leading
edge ofPSSP3; (a) point 1; (b) point 2; (c) point 3; (d) poht (e) point 5.

In Figure C.10(c), the presence of a spectral pa@ts at approximatelfy, for the
boundary location. Additional smaller spectral @mtis also present surroundingf,5
Correlation exists dominantly at this locationf,gt while also containing a structure at
approximately 0.R,, as well as 0f. The observations for this particular boundary
point herein contain the strongest evidence ofxastiag structures between plain and

SSP characteristics. At the monitor points 4 andtbin the plain span of the cylinder,
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a very clear spectral peak is obtained,@at Minor spectral content is also present at
approximately &, for both theu-velocity and pressure PSD. Nonetheless, correlasio
only present at,, in Figures C.10(d) and C.10(e). Table C.1 provaesimmary of the

leading edge observations.
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Table C.1: Summary of leading edge correlation nlagmns for the partial SSPs.
Uncontrolled Span

Controlled Span

LE u-velocity | Pressure | Correlated | u-velocity | Pressure | Correlated | Velocity | Pressure
e [ms? [Pa] Frequency [ms? [Pa] Frequency | reduction | reduction
[HZ] [HZ] [%] (%]

15

PSSP, 1-1.7 25-40 fuo 075" 45.25 0.2, 11-25 37-40
0.75 —

PSSP, 15-25 40-70 fuo T 15-20  0.2%, 40-50 63-71

PSSP; 15-2 40-60 fuo 03-08 5-20 0.%0 60-80 67-87

C.1.2 Corrélations at the Trailing Edge of the Partial SSP Cylinder

Histories foru-velocity and pressure are plotted against timeH88P;, PSSP, and
PSSP; at the trailing edge points in Figures C.11, Catl C.17, respectively. The
unbiased cross-correlation sequenBgp ,npigseq, DEIWEEN the streamwisevelocity
and pressure at the trailing edge for all thre¢éigde®SP configurations are presented in
Figures C.12, C.15 and C.18. The time historiesaah point along the trailing edge of
PSSP; are presented in Figure C.11. The presence ofiedo@structure is apparent and
the histories appear to be in phase. These dethilse flow structure are shown at
points 1 and 7 in Figures C.11(a) and C.11(g). Weximum magnitudes for the
velocity and pressure are approximately betweero 5@ ms and 40 to 60 Pa,

respectively.

The histories at the junction points 2 and 6R&88P; contain a periodic structure.
However, this periodicity in Figures C.11(b) andL§¥f) is not as apparent due to the
presence of high frequency content and interferafctihe natural structure at these
locations. Close observation of the time histoaeshe boundaries between the plain
and partial SSP spans reveals the data continmadlgd out of phase. This indicates the
possibility that two flow structures are still effevely present at the trailing edge
coincident to the boundaries.

From Figures C.11(c) and C.11(e), the velocity-pues coupling appears to
contain a consistent half cycle phase differendachvis similar to the structure at the
leading edge. The maximums fowelocity and pressure are approximately betwegn O.
to 1.5 m3 and 10 to 25 Pa, respectively. Therefore, the atohs in fluctuations
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obtained at the trailing edge of a valley location PSSP, are between approximately
85 to 90 percent and 58 to 75 percent for velaamity pressure, respectively.

At the trailing edge location at point 4, correspioig to a peak of the partial SSP,
the velocity-pressure histories also appear todosistently in and out of phase, instead
of remaining out of phase, such as the observatibtise leading edge. The magnitude
appears mitigated as compared to that at a valltibn. The maximum magnitudes at
the peaks are on average between approximately62nis® and 25 to 60 Pa for the
velocity and pressure, respectively. Hence, atrdiéng edge of the peak location, the
fluctuations are reduced by approximately 40 tqpéfcent and 17 to 38 percent for
velocity and pressure, respectively.

An examination of the unbiased cross-correlatiarcfion betweernu-velocity and
pressure is presented for the trailing edge p@hBSSP; in Figure C.12. A consistently
high correlation similar to the leading edge exibetween the velocity-pressure
coupling along the uncontrolled span at point lisT& indicated in Figure C.12(a). A
periodic correlation is observed between the velamnd pressure at what appears to be
fuo. Similar observations can be made for Figure @)3a( point 7. However, there is
the presence of almost negligible correlation ogograt approximately 0.3 s lead and
lag. It appears that the structures existing atahding edge also translate to the trailing
edge ofPSSP;.

At the boundaries, large correlation also exigtsvieen the velocity and pressure
data at zero time delay. However, similar frequeoagtent can be observed between
these locations and the peak. Hence, Figures Q,12(12(d) and C.12(f) display
identical correlation at points 2, 4 and 6. Theyodifference being the clearer
appearance of a periodic structure and much lomeekation magnitude at the location
of the peak. At the valleys ¢?SSP;, high correlation only occurs at zero time delay.
This is indicated in Figures C.12(c) and C.12(ejttBpeaks and valleys experience

large mitigation of correlation between the velpgtessure coupling.
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The power spectral densities wielocity, pressure and unbiased cross-correlation
function at the trailing edge locations of the thpartial SSP configurations are given
in Figures C.13, C.16 and C.19. The horizontal akihese plots has a frequency range
up to approximatelyfg,. For the plain span d?S3P;, a spectral peak is clearly present
at approximatelyf,, in both Figures C.13(a) and C.13(g), for battvelocity and
pressure. The magnitude of the spectral peakspiesentative of the corresponding
magnitudes for the velocity and pressure historiesk-igure C.13(g), small spectral
peaks are present at approximately and 3,, within the pressure PSD. The slight
appearance of these harmonicsfgfis indicative of the harmonic structure that is
correlated between the data at point 7 in Figule(g).

In Figure C.13(b), corresponding to point 2, veayge spectral density is present
and dominant structures within the velocity-pressaooupling are not apparent. The
frequency content is broadband, however only sligtication is given to structures
occurring at approximately (@ andf,, within theu-velocity PSD. Correlation between
the velocity and pressure is therefore appare®i2it. At point 6 in Figure C.13(f), the
frequency content is broadband. However, obsemstimdicate a correlation at
approximatelyf,, for u-velocity and 3.§, for pressure. Therefore, these observations
indicate that the location of the boundaries sédatt the trailing edge is affected by the
flow generated by the partial SSP span. At thdingpiedge points corresponding to
valleys the dominant frequency content for bakvelocity and pressure occur at
approximately 0.8, This is shown in Figures C.13(c) and C.13(e). Timguency
distribution also contains additional content tistroadband. However, there is an
absence of any identifiable spectral peaks, argklapectral magnitudes occur at and
adjacent to 0%, At the peaks, both velocity and pressure consgiectral content
throughout the frequency distribution. This is showm Figure C.13(d). However,
dominant structures occur at fs2with frequency scatter up f,. Within the PSD for
u-velocity, large spectral content is also preséajparoximately 8, to 4. Correlation
occurs at 0.K, with negligible correlated content at surroundireguencies. The shift
in frequency content frorfy, at the plain span to G,g at the SSP span demonstrates the

interruption to the flow.
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The time histories for streamwisevelocity and pressure at the trailing edge of
PSSP, are presented in Figure C.14. In Figure C.14(dglear periodic structure is
present for the monitor point 4, located within fiain span at the center of the square
cylinder. The velocity-pressure coupling appearsb#o consistently in phase. The
maximum magnitudes fau-velocity and pressure are approximately betwee¢a 50
ms* and 50 to 110 Pa, respectively. At the peaks,nth@imum magnitudes for the
velocity and pressure fluctuations are betweenapmately 3 to 5 mé and 20 to 50

Pa, respectively.

At the valleys, points 2 and 6, &fSSP,, a periodic structure is slightly more
evident containing few distinct frequencies. Thas de observed in the time histories
of Figures C.14(b) and C.14(f). The maximum magtesl at the valleys are
approximately between 3 to 7.5 ™and 20 to 50 Pa for velocity and pressure,
respectively. Therefore, reductions in velocity grdssure fluctuations at the trailing
edge for both peak and valley locations are sityilabtained between 25 to 50 percent
and 40 to 55 percent, respectively. At the bourdarnpoints 3 and 5, d&?SSP,, the
velocity-pressure coupling is continually in and ofiphase. Hence, the occurrence of
two distinct flow structures is evident. The maximunagnitudes for the velocity-
pressure coupling are approximately 4 to 8'masd 30 to 60 Pa, respectively. This
detail is observed in Figures C.14(c) and C.14(e).

A high correlation exists betweervelocity and pressure f&¥SSP, along the plain
span, and this is shown in Figure C.15(d) at tleling edge for point 4. High
correlation exists at zero time delay between thioity-pressure coupling at the
valleys, points 2 and 6, and negligible correlatibnoughout the remaining cross-
correlation sequence. It should be noted hereihtilgh correlation exists in Figures
C.15(b) and C.15(f). However, this is only dueded averaging occurring between the
final values in the data sets towards the endshefsequences. Therefore, only the
cross-correlation at zero time delay and the adfasequence information are true
observations of the interactions. The cross-cdioglaat the peaks is shown in Figures
C.15(a) and C.15(g). Negligible correlation exisistweenu-velocity and pressure
throughout the cross-correlation sequence. Howeheer, distinct frequencies can be
observed at points 1 and 7. At the boundaries,tp@rand 5, shown in Figures C.15(c)
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and C.15(e), a periodic structure can be observ#davsimilar frequency distribution
to both the peaks and valleys.
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Figure C.14: Histories afi-velocity (-—-) and pressure—-F—-) at the trailing edge
locations ofPSSP,; (a) point 1; (b) point 2; (c) point 3; (d) poiht (e) point 5; (f) point
6; (g) point 7.
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The frequency distributions of the power spectaldities forlPSSP, are presented

in Figure C.16. A spectral peak is clearly obseratdapproximatelyf,, in Figure
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C.16(d), at the plain span. Harmonicsfgfare also present at approximatefy, 2and
3fyo for u-velocity and only 8, for pressure. However, strong correlation onlysexat
fuo. In Figures C.16(b) and C.16(f), both boundarjgsints 3 and 5, display spectral
peaks at frequencidg for u-velocity and pressure. However, the frequencyritistion

of the pressure data also contains spectral cobttmteen &, and 4,,. The PSD for
pressure is also accompanied with spectral comtieapproximately 0f%. Correlation
between the velocity-pressure coupling exists piignat f,,, with interactions also
occurring at 0.R.,. Hence, it appears that f®SSP,, the structures that exist at the

trailing edge at the boundaries are dominated bytherent flow.

For Figures C.16(b) and C.16(f), correspondingdm{s 2 and 6, respectively, the
spectral density is broadband for baotlrelocity and pressure at valleys. The dominant
structures within the velocity-pressure couplinguwcat approximately 0fg, although
the frequency distribution shows content betwe@hJto f,,. At the peaks, points 1 and
7, large spectral distribution exists for the vélpcfluctuations throughout the
frequency domain and the pressure fluctuationsaése broadband. However, clear
structures exist at (K3, as well ad,, within the pressure PSD. The characteristics of
the spectral distributions in Figure C.16 indicaélbe apparent effectiveness of the
partially applied SSP. Similarly f&?SSP;, the shift in the frequency distribution of the
structures foPS3P, demonstrates the mitigation of the coherent gtrest In addition,
the symmetry that can be achieved about the cesprah location corroborates the

independent flow structures, and the accuracy®htimerical model.

The time histories fou-velocity and pressure along the trailing edg®8%P; are
presented in Figure C.17. At the plain spans, pofhtand 5 in Figures C.17(d) and
C.17(e) there is a phase difference within the aiblepressure coupling. The
maximums foru-velocity and pressure fluctuations are approximgdbetween 5 to 10
ms* and 60 to 115 Pa, respectively. At point 1, cqroesling to a peak, there is a slight
phase difference between the velocity and predssteries; however a close match in
phase exists. The maximum magnitudes for the wJglpeessure coupling at this
location are approximately between 1.5 to 5'masd 15 to 40 Pa, respectively. The
reductions in turbulent fluctuations achieved fetoeity and pressure at this location
are between approximately 50 to 70 percent an@ 65 fpercent, respectively.
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At a valley, in Figure C.17(b), the phase betwaemlocity and pressure at point 2
is at a half cycle phase difference. The maximuongte velocity and pressure at this
location are approximately 2.5 to 7.5 end 25 to 80 Pa, respectively. The reductions
are between 25 to 50 percent and 30 to 58 peraanu-felocity and pressure,
respectively. Higher reductions are obtained afptek, point 1. At the boundary, point
3, Figure C.17(c) contains a periodic structureilainto that of the plain span at points
4 and 5. The presence of additional frequencieslasi to the content for peaks and
valleys can also be observed. The maximum magrsttateli-velocity and pressure are
as previously observed between approximately 4rts8and 30 to 60 Pa, respectively.
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The cross-correlation sequences for the velocity @essure data are presented in
Figure C.18 forlPSSP;. High correlation exists between the velocity-gtes coupling
along the plain span at points 4 and 5. The cdroglanagnitude increases with time
lead, causing asymmetry about the zero time délaig. can be seen in Figure C.18(d).
At the peak, point 1 oPSSP;, a periodic structure is clearly evident contagnfiew
distinct frequencies. The magnitude of cross-cati@h is significantly less than that
for the uncontrolled span. This observation is giter Figure C.18(a). At the valley,
point 2, there is high correlation at zero timeagdbetweenu-velocity and pressure. The

magnitude throughout the remaining correlation seqa is similar to that at a point 1.
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At the boundary, point 3, in Figure C.18(c), theipaicity of the coherent structure
is correlated with the structures of the SSP spars causes high correlation at zero
time delay, and similar correlation magnitude ton 1 and 2 elsewhere throughout

the sequence.
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Figure C.19: PSD ofu-velocity (——-), pressure —=) and unbiased cross-
correlation function{——-) at the trailing edge d?SSP3; (a) point 1; (b) point 2; (c)
point 3; (d) point 4; (e) point 5.
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The PSD foru-velocity, pressure and the cross-correlation fionctfor PSSP;
demonstrate the transition from the SSP (contrpliecbherent flow structures through
to the plain (uncontrolled) coherent structuredigure C.19. In Figure C.19(a), the
dominant structures for both velocity and pressig®ur at approximately (f,2, with a
broadband frequency distribution. However, correfatis present at approximately
0.2y, and 0.5, at the peak.

At the valley, point 2, there is presence of s@@qteaks at approximately @z
0.5, andf,, for the u-velocity, and approximately (f@ andf,, for pressure. This is
shown in Figure C.19(b). The correlation occurthatpeaks at 0f@, 0.5, andf,. In
Figure C.19(c), the boundary, point 3, containgegdency distribution with spectral
peaks occurring at approximatdly, as well as betweerf,3d and 4,,. This is indicated
for both u-velocity and pressure. In both Figures C.19(d) &n#l9(e), the spectral
content within the plain span ¢1SSP; contains peaks at approximatdly and its
harmonics R,, 3f\, and 4, for u-velocity. Whereas, frequency content occurfgagf,,
and 3,, for pressure. Correlation exists between the vigigressure coupling dto
and 2,,. The summary of the trailing edge observationgtierpartial SSPs is given in
Table C.2.

Table C.2: Summary of trailing edge correlationeslations for the partial SSPs.

Controlled Span

LE u-velocity | Pressure | Correlated | u-velocity | Pressure | Correlated | Velocity | Pressure
B [ms? [Pa] Frequency [ms? [Pa] Frequency | reduction | reduction
[HZ] [HZ] [%] [%]
05-6

Uncontrolled Span

PSSP, 5-10 40 - 60 fuo = 10 - 60 0.2, 40 - 90 17 -75
PSSP, 5-10 50-110 fuo 3-75 20-50 0.2, fy 25-50 40 - 55
PSSP, 5-10 60-115 fy, 2y, 15-75 15-80 0.2, 25-70 30-75

3o 0.5, fuo
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APPENDIXD

EXPLORATION OFA SEMI-ACTIVE CONTROL
METHOD FOR VORTEX-I NDUCED RESONANCE

As flow passes over a resonant structure, such esmrane riser used for off-shore
drilling, the vortices that are shed as a resultob$tructing the flow, may induce
significantly large levels of vibration. This viltiran is caused by the force exerted on
each side of the structure, as vortices are shiethatively from each side, giving rise
to oscillatory motion. When the vortex sheddinggtrency approaches the natural
frequency of the structure, the structural oscdla grow and start establishing a strong
interaction with the shedding mechanism in the fl@evins 2009). Allowing such
structural resonance to occur is detrimental fdetga Therefore, it is important to
develop concepts for controlling fluid-structuréegractions.

Hover et al. (1997) implement a hybrid analysis through nunayccontrolled
oscillations of elastically mounted circular cylerd and marine cables in cross-flow.
The numerical model simulates the structural resoc@aising input data of real time
load-cell measurements from the experimental seflys approach establishes the
fluid-structure interactions through a closed-lo@gdback system that can identify
distinct wake details experimentally through a ntioa control principle. The hybrid
technique of Hoveet al. (1997) obtains accurate details of frequency aspaonse
amplitude of an oscillating structure in cross-flovnis work provides insights for using
numerical methods to obtain a design procedure fgeneric control of vortex-induced

resonance.

The objective of this appendix is to present obetgons of numerical predictions

for a proposed control technique, designed to prethe formation of organised vortex-
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induced resonance. The proposed technique is aawive parameter control, which
results in a variable natural frequency throughagable structural stiffness. Its design
advantage is pre-determining the timing and mageitof actuation, in order to remove
the need for sensing and computing. This studyasasducted in parallel to the work of
this thesis. It was intended to apply a spanwisessiidal profile (SSP) to the separation
lines of circular and square cylinders, in orderctmmpare active and passive control
methods. Hence, the combined application of an 8& a semi-active control is

recommended as a future work.

D.1 Mode Description

The model of the circular cylinder for the two-dinseéonal flow simulations is shown in
Figure D.1. The cylinder is assigned a masy 6tiffness K) and a viscous damping
coefficient €). The model represents the dynamics of a simpletstre at one vibration
mode, possibly the fundamental one. This singleakegf freedom (SDOF) system is
allowed to oscillate in thg-direction in Figure D.1, perpendicular to the flavhich
travels from left to right. The model is fixed imetflow direction.

Figure D.1: Schematic representation of the elakyionounted circular cylinder in

cros-flow.

The spring constant and mass were chosen suchthteastructural resonance
frequency corresponds to the vortex shedding fregu@t a Reynolds numbeke of

1000. The definition for the Reynolds number regaydhe circular cylinder is
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(D.1.1)

whereU, is the free stream velocity) is the circular cylinder diameter andis the
kinematic viscosity. This assertion of structuralsonance is possible due to the
Strouhal numberst, having the value of 0.2 for a wide rangeRef of up to 10 for a
circular cross-section [Blevins 2009; Griffin andrRberg 1982; Blevins 1990]. The

definition of Strouhal number for the circular aydeer is

St = fU—D (D.1.2)

where, f,, is the vortex shedding frequency. The viscous dagnpoefficient,c, was

chosen to represent a critical viscous damping ratiof 1%, where

Cc

( = W (D.1.3)

Numerical investigations were performed with FLUENJANSYS 2009) for a
stationary circular cylinder in cross-flow, in orde confirm the Strouhal number. The
value of St obtained was approximately 0.21, indgagreement with Blevins (1990,
2009) and Griffin and Ramberg (1982).

As flow travels over the elastically mounted ciawutylinder, unsteady pressure
fluctuations act on its surface as a result ofesoghedding, causing it to oscillate in the
y-direction. FLUENT is capable of simulating the fluid dynamics aroustatic
structures by default, but requires an additiomalrse code to implement a moving
boundary. To obtain the flow field predictions withe moving boundary of the
elastically mounted cylinder, a user defined fumctiUDF) was written in C++
language (ANSYS 2009). The objective of this UD$ tb communicate with
FLUENT® to determine the position of the SDOF system usiiegequation of motion

F,L=my+cy+ky (D.1.4)
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In equation D.1.4F; is the sum of the pressure and viscous forceagam the
cylinder boundary in the-direction. Over-dots represent time derivativeee TUDF
calculatesy in response to the fluid loadingj, at every time step. This is performed by

rearranging equation D.1.4 to give the instantas@mange in velocity as

dy — (FL_Cy_ky) dt

m

(D.1.5)

The resulting velocity calculated in equation D.lk5nterpreted by FLUENY to
update the position of the cylinder boundary. Toeputational domain is re-meshed in

response to the new position of the boundary &t gae step.

The full computational domain for the numerical slations is presented in Figure
D.2(a). The domain is similar to that used by Tatad Holdo (2000), as it extends from
the center of the cylinder a distance Bf Foth upstream and along tirelirection and a
distance of 1B downstream. This domain ensured sufficient spacéhie downstream
wake development, as well as minimising blockadect&d due to boundaries in tle
direction.

The velocity inlet boundary condition was set fr ranging from 800 to 1100.
Pressure inlet boundary conditions were appliethéctop and bottom boundaries and a
pressure outlet boundary condition was appliechéodownstream boundary, as shown
in Figure D.2(a). This arrangement of boundary domts allowed the flow to be
directional from left to right while avoiding a walounded flow condition.

The mesh used is an unstructured triangular mes36888 cells, to allow for a
fixed-grid configuration during the simulations, t® mesh moved with the cylinder
motion. This approach is similar to the fixed-gagproach implemented by Blackburn
and Karniadakis (1993). The fixed-grid configuratis achieved by assigning a spring
constant factor and a boundary node relaxatiomfdaotthe edges of each triangular cell
within the mesh, which allowed a smoothing functiorbe applied for the re-meshing
sequence during each time step. As the cylindemdany moves in the vertical
direction, it exerts a deformation in the edgeshef near boundary layer cells, causing
the adjacent edges to react outwards in a waveagadjpn pattern. Therefore, the mesh
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elements behave as interconnecting springs. Thicappn of suitable input variables
for the spring constant factor and boundary nodexation factor allow the mesh to

follow the path of the moving cylinder boundary.

A size function was used starting from the cylindel, in order to ensure a fine
enough mesh to sufficiently resolve the boundayerdawhile having a large enough
mesh in the surrounding wake region to minimisedffiect on computational time. This
mesh sequence is shown in Figure D.2(b). In ordecdpture the vortex shedding
accurately, the time stedt, was set at 0.001 s, to ensure that at least 6@ dteps

were used per shedding cycle.

In order to verify the present numerical model, pansons were made with the
numerical results of Lu and Turan (2000) and thpeexnental results of Griffin and
Ramberg (1982). These works focused on the respang®itude of an elastically
mounted circular cylinder. As a test case, theyseha spring-damper mounted cylinder

in water having a mass ratim,*, of 7.6, and a damping rati@, of 5%. The mass ratio

is given as
M
m* = - (D.1.6)
where: my = pra® (D.1.7)

In equation D.1.74n, is the added mass of the entrained fluid, @nslthe cylinder

radius. The simulation of Lu and Turan (2000) ahd experiment of Griffin and
Ramberg (1982) were replicated using the UDF ambradiscussed previously. At
resonance, the maximum cylinder displacemgiit, was within 10% of the maximum
displacement given in both Lu and Turan (2000) @niffin and Ramberg (1982Pue

to the close agreement between the results ofrésept numerical procedures and that
in Lu and Turan (2000), as well as the validatiathv@riffin and Ramberg (1982), the
UDF approach was considered to be acceptable.
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Figure D.2: Showing (a) full computational domairthwimposed boundary conditions
and (b) enlarged view with concentrated computalfioodes.

D.2 Numerical Observations

D.2.1 Uncontrolled Vortex-lnduced Resonance

Simulations were conducted with the elastically mted circular cylinder foRe of
800, 850, 900, 1000 and 1100, in order to deterriirefree stream velocity at which
vortex-induced resonance occurred. e of 1000 is designed to correspond to
structural resonance, without considering the ¢ftéd¢he added mass of the entrained
fluid, m; (Blevins 2009). The simulations required a reabbnaignificant fluid
density,p, of 150 kgn, in order to observe the fluid-structure interati. As a result,

it is expected that the effect of added mass orcytieder to be a factor in causing the
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vortex resonance to occur at a smallerthan 1000. The variation &fe from 1000 can
also be interpreted as a frequency ratio of exoitaf,,,/f,. wheref,, is the structural
natural frequency in vacuum. The rafig /f,, therefore corresponds to 0.8, 0.85, 0.9, 1

and 1.1, for the range &e.

In Figure D.3, the displacement histories for timeantrolled circular cylinder are
given. Non-dimensional time,/T,,, is shown along the horizontal axis, whéeis the
undamped natural period of the structure. Verigoas indicate both the lift coefficient,
C;, and the non-dimensional displacement magnityf®, Simulations are performed

for 25 natural periods to maintain reasonable cdatpnal times.

Oscillations of the elastically mounted circular licger generally occur
simultaneously at the vortex shedding frequency dhne structural frequency.
Therefore, the close existence of the forced respamd transient response frequencies
creates a beat envelope of different periods, d#ipgron the value of the frequency
ratio, f,,,/fn- In Figures D.3(a) and D.3(c), the beat periodpproximately 15, in
Figure D.3(d) it is 7,, and finally in Figure D.3(e) it is®,. A long beat period
indicates two spectral components of comparableniates at close frequencies,

whereas a short beat period is the result of tfrespiencies moving away from each
other.

In Figure D.3(b) no beat is observed, as theréosecagreement between the vortex
shedding and structural frequencies, thereforegestgng the presence of structural
resonance. This suggestion is supported by théeexis of the growing envelope of the
displacement history and the consistent quartetecphase lead between the lift
coefficient and cylinder displacement histories nfl@arogonas and Haddad 1992).
Hence, vortex-induced resonance is observed a&gaéncy ratid,, /f, of 0.85, not at
1. A shift in the structural resonance frequencymbroximately 15% can be attributed
to the added mass of the fluid. Relatively larggptiicement magnitudes of the cylinder

also contribute to this effect.
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D.2.2 Proposed Semi-Active Control

The implementation of the control involves applyfhgtuations the structural stiffness,
k(t), in a square wave fashion, at a pre-determinettraoperiod,T,. The choice for

the square wave is purely for simplicity, which magll be altered during the later
development stages. It is believed this applicatglould provide an effective
suppression technique, as it interferes with thgamisation of vortex induced
resonance. Simply changing the structural resonfiegeency instead of fluctuating it,

will only allow the problem to occur at anotherdstream velocity anBe.

The proposed control is a semi-active parametetraotechnique (Antiohost al.
2009). It contains a significant simplification,céuthat the actuation period is decided
as part of design, not as part of flow or osciiatconditions. Therefore, no sensing or
computing would be required for actuation of thatool. For this reason, it is important
to determine the most practical magnitude and dend actuation as key design

variables.

Simulations were performed with variations in tlpeirsg constant fronk, as the
starting point, up to a magnitude @k. The smallestr to provide a significant enough
suppression of vortex induced resonance was detechto be 2. It is beneficial to have
a small value ofx to maintain the structural stiffness as near $oottiginal value as
possible, therefore, obtaining effective controthvonly small changes to the system.
This ensures the practicality of the application.

For practical applications, it is also desirablattthe actuation frequency of the
stiffness fluctuations is small, while still maimtang effectiveness in control. Therefore,
different control periodsT,, were analysed, in order to determine the largesiod
suitable to achieve control. The displacement hystf the controlled response for
control intervalsl, of T, 2T,, 3T, 4T,,, 5T,, and &, at the frequency ratid,,, /f,, of
0.85 is shown in Figure D.4. The axes are the sasni@ Figure D.3. The sharp peaks
shown in the lower half of th€, history indicate the actuation of the control. iArtial
delay of ;, was applied before the first actuation, in oraelet the initial transients of

the numerical solution to settle.
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It can be seen in Figure D.4 that applying a flatiin to the stiffness prevents the

d resonance structure, as the amplitude yéD is significantly smaller than

organise

that of the uncontrolled case in Figure D.3(b). Thest effective case is presented in
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Figure D.4(a) with the control applied at everyunat period,T,,, with the largesy/D

of 0.25. As the displacement afg histories shown in Figure D.4(a) are now in-phase,
as compared to the quarter cycle phase lead ind-ig1B(b), the structural resonance is
prevented successfully. However, an actuation pgegual to the natural period of the

structure may be too rapid for a mechanical systeaperate reliably.

In Figures D.4(b), D.4(c) and D.4(d), correspondiad/,. of 2T,, 3I,, and 4,
respectively, the maximum magnitudes of oscillatifmm the elastically mounted
circular cylinder are comparable. The displacemeéotsiot increase and the motion is
non-resonant. Therefore, a control period as losgdlg can still be an effective

solution.

The reduced amplitudey,/y,, for different control periods are shown in Figure
D.5. Here,y, is the uncontrolled cylinder displacementfgt/f, of 0.85, obtained at
t/T,, of 25. As the maximum uncontrolled cylinder diggment does not occur at 25
natural periods, these reduced amplitudes shoydcesent conservative estimates of
effectiveness. The envelope indicates the varidigween the maximum and minimum
amplitudes observed for each case after 10 ngberadds. The vertical axis represents
the effectiveness of control, as values of 1 amepdesent an uncontrolled cylinder and
the perfectly controlled cylinder, respectively. Agpected, effectiveness in control
decreases gradually for an increasing control derla addition, the envelope of
controlled displacements fluctuates by wider madior increasing control periods,

indicating a less consistent response.

It is noted in Figures D.3 and D.4 that tfiehistories display very similar patterns
for all simulations. The maximum amplitude of li& approximately 1.5 for both the
uncontrolled and controlled cases. Similgr history is obtained for the stationary
cylinder simulations. This suggests that there rbaysignificant similarities in the
vortex wake pattern for all these cases.
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Figure D.5: Variation of the amplitude ratip/y, with control periodT,.

Contours of vorticity magnitude for the uncontrdlland controlled cylinder at
fvo/fn Of 0.85 are presented in Figure D.6. The uncomdoltylinder vortices are
represented in Figure D.6(a). In Figures D.6(b) &n@l(c), vorticity contours for the
controlled cylinder at a control periodl,, of T,, and 4, are presented, respectively.
Each illustration in Figure D.6 is obtained ne#F,, of 20. This instance corresponds to
when a vortex is about to shed from the top ofcylender. The colour scale represents
the magnitude of vorticity. The largest magnitudevorticity is located along the
leading edge surface of the cylinder, near thensttdgn point. The vortex pattern shown
in Figure D.6 remains almost constant for all uricalied and controlled cases. This is
also similar to that of a stationary circular cgén, not shown for brevity. This suggests
that the shedding of vortices occurs for the saphader position during oscillations in
the vertical direction. The shedding occurs whenaylinder reaches zero displacement

and the vortices are developed as the cylinderreeqpees peak displacements.

The vortex pattern shown in Figure D.6 correspaidhe 2S vortex wake mode
defined as two single vortices per cycle of motion Williamson and Govardhan
(2004). They show experimentally that the 2S modeurs for amplitude ratiog/D
between 0.2 and 0.4. Numerical observations forctr@rolled cylinder are in close
agreement, as the maximum amplitude ratios shoviAigure D.4 are between 0.25 and
0.85 forT, of T, to 4T, respectively. However, for the uncontrolled casg,,/f,, of
0.85 the cylinder displacement is significantlyglar than the suggested rangeyfi,
yet the same 2S vortex wake pattern is predictedenigally. This anomaly is currently

under investigation.
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Figure D.6: Contours of vorticity magnitude forof 0.01 andRe of 850 neat /T, of
20; (a) Uncontrolled cylinder, (4}. =T,, and (c)T, = 4T,,.
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The frequency distributions of the predicted cyéindlisplacement af,,/f, of
0.85 for the uncontrolled and controlled case§.aof T, and 4, are presented in
Figure D.7. The uncontrolled cylinder predominamtbgillates at a peak frequency of
1.36 Hz, close to the vortex shedding frequency.88 Hz for aSt of 0.2. For the
controlled cases, a dominant frequency is not aarcdlo identify as many spectral
components co-exist with comparable magnitudess Tdehaviour is a result of
successfully preventing an organised structurabnmasce with the implementation of
stiffness variations. As discussed earlier in refato Figure D.4, a control period 6f

results in significantly smaller displacements tktaose for Z,.

y/D

Frequency (Hz)

Figure D.7: Frequency distribution for the uncohé& cylinder (a----) and controlled
cylinder atT, of 4T,, (b,—) andT,, (c, —).

D.3 Practical Implementation

The proposed control could benefit a cantileveradcture, or a structure with a
significant free span between supports, for exampléower or marine riser that is
exposed to vortex induced resonance. A mechanigsterm could implement the
control, possibly by applying and removing a suppor change the effective free
length, therefore, varying the effective stiffne3$ie location and the timing of the

clamp are pre-determined as part of the contrallesign and not from flow or
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oscillation conditions. Therefore, no sensing ompating would be required for

actuation.

D.4 Summary

A numerical investigation to avoid the organisatiof vortex induced resonance
through a semi-active parameter control principgepresented in this paper. An
elastically mounted circular cylinder exposed tamssrflow was modelled using
FLUENT® to investigate both uncontrolled and controlleoration conditions.

The proposed control is implemented practicallyayying the effective stiffness
at resonance. It has been observed that a squaeefluatuation between the original
and doubled structural stiffness and an actuatenog equal to the structural natural
period provides the best control for resonance. pioposed application effectively

prevents the organised resonance structure dusrtiexvshedding.

Numerical observations show similar vortex waketgras for all studied cases
with a 2S vortex wake mode. This mode is in goodeagent with published
experimental results for the controlled cases. Hmwnethe uncontrolled case at
resonance also contains the 2S mode with a signific larger amplitude ratio than
what has been reported in literature. It is congideat this point that this anomaly may
be due to not reaching a steady state pattern oflat®ns at the time of the

comparison, as computational requirements wereideires.

The observations presented in this paper are eagmgy for the continuation of the
investigation to consider the aerodynamic perforrearcost and practicality of the

proposed control of vortex induced resonance.
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