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Abstract

The future wireless communications systems should be able to offer wide variety of applica-

tions, which have vastly different quality of service (QoS) requirements. The time-variable

QoS may require the support of variable bit rates on the wireless links to the individual

users. Multi-rate DS/CDMA is a promising basis on which to support the variable bit

rates on the individual wireless links. Currently, the study on channel estimation and mul-

tiuser detection for multi-rate DS/CDMA, which makes full use of the nature of multi-rate

signals, is still at its early stage.

The thesis deals with the application of subspace-based techniques to blind channel

estimation and multiuser detection for multi-rate DS/CDMA, including single-carrier and

multicarrier scenarios. For the single-carrier case, space-time blind linear multiuser de-

tection is investigated for synchronous dual-rate systems over the AWGN channel. The

performance is evaluated analytically. The multi-rate generalization and the asynchronous

extension are discussed. Two-stage space-time dual-rate blind detectors are also presented.

Furthermore, blind adaptive channel estimation and detection schemes for asynchronous

dual-rate systems over frequency-selective multipath channels are developed. In the con-

text of multicarrier DS/CDMA, based on a finite-length truncation approximation on the

band-limited chip waveform, blind timing acquisition and channel estimation scheme is

proposed for multi-rate systems. The channel estimation error due to the finite-length chip

waveform truncation is analyzed by exploiting a first-order perturbation approximation.
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Chapter 1

Introduction

1.1 Cellular Wireless Communications

Cellular wireless communications has undergone enormous growth over the past two

decades, and nearly all market projections have indicated that this trend will last well

into the future. In fact, it is expected that the number of wireless customers will surpass

that of conventional wireline customers in most developed countries in the near future.

The main challenges that the wireless communications industry now faces come from the

limited resources in terms of frequency spectrum and the hostile radio propagation envi-

ronment. As a consequence, how to increase spectrum efficiency and improve link quality

is of great commercial interest.

The success of cellular radio systems is mainly due to the cellular concept [1]. By

dividing a large geographic area into small areas known as cells and then using the same

radio channels in the cells located some distance away from each other, cellular radio

systems can support a large number of users over a large geographic area using a limited

frequency spectrum. In addition, sophisticated handoff techniques enable a call to proceed

1
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without being interrupted when the user moves from one cell to another.

A basic cellular radio system consists of mobile units, base stations, and a mobile

switching center (MSC). Each cell contains a base station, which is responsible for com-

municating to mobile units in the cell by radio links. The base station then connects the

simultaneous mobile calls via cables or microwave links to the MSC. The MSC coordinates

the activities of all the base stations and connects the entire cellular system to the public

switching telephone network (PSTN). Cellular radio systems allow simultaneous bidirec-

tional transmission between the mobile units and their base station, which can be achieved

either via frequency division duplexing (FDD) or via time division duplexing (TDD). The

transmission from a base station to a mobile unit is called downlink or forward link, and

that from a mobile unit to a base station is named uplink or reverse link.

Frequency division multiple access (FDMA), time division multiple access (TDMA),

and code division multiple access (CDMA) are the three major access schemes which

allow multiple users to access the cellular network simultaneously. Unlike FDMA and

TDMA, which allocate different frequency bands or time slots to different subscribers,

respectively, CDMA users share all time and frequency resources concurrently. In CDMA,

the narrowband message signal for each user is multiplied by a preassigned user-specific

spreading waveform whose bandwidth is far greater than that of the message. This is

the so-called direct-sequence (DS) spread spectrum. Fig. 1.1 (a) shows the DS/CDMA

transmitter of the kth user for binary phase-shift keying (BPSK) modulation, where sk(t)

is the spreading waveform for the kth user. The spreading waveforms also allow the

receiver to demodulate the message signals transmitted synchronously or asynchronously
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by multiple users of the channel.

Since a CDMA system has valuable properties such as soft capacity, soft handoff,

and anti-multipath capabilities, it is particularly suitable for applications such as mobile

cellular telephony and personal communications. As a result, all the proposals for third-

generation (3G) wireless networks, e.g., Wideband CDMA and cdma2000, employ CDMA-

based air interfaces [1], [2], [67], [102].

1.2 Multiuser Detection for DS/CDMA

In a multipath propagation environment, several time-shifted and scaled versions of the

transmitted signal arrive at the receiver. In existing DS/CDMA systems, such as IS-95,

a RAKE structure is used to combine the time-delayed versions of the original signal in

order to improve the signal-to-noise ratio (SNR) at the receiver and to enhance the system

performance. A single-user DS/CDMA RAKE receiver is shown in Fig. 1.1 (b), where

D is the number of resolvable paths and di (i = 1, . . . , D) is the delay of the ith path.

However, the conventional RAKE receiver treats multiple access interference (MAI) as

noise, and therefore is interference-limited [3], [4]. Moreover, it encounters the near-

far problem, which occurs when users far away from the receiver are received at lower

powers than those situated nearby. A stringent power control mechanism is employed in

the IS-95 system to combat this problem [3], [4].

For the sake of overcoming the above restrictions of the conventional RAKE receiver,

multiuser detection techniques, which exploit the structure of the MAI rather than treat

it as noise, have been proposed (see [5] and references therein). It has been shown that
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(b) RAKE receiver
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Figure 1.1: A DS/CDMA transmitter/receiver.
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multiuser detection can not only increase capacity by suppressing interference, but also

relax the power control requirement by alleviating the near-far problem.

The effectiveness of multiuser detection was first rigorously demonstrated by Verdú

in [6], where it is shown, under a mild condition, that the near-far problem does not

occur if optimal maximum-likelihood (ML) detection is used. However, the complexity of

implementing ML detection is exponential in the number of active users. Much effort has

therefore focused on the design of suboptimal receivers with lower complexity. Most of

these bit-level receivers fall into the following three categories:

• linear multiuser detectors, such as the decorrelating detector [7] and the minimum

mean-squared error (MMSE) detector [8];

• subtractive interference cancellation receivers, e.g., parallel interference cancellation

(PIC) [9], successive interference cancellation (SIC) [10], and a hybrid of PIC and

SIC [11]; and

• combined schemes, such as decorrelating decision feedback detector (DDFD) [12]

and the decorrelator/PIC detector [13].

All these approaches assume a front end consisting of a bank of filters matched to the

spreading waveforms and the channels of active users, where each filter is synchronized

to the corresponding user, even if only a particular user is of interest. As is well known,

however, accurate channel estimation can be difficult in a wireless environment. Further-

more, only spreading waveform of the desired user is available to mobile units and only

spreading waveforms of all intracell users are attainable to base stations.
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Note that in DS/CDMA systems based on short spreading codes, where a specific

spreading code is selected for a particular user and then repeated for each data symbol of

that user, the MAI is clearly cyclostationary provided that the channels for the users vary

relatively slowly. This observation inspired the invention of several adaptive chip-level

receiver structures based on the MMSE criterion [14], [15], [17] which process the samples

obtained by chip-matched filtering followed by sampling at (a multiple of) chip rate. The

only knowledge required by the receiver is a training sequence transmitted by the desired

user, which allows the receiver to be implemented adaptively using standard least-mean-

square (LMS) algorithm or recursive least-squares (RLS) algorithm [16]. It has been

shown that adaptive MMSE reception not only suppresses interference, but also provides

automatic multipath combining for the desired user [4]. In addition to the adaptive MMSE

receiver, adaptive techniques based on decorrelator and interference cancellation have also

been invented [14].

1.3 Blind Channel Estimation and Multiuser Detection

It is noteworthy that in order to track the severe time variations of a wireless channel,

adaptive multiuser receivers need to be regularly trained using periodically transmitted

pilot symbols. Unfortunately, frequent use of training sequences decreases the spectral

efficiency. As a consequence, blind techniques for multiuser detection, which only require

prior knowledge of the spreading sequence of the user of interest [4], [17]-[26], have been

explored for DS/CDMA to eliminate the need for training sequences. Obviously, a blind
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scheme is very attractive when considering implementation of multiuser detection strate-

gies in portable handset terminals. Among the existing techniques for blind multiuser de-

tect suitable for the CDMA downlink, constrained optimization and subspace-based

methods are the two main categories.

The first solution based on constrained optimization was developed in [20], where it

is shown that an MMSE receiver can be obtained by minimizing the receiver’s output

energy with the response of the desired user constrained to remaining constant. This

so-called minimum output energy (MOE) detector is very sensitive to signal mismatch

created by multipath effects or timing errors. An extension of the MOE detector to the

multipath case was provided in [21], by forcing the receiver response to delayed copies of

the signal of interest to zero. The additional constraints alleviate the signal cancellation

due to mismatch, but this method still suffers from inferior performance since it treats

part of the useful signal as interference. An improvement was proposed in [22], where the

constraint values are optimized by a max/min approach rather than being set to one or

zero. The performance of this method tends to be close to that of the optimal MMSE

receiver at high SNR in the presence of multipath. However, the complexity is higher

too due to the use of an eigen-decomposition. In [23], Tian et al. developed a robust

constrained receiver by employing multiple linear constraints, which match a nominal

multipath profile, and a quadratic inequality constraint. The latter constraint provides

robustness to residual mismatch. This scheme has relatively low complexity compared to

methods using optimized constrained parameters. Notably, adaptive implementations of

these constrained linear detectors have been proposed using LMS and RLS techniques,
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and no explicit channel estimation is required for these detectors.

So far as the subspace-based methods are concerned, the subspace-based blind adaptive

detector was constructed in closed form based on signal subspace estimation [24]. This

detector has been shown to outperform the blind MOE detector [20] in steady state. Since

the method in [24] only deals with low rate CDMA systems where inter-symbol interference

(ISI) is negligible, an extension was presented in [26] to combat both MAI and ISI in high

rate dispersive CDMA systems. In this scheme, the ISI channel is estimated first, and

then the receiver is constructed based on channel estimates. Apart from such a two-

step procedure, a low-complexity subspace-based blind adaptive detector was constructed

in [25] without channel estimation as an intermediate step.

Additionally, the application of subspace-based techniques for channel parameter esti-

mation in CDMA systems, such as delay and channel estimation [26]-[31], is also currently

an active area of research. It is worth noting that differential encoding at the transmit-

ter and differential detection at the receiver can be used to solve the problem of phase

ambiguity in channel estimates, encountered by subspace-based blind methods.

The subspace-based blind approaches typically require not only a long duration of

observation, but also some form of eigen-decomposition. The computational burden can

therefore be prohibitively high. Furthermore, the channel is often required to be time-

invariant during this long observation period, which typically makes these algorithms

impractical for wireless communications. One feasible solution to this issue is to develop

low complexity adaptive algorithms with capability for tracking the time variation of a

wireless channel (e.g., [24]). Another interesting strategy is semi-blind methods [32],
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which exploit the statistics of the unknown data as well as the known pilot signal and

require a short duration of observation to achieve the same performance as the blind

methods.

The above blind techniques for multiuser detection in the CDMA downlink aim to

demodulating a given user’s data with prior knowledge of only the spreading sequence of

that user. In the CDMA uplink, however, typically the base station receiver has knowl-

edge of the spreading sequences of all intracell users. In such scenarios, a substantial

amount of work is available in the literature about blind multiuser detection [33]-[38]. Es-

pecially, group-blind techniques have received much interest [35]-[38]. They make use of

the spreading sequences and the estimated multipath channels of all known users to sup-

press the intracell interference, while blindly suppressing the intercell interference. It has

been demonstrated that the group-blind linear multiuser detection techniques offer sub-

stantial performance gains over the blind linear multiuser detection methods in a CDMA

uplink environment.

1.4 Multicarrier DS/CDMA

As described above, the interest in applying DS/CDMA techniques to wireless commu-

nications is mainly due to its multiple access capability, robustness against fading, and

anti-interference characteristics. On the other hand, multicarrier modulation schemes,

often denoted as orthogonal frequency division multiplexing (OFDM), are highlighted as

emerging signaling methods for broadband wireless access. Recently, OFDM has been ac-

cepted as the next generation standard for wireless local area network (WLAN) systems,
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including IEEE 802.11 as well as HIPERLAN/2 [39], [40]. The main advantage of OFDM

systems is that they can resolve the difficult ISI problems occurring with high data rate

transmission in multipath channels.

Naturally, it is interesting to combine multicarrier modulation with CDMA, which

forms a new multiple access scheme, denoted as multicarrier CDMA [41], [42]. Multicarrier

CDMA signals can be easily transmitted and received using a fast Fourier transform (FFT)

device without increasing the transmitter and receiver complexities. Furthermore, they

have the attractive feature of high spectral efficiency.

Multicarrier CDMA systems may be classified into two categories, depending upon

whether time domain or frequency domain spreading is employed. In the first class (the

so-called multicarrier DS/CDMA), the transmitted symbols are multiplied by low rate

spreading sequences in time, yielding conventional, narrowband DS waveforms. The com-

plete DS/CDMA waveform is then transmitted at different carrier frequencies, such that

the net bandwidth allocation is equal to that of a single-carrier DS/CDMA system using

a higher rate spreading waveform [43]-[48]. In the second class, however, the spreading

sequence is serial-to-parallel converted such that each chip modulates a different carrier

frequency, and thus, the data symbol is transmitted in parallel [49]-[54]. This means

that the number of carriers should be equal to the spreading factor. Both classes of

multicarrier CDMA systems show a similar capability in mitigating the effects of fading.

However, the time spreading class, in general, employs a smaller number of

carriers relative to the frequency spreading class, and thus, is less complex

[43]. As a consequence, only the class of time spreading multicarrier CDMA systems, i.e.,
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multicarrier DS/CDMA, is considered in this thesis.

In multicarrier DS/CDMA systems, to achieve frequency diversity, the same data bit

spread by a narrowband DS waveform is usually transmitted over each carrier, and then

the signals received from all carriers are combined to give a more robust data estimate [41].

As an example, Fig. 1.2 (a) shows the multicarrier DS/CDMA transmission scheme pro-

posed in [43], where a band-limited DS waveform modulates C carriers. For such a scheme,

the maximal ratio combining (MRC) receiver proposed in [43] is shown in Fig. 1.2 (b).

Other detection strategies, such as MMSE detection [45] and SIC technique [47], have been

successfully applied to multicarrier DS/CDMA. Among the existing blind techniques for

channel estimation and multiuser detection, an interesting solution is the subspace-based

approach [46]. Since the employed band-limited chip waveform results in a null noise sub-

space, which disables subspace-based techniques, a finite-length truncation approximation

to the chip waveform is performed. Although this approximation causes performance

degradation of the subspace-based estimators, it is shown that such a scheme is robust to

moderate near-far problems.

1.5 Contribution of The Thesis

Recently, wireless communications services have shifted their focus from voice only to

multimedia connections in line with the increasing popularity of Internet services in fixed

networks. A combination of wireless communications and Internet services will enable our

society to enter a wireless Internet era. Thus, future wireless communications systems

should be able to offer a wide variety of applications, such as Web browsing, voice over IP,
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(b) Maximal ratio combining receiver


Data

stream


Time


Time


)
(
t
s
k


)
(
t
s
k


)
(
t
s
k


Received

signal


(a) Transmitter


)
cos(
 1
t
w


)
cos(
 t
w

C


)
cos(
 t
w

C


)
cos(
 1
t
w
 Branch gain 1


Branch gain
 C


Decision


Figure 1.2: Multicarrier DS/CDMA transmitter/receiver
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and video on demand, which have vastly different quality of service (QoS) requirements,

e.g., bandwidth, delay, and loss [55]. The time-variable QoS may require support of

variable bit rates on the wireless links to the individual users. Considering that CDMA

has been proposed as the wireless access technology for 3G wireless systems and beyond,

multi-rate DS/CDMA is a promising basis on which to support variable bit

rates on individual wireless links [55].

Receiver design plays a crucial role in implementing wireless systems. As mentioned

above, so far a multitude of research results regarding multiuser detection for single-rate

DS/CDMA have been reported, including single-carrier and multicarrier cases. Although

multi-rate multiuser detectors have their roots in their single-rate counterparts, multi-rate

multiuser detectors should be more elaborately designed due to the inherent properties of

multi-rate signals.

As described later in Section 2.4, some results regarding blind channel estimation and

multiuser detection for multi-rate DS/CDMA are available in the literature, focusing on

constrained optimization methods for single-carrier systems. However, little has been

reported on the subspace-based techniques. The thesis deals with the application of

subspace-based techniques to blind channel estimation and multiuser detection

for multi-rate DS/CDMA systems. Most research results in this thesis have been

presented, accepted or submitted for publication in IEEE conferences and journals [56]-

[62]. For multi-rate single-carrier DS/CDMA, the following contributions are made.

• Space-time (ST) dual-rate blind linear detectors, i.e., blind decorrelating detectors
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and blind MMSE detectors, for synchronous systems over additive white Gaussian

noise (AWGN) channels are proposed. Purely temporal versions can be obtained as

special cases [57], [61], [62].

• Theoretical analyses on the performances of ST dual-rate blind linear detectors are

carried out. The conclusions are extended to more general synchronous multi-rate

scenarios [57], [61].

• Extension of ST dual-rate blind linear detectors to asynchronous systems is described

[57].

• Adaptive implementation for ST dual-rate blind MMSE detection is developed [57],

[61].

• Two-stage ST dual-rate blind detectors, which combine purely temporal adaptive

dual-rate blind MMSE detectors with non-adaptive beamformer, are presented [57],

[61].

• Discrete received signal models for dual-rate systems over frequency-selective mul-

tipath channels are established, which take into account both ISI and MAI [56],

[60].

• Batch algorithms and their adaptive versions for dual-rate blind channel estimation

are developed [56], [60].

• Dual-rate blind MMSE detection for AWGN channels is extended to frequency-

selective multipath channels.
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For multi-rate multicarrier DS/CDMA, the following contributions are made.

• A discrete-time, chip rate, received signal model is derived for a general multi-rate

multicarrier DS/CDMA system, [58], [59].

• Based on the finite-length truncation on the band-limited chip waveform, an approx-

imation to the received signal model is described, which enables the subspace-based

techniques [58], [59].

• The algorithms are developed to jointly estimate timing and channel parameters of

the desired user [58].

• The channel estimation error due to the finite-length truncation of chip waveform is

analyzed by exploiting a first-order perturbation approximation.

1.6 Thesis Overview

The remainder of the thesis is organized as follows. Chapter 2 reviews multiuser detec-

tion techniques for multi-rate DS/CDMA. Chapter 3 discusses ST multi-rate blind detec-

tors for single-carrier DS/CDMA systems over AWGN channels. In Chapter 4, dual-rate

blind channel estimation algorithms in single-carrier DS/CDMA systems over frequency-

selective multipath channels are developed. Blind timing acquisition and channel estima-

tion in multi-rate multicarrier DS/CDMA systems are investigated in Chapter 5. Finally,

the conclusions and some discussion on future research are given in Chapter 6.

Throughout the thesis, uppercase letters in boldface denote matrices; lowercase letters

in boldface stand for vectors; (·)∗, (·)T , (·)H , and (·)† represent conjugate, transpose,
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Hermitian transpose, and Moore-Penrose pseudo-inverse, respectively; [A]i,j indicates the

(i, j)th element of matrix A; sgn(·) denotes Signum function; diag(·) represents diagonal

matrix; Re[·] stands for the real part of a complex; E is expectation operator; ‖ · ‖ is

two-norm; ⊗ is Kronecker product; Id is the d × d identity matrix.



Chapter 2

Multiuser Detection for Multi-rate
DS/CDMA

The future multimedia wireless communication networks will have to accommodate a

heterogeneous variety of information streams, which inherently possess different data rates,

and are to be transmitted with different QoS requirements. As a result, the CDMA-

based standards for 3G wireless networks have been designed to support the provision

of multi-rate traffic with different QoS requirements. It is thus of primary interest

to investigate possible modulation formats able to accommodate information

streams with different data rates over a CDMA network, as well as to devise

proper detection structures taking into account the multi-rate nature of the

received signal.

The layout of this chapter is as follows. Section 2.1 summarizes the multi-rate access

strategies for CDMA, which form a basis for designing multi-rate multiuser receivers.

Multi-rate CDMA signal modelling is discussed in Section 2.2. Section 2.3 reviews the

non-blind multiuser detection schemes for multi-rate DS/CDMA. An overview of blind

17
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techniques for multi-rate channel estimation and multiuser detection is given in Section

2.4. In Section 2.5, multi-rate multicarrier DS/CDMA is addressed. Section 2.6 concludes

this chapter.

2.1 Multi-rate CDMA Transmission

In DS/CDMA systems, there are three main options to implement multi-rate multiuser

communications, i.e., variable spreading factor (VSF), multicode (MC), and variable chip

rate (VCR) transmission [63]–[66]. The VSF systems employ the same chip rate for all

the users, and data streams at different rates are modulated by spreading codes of the

different length. In other words, for a VSF CDMA system with I different data rates, we

have

Tc =
T0

N0
= · · · =

TI−1

NI−1
, (2.1.1)

where Tc is the chip duration, and Ti and Ni (i = 0, . . . , I − 1) are the symbol period and

the spreading factor of rate i users, respectively. This indicates

T0q0 = T1q1 = · · · = TI−1qI−1 = Tbr, (2.1.2)

where q0, q1, . . . , qI−1 are co-prime integers which represent the rate ratio, and Tbr is the

least common multiple of T0, . . . , TI−1. 1/Tbr is called basic rate.

In the MC systems, all data rates are assumed to be multiples of a basic rate. Each

data stream is converted into several parallel basic-rate substreams, followed by spreading

with different codes. Orthogonal codes are used to prevent interference between the sub-

streams [64]. However, the presence of a dispersive wireless channel results in loss of this
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orthogonality. It is easy to see from (2.1.2) that each user at rate i can be viewed as qi

virtual users at the basic rate. Note that all the users share the same bandwidth in both

VSF and MC systems.

In the VCR systems, data streams at different rates are spread with different codes

of the same length, i.e., different rate users use different chip rates. This means that the

available bandwidth for the different rate users is different.

Fig. 2.1 shows an example of how two different rate users would be supported by these

three access methods, where the rate ratio is 2:3. In this example, for the VSF scheme,

if N1 is set to be 9, N2 should be equal to 6. For the MC scheme, each data stream is

converted into two (for rate 1 users) or three (for rate 2 users) parallel basic-rate streams,

which are spread by the spreading codes with length 18. In the VCR case, the spreading

factor is set to be 6 for all the users, while the ratio of the chip duration between rate 1

and rate 2 users is 3:2.

The selection of multi-rate CDMA transmission scheme depends on many other fac-

tors rather than the performance only. Since the VCR scheme introduces extra

difficulty for chip synchronization and frequency planning [71], it seems that

MC and VSF solutions are preferred over the VCR scheme. Furthermore, 3G

wireless networks indeed employ the VSF and MC multi-rate access strate-

gies [67], [102]. As a result, only VSF and MC multi-rate access schemes are considered

in this thesis.

It is a more challenging question which one of the VSF and MC schemes is better. The

MC solution can provide orthogonal channels in the forward link which is more difficult for



20

Rate 1
 1
 2
 3
  4
 N
=9


N
=6
1
 2
 3
 4
 5
 6
Rate 2


Rate 1
 1
 2
 3
  4
 N
=6


N
=6
1
 2
 3
 4
 5
 6
Rate 2


(a) Variable spreading factor scheme


(
c
) Variable chip rate scheme


Rate 1


Rate 2


1
 2
 3
  4


1
 2
 3
 4
 5
 6


1
 3


2
  4


N
=18


N
=18


(b)
 Multicode
  scheme


Figure 2.1: Three main multi-rate CDMA access strategies
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the VSF solution. This is because for the VSF scheme, orthogonal codes can be found only

if the spreading factors are constrained to 2n where n is a positive integer, e.g., orthogonal

variable spreading factor (OVSF) codes used in the 3G wireless systems [67], [102]. In

addition, because of the larger spreading factor, MC multi-rate signals experience less

ISI than VSF multi-rate signals. This leads to the complexity of the receiver in the MC

case being lower than that in the VSF solution. On the other hand, the MC system

requires a linear amplifier, especially in the reverse link direction, since multiple channels

for a particular user give rise to large amplitude variations. The right choice of multi-rate

transmission schemes depends, apart from the above points, also on the power control

implementation and code allocation. All these factors must be considered before the

decision of the technique is made.

2.2 Multi-rate Signal Modelling

Modelling the received multi-rate signal plays a vital role in developing efficient multi-

rate multiuser detectors. Let us consider a general VSF multi-rate DS/CDMA system

as defined in (2.1.1) and (2.1.2) [74], [79], [92], [95]. All the users are grouped into I

classes in accordance with their data rates. In class i, there are Ki users at data rate 1
Ti

where Ti = Tbr

qi
. Without loss of generality, assume that 1

T0
< 1

T1
< · · · < 1

TI−1
, and thus

q0 < q1 < · · · < qI−1. Users are indexed by two variables: i indicates the class and k

indicates the user number within the class.
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The received baseband signal can be modelled as

y(t) =
I−1∑

i=0

Ki∑

k=1

Akixki(t) + z(t), (2.2.1)

where z(t) is an AWGN process with power spectral density σ2
z , and Aki is the received

amplitude for user ki. The received signal xki(t) for user ki is given by

xki(t) =
∞∑

l=−∞
bki(l)ski(t − lTi), (2.2.2)

where bki(l) is the information stream for user ki and E{|bki(l)|2} = 1. For simplicity

of presentation, BPSK modulation is assumed. The information bits are assumed to be

independent from user to user and in time. The effective spreading waveform ski(t) is

the convolution of the channel impulse response hki(t) and the preassigned transmitted

spreading code cki(l), i.e.,

ski(t) =

Ni∑

l=1

cki(l)hki(t − lTc), (2.2.3)

where cki(l) ∈ {−1, +1}, and hki(t) is the composite channel for user ki, which includes the

fixed transmit/receive pulse shaping filters and the unknown multipath physical channel,

and can be described as [68]

hki(t) =

Dki∑

j=1

αj(t)φ(t − τj), (2.2.4)

where Dki is the number of distinct paths, αj(t) is the complex gain of the path, τj is the

propagation delay, and φ(t) is pulse function (e.g., raised cosine pulse). In this thesis, we

will assume static multipath, i.e., the channel amplitudes and delays are fixed over the

observation duration. For practical purposes, hki(t) can be modelled as a finite impulse

response (FIR) filter [68].
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Discretization of the above continuous-time signal model is indispensable for the sub-

sequent digital signal processing. Generally, the received signal y(t) is first filtered by a

chip-matched filter and then sampled at the chip rate. After the discrete-time received

signal is obtained, the processing interval needs to be determined. It has been shown

that the received signal y(t) is cyclostationary with period Tbr for a multi-rate DS/CDMA

system employing short spreading codes [92]. Naturally, the processing interval can be

set to be (a multiple of) Tbr [74], [79], [95]. This is called basic-rate modelling. As an

alternative to basic-rate modelling, which inherently introduces detection delay for all the

users, the received signal can also be modelled based on the symbol period of rate i users

for the purpose of detecting rate i users [92]. This is referred to as rate i modelling.

Since rate i symbols experience periodically time-varying interference with period qi, qi

different signal models need to be established corresponding to qi symbol periods within

a basic-rate symbol period.

In practice, a special type of multi-rate DS/CDMA systems is often taken into account

in which the higher rates are multiples of the lower rates [69]-[72], [76], [78], [81], [84], [86]-

[88], [90], [91], [94], [96], [99]. Unless otherwise stated, this type of multi-rate systems is

assumed in this thesis. For such multi-rate systems, most of the research results deal with

dual-rate (i.e., I = 2) cases, where one data rate is M multiples of the other and M is an

integer greater than 1. This is because all dual-rate results can be easily generalized to

multi-rate scenarios where more than two data rates exist [90]. In dual-rate DS/CDMA

systems, the lower data rate is actually the basic rate, and thus basic-rate modelling

becomes low-rate modelling and rate i modelling reduces to high-rate modelling.
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It is worth noting that the single-rate system is a special case of the VSF multi-rate

system when I = 1. Considering that the MC multi-rate system is equivalent to the

single-rate system with more virtual users at basic rate, the basic-rate (i.e., low-rate in

dual-rate cases) signal model for the VSF case is also applicable to the MC case.

2.3 Multi-rate Multiuser Detection for DS/CDMA

Depending on the form of multi-rate signal modelling, multi-rate multiuser detectors can

be classified as basic-rate or rate i detectors. Apparently, rate i detectors are not applicable

to MC multi-rate systems. It is also noteworthy that basic-rate detectors can be used for

detecting any user; while rate i detectors can generally only be used for the detection of

rate i users1.

Taking dual-rate cases as an example, Fig. 2.2 illustrates the principles of basic-rate

(i.e., low-rate) and rate i (i.e., high-rate) detectors. For low-rate detectors, a single time-

invariant receiver can be used for detection of each low-rate user. Comparatively, M

time-invariant receivers must be deployed for each high-rate user, where the mth receiver

is in charge of detecting the mth high-rate symbol within a low-rate symbol period. On

the other hand, depending on how to handle the fact that high-rate symbols undergo the

periodically time-varying interference with period M , the high-rate detectors can further

be partitioned into time-invariant and time-varying classes. In the first class, M

time-invariant receivers are employed corresponding to M high-rate signal models; while

in the second class, a single periodically time-varying receiver with period M is used.

1In certain situations, however, rate i detectors can also be used for the detection of the users different

from rate i ones.
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In comparison with the former, time-varying high-rate detectors have a simpler receiver

structure but need a much more complicated algorithm.

A number of results regarding multiuser detection have been reported for multi-rate

DS/CDMA systems. In [69], the performance of low-rate ML detectors was compared for

MC and VSF cases, using particular realizations of spreading sequences. This makes global

comparison of multi-rate access schemes problematic [72]. To tackle this problem, in [72],

the optimum near-far resistance (NFR) measure was used for performance comparison

based on the random signature sequence analysis. It is found that for a high-rate user,

the performance in the VSF scheme is better than that in the MC scheme; while for a

low-rate user, the performance in the MC scheme is not inferior to the VSF scheme.

Similar to single-rate DS/CDMA, the high complexity of the optimal ML detector has

motivated the invention of many suboptimal multi-rate multiuser detectors with lower

complexity. In the context of linear multiuser detection, both decorrelator-based re-

ceivers [71]–[75], [90] and MMSE receivers [76], [77], [90] have been studied for multi-

rate DS/CDMA. A typical example is the dual-rate decorrelator for synchronous VSF

systems [71]. This includes a time-invariant high-rate decorrelator (HRD) and a low-rate

decorrelator (LRD). Note that the time-invariant HRD is also used for detection of low-

rate users by utilizing soft decisions and MRC. Although LRD offers superior performance

to HRD for all the users, it does incur additional computational complexity as well as a

processing delay for high-rate users. The above dual-rate results were further generalized

to synchronous multi-rate cases [70].

In addition, there is much work on the application of interference cancellation for
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multi-rate DS/CDMA [70], [78]–[84]. One interesting solution is the dual-rate DDFD

for synchronous VSF systems [70], which consists of two stages. In the first stage, each

high-rate data bit in the first M − 1 subintervals is detected by an HRD, and then the

corresponding signals of high-rate users are reconstructed. In the second stage, the recon-

structed signals are subtracted from the received signal and an LRD is used to demodulate

the high-rate data bits in the last subinterval and all the low-rate data bits. This scheme

incurs no demodulation delay for each high-rate data bit and improves the performance

for low-rate users by eliminating the interference from the high-rate data bits in the first

M − 1 subintervals.

Another example is the basic-rate groupwise successive interference cancellation (GSIC)

receiver [79]. The application of GSIC to the VSF system is especially appealing due to
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the natural grouping of users based on spreading factors. Normally, the same link quality

(e.g., the ratio of energy per information data bit to noise power) has to be maintained for

different rate users [94]. This implies that a signal with a lower spreading factor has to be

transmitted with much larger power than a signal with a high spreading factor, and thus

the higher rate users are expected to cause more interference to other users. Based on this

observation, for the basic-rate GSIC receiver, the cancellation is started with the users

transmitting at the highest data rate. After the highest rate users have been detected

and the MAI is cancelled, the users with second highest data rate are detected. A GSIC

receiver for a three-rate system is shown in Fig. 2.3. The detection within groups can, in

principle, apply any known multiuser detector, such as the decorrelating detector or the

PIC detector.

It should be pointed out that a closely related issue to multi-rate multiuser detection is

channel estimation for multi-rate DS/CDMA. This is because high performance detectors,

such as coherent detectors, need explicit channel information. To this end, multi-rate

channel estimation based on training sequence has been investigated in [85] and [86].

2.4 Multi-rate Blind Channel Estimation and Multiuser De-
tection

Besides the aforementioned non-blind multi-rate multiuser detectors, blind channel esti-

mation and multiuser detection in multi-rate DS/CDMA systems are also active areas

of research. Various blind MMSE detection schemes have been derived and analyzed for
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multi-rate DS/CDMA systems over AWGN channels [87]-[90] and multipath fading chan-

nels [91], [92], [96]. In [87] and [88], based on the inverse of the correlation matrix of the

received signal, both low-rate and high-rate blind MMSE detectors were constructed for

dual-rate systems over AWGN channels, which have capability of detecting both high-

rate and low-rate users. However, the time-invariant high-rate blind MMSE detector is

not strictly blind because knowledge of the noise level and interfering users is required

to detect a low-rate data bit. On the other hand, blind implementation of periodically

time-varying MMSE detection for high-rate users was proposed in [90] by developing a

blind cyclic RLS algorithm.

For multipath channels, the design of multi-rate blind multiuser detectors without

channel estimation is possible. Such dual-rate blind multiuser detectors were proposed

in [91] by applying the MOE criterion. It is observed that a high-rate user experiences

the same frequency-selective channel during its M consecutive symbol durations within

a low-rate symbol period. A bank of M time-invariant high-rate detectors are derived

jointly to detect those M symbols for a high-rate user by minimizing the total output

power of these detectors subject to a common constraint for all M high-rate detectors.

However, this constrained optimization approach only deals with the case where the delay

spread is only a small fraction of the symbol period. Moreover, its performance degrades

greatly at low SNR.

Alternatively, the channel can be estimated before the multiuser detection process.

Blind channel estimation for multi-rate DS/CDMA has been suggested using subspace-

based techniques [95], [96], the correlation matching approach [97] and the frequency
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domain method [98]. Semi-blind channel estimation for dual-rate systems has also been

investigated in [99]. As an additional dimension to blind channel estimation, the problem

of blind time delay estimation in multi-rate asynchronous DS/CDMA systems was also

addressed in [101]. Both subspace and non-parametric methods are considered for MC

and VSF schemes.

In addition, blind techniques for interference cancellation have been proposed for multi-

rate DS/CDMA, such as the blind adaptive DDFD detector [93]. The dual-rate blind

adaptive DDFD detector differs from the dual-rate non-blind DDFD [70] in that the

time-invariant HRD and LRD in the latter are replaced by time-invariant high-rate blind

adaptive bootstrap decorrelator and low-rate adaptive decorrelating detector, respectively.

In comparison with its non-blind counterpart, the dual-rate blind adaptive DDFD has a

lower computational complexity. Moreover, it is shown that at low SNR, the dual-rate

blind adaptive DDFD provides a better performance for low-rate users than the non-blind

LRD and a better performance for high-rate users than the dual-rate non-blind DDFD.

2.5 Multi-rate Multicarrier DS/CDMA

The above mentioned multi-rate multiuser detection techniques target primarily single-

carrier systems. Multi-rate single-carrier DS/CDMA requires very wide transmission

bandwidth to support high data rate multimedia services. It is well known that a signal

of wider bandwidth can resolve more multipath [68]. For example, as Wideband CDMA

has four times as much bandwidth as IS-95, the channel experienced by the Wideband

CDMA signal exhibits higher dispersion. Moreover, multi-rate single-carrier DS/CDMA
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can utilize the VSF scheme to provide various transmission data rates. In this case, the

multipath delay spread can be comparable to or much longer than the bit duration. For

instance, when the IMT-2000 vehicular channel A model is taken into consideration [102],

the maximum delay spread is about 2.5µs. If the data rate is 2Mbps, then the chan-

nel spans almost 5 bit periods. Consequently, multi-rate single-carrier DS/CDMA suffers

much more severe ISI than its single-rate counterpart. On the other hand, as mentioned

in Section 1.4, multicarrier DS/CDMA experiences less ISI than single-carrier DS/CDMA

having the same transmission bandwidth. Thus, compared to its single-carrier rival,

multi-rate multicarrier DS/CDMA seems to be a more promising solution as

the wireless access technology for future wireless communications systems.

Considering that both single-carrier and multicarrier DS/CDMA employ time-domain

spreading, VSF and MC multi-rate access strategies can also be applied to multicarrier

DS/CDMA. In addition, multi-rate multicarrier DS/CDMA receivers generally consist of

multiple branches, each of which being in charge of one carrier. The received baseband

signal at each branch can be modelled in a similar manner to a multi-rate single-carrier

signal.

In comparison with single-carrier systems, much less results regarding multi-rate mul-

tiuser detection for multicarrier DS/CDMA have been reported in the literature. In [103],

MRC receivers were considered for multi-rate multicarrier DS/CDMA systems, where the

basic-rate and rate i detectors are used in MC and VSF cases, respectively. The BER

of each multi-rate system is obtained by analysis and simulation in a Rayleigh fading

channel with perfect channel estimation. It is shown that the MC system has a slightly



32

better performance than the VSF system. Both systems achieve significant performance

improvement by applying SIC techniques.

2.6 Summary

In this chapter, multi-rate access schemes for DS/CDMA are described, followed by

multi-rate signal modelling. The existing multiuser detection techniques for multi-rate

DS/CDMA are reviewed, including non-blind and blind solutions. Finally, multi-rate

multicarrier DS/CDMA is introduced.



Chapter 3

Space-time Blind Multiuser
Detection for Multi-rate
DS/CDMA Signals

As described in Chapter 2, for VSF dual-rate DS/CDMA systems, the received signal

models can be established by low-rate and high-rate modelling, whose processing intervals

are (a multiple of) symbol periods of low-rate users and high-rate users, respectively. Var-

ious low-rate and high-rate detectors have been developed for the AWGN and multipath

fading channels, including non-blind and blind solutions.

In the case of AWGN channels, typical non-blind multi-rate linear detectors are the

time-invariant LRD and HRD for synchronous dual-rate systems with a single receive

antenna [71], [72], which can be used for the demodulation of both low-rate and high-

rate users. It has been proven that the LRD is not inferior to the HRD in terms of

probability of error, and the dual-rate results are further generalized to multi-rate scenarios

where more than two data rates exist [72]. Typical examples of existing dual-rate blind

multiuser detectors are the time-invariant low-rate and high-rate blind MMSE detectors

33
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for synchronous and asynchronous CDMA systems proposed in [87] and [88]. However,

the high-rate blind MMSE detector in [87] and [88] is not strictly blind. This is because

for the sake of detecting a low-rate user, the signal-to-interference-plus-noise ratio (SINR)

of this low-rate user within each subinterval, which involves knowledge of the noise level

and interfering users, is required for decision-making. In addition, the performances of

low-rate and high-rate blind MMSE detectors in [87] and [88] were compared only by

numerical simulations. Note that the above dual-rate blind MMSE detectors, which are

based on the inverse of the covariance matrix of the received signals, do not operate in

the signal subspace.

Blind adaptive multiuser detection and antenna array processing have recently been

viewed as powerful methods for mitigating cochannel interference inherent to non-orthogonal

CDMA systems [19], [104], [105], [107]. For instance, Chkeif et al. presented the subspace-

based ST blind decorrelator and blind MMSE detector for synchronous single-rate systems

[107]. Adaptive implementation for ST blind MMSE detection based on the orthonormal

projection approximation subspace tracking (PAST) algorithm [108] has also been devel-

oped. However, so far little has been reported on ST multiuser detection for

multi-rate DS/CDMA. This chapter extends the results in [72] and [107] and proposes

the subspace-based ST low-rate and high-rate blind linear detectors, i.e., blind decorrela-

tors and blind MMSE detectors, for a synchronous dual-rate DS/CDMA system over an

AWGN channel. An effective blind strategy is proposed to detect low-rate users using ST

high-rate blind linear detectors, and theoretical analyses on the performances of these pro-

posed detectors are carried out. The extension to asynchronous systems is also described.
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Finally, after adaptive algorithms for ST dual-rate blind MMSE detectors are developed,

two-stage ST dual-rate blind detectors are presented, which combine the adaptive purely

temporal dual-rate blind MMSE detectors with the non-adaptive beamformer.

This chapter is organized as follows. In Section 3.1, signal models for a synchronous

VSF dual-rate system are established. Section 3.2 presents ST low-rate and high-rate

blind linear detectors and compares their performances. The asynchronous extension is

addressed in Section 3.3. Section 3.4 gives adaptive implementations for ST dual-rate blind

MMSE detection. In Section 3.5, two-stage ST dual-rate blind detectors are proposed.

Simulation results are described in Section 3.6. Section 3.7 gives some concluding remarks.

Most results presented in this chapter can also be found in [57], [61], [62].

3.1 Signal Models

Let us consider a VSF dual-rate DS/CDMA system over an AWGN channel, in which one

data rate is M multiples of the other and M is an integer greater than 1. The system is

assumed to be synchronous at this stage of problem formulation, and the asynchronous

case will be discussed later in Section 3.3. As for the notation used below, unless otherwise

stated, please refer to Sections 1.6 and 2.2.

Assume that an array of P antenna elements is employed at the receiver. At the pth

antenna element, in accordance with (2.2.1) and (2.2.2), the received complex baseband
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signal within the jth low-rate symbol period [jT0, (j + 1)T0] is

yp(t) =

K0∑

k=1

Ak0bk0(j)sk0(t − jT0)g
p
k0

+

K1∑

k=1

M−1∑

m=0

Ak1bk1(jM + m)sk1(t − mT1 − jT0)g
p
k1 + z(t), (3.1.1)

where

ski(t) =

Ni∑

l=1

cki(l)φ(t − lTc), i = 0, 1, (3.1.2)

is the signature waveform for user ki. The chip waveform φ(t) is assumed to be rectangular.

Generally, the signature waveform is normalized so that

∫ Ti

0
ski(t)dt = 1, i = 0, 1. (3.1.3)

The complex vector gki = [g1
ki, . . . , g

P
ki]

T expresses the spatial signature for user ki. For a

linear array, the pth component of this spatial signature is given by

gp
ki =

1√
P

exp

(
j
2πd(p − 1)

λ
sin(θki)

)
, i = 0, 1, (3.1.4)

where d is the inter-element spacing, λ is the wavelength of the carrier, and θki is user ki

signal’s direction of arrival (DOA).

Below both low-rate and high-rate signal models will be established, in which the

processing intervals are set to be the symbol periods of low-rate users and high-rate users,

respectively. For presentation, we define the spatio-temporal signature for user ki

to be s̃ki
∆
= gki ⊗ ski, where the temporal signature ski = 1√

Ni
[cki(1), . . . , cki(Ni)]

T .

For the continuous-time signal model (3.1.1), chip-matched filtering followed by chip-rate
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sampling yields an N0-vector

yp(j) =

K0∑

k=1

Ak0bk0(j)sk0g
p
k0 +

K1∑

k=1

M−1∑

m=0

Ak1bk1(jM + m)s
(m)
k1 gp

k1 + zp(j), (3.1.5)

where s
(m)
k1 = [0, . . . , 0︸ ︷︷ ︸

mN1

, sT
k1, 0, . . . , 0︸ ︷︷ ︸

N0−(m+1)N1

]T , and zp(j) is a complex AWGN vector with co-

variance matrix σ2
zIN0 . Using (3.1.5), the output of P -element antenna array can be

written as

y(j) =

K0∑

k=1

Ak0bk0(j)s̃k0 +

K1∑

k=1

M−1∑

m=0

Ak1bk1(jM + m)s̃
(m)
k1 + z(j), (3.1.6)

where y(j) = [yT
1 (j), . . . ,yT

P (j)]T , s̃
(m)
k1 = gk1 ⊗ s

(m)
k1 , and z(j) = [zT

1 (j), . . . , zT
P (j)]T .

Let us introduce the following notation:

S̃i = [s̃1i, . . . , s̃Kii], i = 0, 1,

S̃
(m)
1 = [s̃

(m)
11 , . . . , s̃

(m)
K11],

S̃ = [S̃0, S̃
(0)
1 , . . . , S̃

(M−1)
1 ],

Ai = diag{A1i, . . . , AKii}, i = 0, 1,

A = diag{A0,A1, . . . ,A1︸ ︷︷ ︸
M

},

b0(j) = [b10(j), . . . , bK00(j)]
T ,

b
(m)
1 (j) = [b11(jM + m), . . . , bK11(jM + m)]T ,

and

b(j) = [bT
0 (j),b

(0)T

1 (j), . . . ,b
(M−1)T

1 (j)]T .

Then, (3.1.6) can be rewritten as

y(j) = S̃Ab(j) + z(j). (3.1.7)
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By employing Matlab notation, we denote the mth segment of sk0 as s
(m)
k0

∆
= sk0(mN1+

1 : (m + 1)N1) and s̃
(m)
k0

∆
= gk0 ⊗ s

(m)
k0 . Obviously, M successive subintervals need to be

considered for high-rate modelling. Corresponding to the mth subinterval within the jth

low-rate symbol period, the output of the antenna array can be represented as a PN1-

vector

y(m)(j) = S̃(m)Ãb(m)(j) + z(m)(j) (m = 0, . . . , M − 1), (3.1.8)

where S̃(m) = [s̃
(m)
10 , . . . , s̃

(m)
K00, S̃1], Ã = diag{A0,A1}, and b(m)(j) = [bT

0 (j),b
(m)T

1 (j)]T ,

and z(m)(j) is the corresponding complex noise vector.

3.2 ST Dual-rate Blind Linear Detectors

Based on the above signal models, this section will derive the subspace-based time-

invariant ST low-rate and high-rate blind linear detectors, including blind decorrelators

and blind MMSE detectors.

3.2.1 ST Low-rate Blind Linear Detectors

It is easy to see from (3.1.7) that each high-rate user can be viewed as M virtual low-rate

users within a low-rate symbol period. Therefore, within a low-rate symbol period, a

dual-rate system with K0 low-rate users and K1 high-rate users is equivalent to a single-

rate system with KL low-rate users, where KL
∆
= K0 + MK1. For convenience, it is

assumed that the data bit, the temporal signature, the spatial signature, the spatio-

temporal signature and the received amplitude of the kth user are represented by bk(j),
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sk, gk, s̃k (i.e., gk ⊗ sk), and Ak, respectively, whose physical meanings can readily be

understood via (3.1.7).

Assume that S̃ is of full column rank. By performing an eigen-decomposition, the

autocorrelation matrix of the received signal y(j) can be represented by

R
∆
= E{y(j)yH(j)}

= UsΛsU
H
s + UnΛnU

H
n , (3.2.1)

where Us is an orthonormal basis of the signal subspace and Un is that of the noise

subspace orthogonal to Us. Λs contains KL largest eigenvalues of R and Λn = σ2
zIPN0−KL

.

Based on these subspace parameters, a linear detector for demodulating the kth user can

be written as [107]

b̂k(j) = sgn[Re(dH
k y(j))], (3.2.2)

where

dk =
Ds̃k

s̃H
k Ds̃k

. (3.2.3)

Here D = Us(Λs − σ2
zIKL

)−1UH
s for ST low-rate blind decorrelator and D = UsΛ

−1
s UH

s

for ST low-rate blind MMSE detector. The scalar constant 1
s̃H
k

Ds̃k
is always positive

and thus has no effect on signal detection and can be removed. For ST low-rate blind

decorrelator, the BER of the kth user can be given as [107]

P lr
bk

= Q


 Ak

σz

√
[R̃−1]k,k


 , (3.2.4)
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where

Q(x) =

∫ ∞

x

1√
2π

exp

(−t2

2

)
dt, (3.2.5)

and R̃ = S̃H S̃.

Note that the implicit assumption that the exact signal covariance matrix and thus

its eigen-components are known is impractical. Generally, the subspace parameters must

be estimated from the received signals using batch eigenvalue decomposition (EVD) of

the sample covariance matrix, batch singular value decomposition (SVD) of the sample

matrix, or adaptive subspace tracking algorithms. More importantly, the desired spatial

signature gk is often unknown and thus has to be estimated.

Due to the orthogonality between the signal subspace and the noise subspace and the

fact that s̃k is within the range of Us, we have

UH
n s̃k = UH

n (gk ⊗ sk) = 0. (3.2.6)

The above equation set contains PN0−KL equations (for each low-rate user) or M(PN0−

KL) equations (for each high-rate user) and P unknown variables. Therefore, if P ≥ KL−1
N0−1

(for low-rate users) or P ≥ MKL−1
MN0−1 (for high-rate users), (3.2.6) is generally an over-

determined linear equation set and has a unique nontrivial solution. The principle of ST

low-rate blind linear detectors is shown in Fig. 3.1.

3.2.2 ST High-rate Blind Linear Detectors

It can be observed from (3.1.8) that within the mth subinterval, user k1 transmits a data

bit using s̃k1, and user k0 transmits the mth segment of a data bit using s̃
(m)
k0 . Equivalently,
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Figure 3.1: The principle of ST low-rate blind linear detectors

it can be perceived that there exist KH high-rate users simultaneously transmitting one

data bit within each subinterval, where KH
∆
= K0 + K1. For convenience, we enumerate

all active users such that user k0 is numbered k while user k1 is numbered K0 + k.

Assume that S̃(m) has full column rank. The eigen-decomposition can be performed

on the autocorrelation matrix of the received signal y(m)(j), and the subspace parameters

such as U
(m)
s and Λ

(m)
s can then be obtained. Within the mth subinterval, a linear detector

for detecting bk1(jM + m) can be written as

d
(m)
k1 =

D(m)s̃k1

s̃H
k1D

(m)s̃k1
, (3.2.7)

where D(m) = U
(m)
s (Λ

(m)
s − σ2

zIKH
)−1U

(m)H

s for ST high-rate blind decorrelator and

D(m) = U
(m)
s Λ

(m)−1

s U
(m)H

s for ST high-rate blind MMSE detector. As in (3.2.3), the

scalar constant 1
s̃H
k1D

(m)s̃k1
can also be dropped. For ST high-rate blind decorrelator, the
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BER of the kth high-rate user within the mth subinterval can be determined by

P hr
bk1(m) = Q


 Ak1

σz

√
[R̃(m)−1 ]K0+k,K0+k


 , (3.2.8)

where R̃(m) = S̃(m)H

S̃(m).

Since the duration of a low-rate symbol spans M subintervals, in order to estimate a

data bit of the kth low-rate user, the following decision rule is employed:

b̂k0(j) = sgn

[
Re

(
M−1∑

m=0

(
1

d
(m)H

k0 d
(m)
k0

d
(m)H

k0 y(m)(j)

))]
, (3.2.9)

where d
(m)
k0 can be obtained by simply replacing s̃k1 in (3.2.7) by s̃

(m)
k0 . We can see from

(3.2.9) that a soft decision is applied to each subinterval, and then the sum of the weighted

soft outputs from M subintervals is used for the detection of a low-rate data bit. Note

that the employed weighting factors are the reciprocal of detector coefficients’ energy and

need no prior knowledge of the noise level and the interfering users. This means that

the contribution from a subinterval to the decision is inversely proportional to the output

noise power within this subinterval. The explanation for this strategy is that the noise

level is dominant over or comparable to the MAI after multiuser detection is applied,

which is particularly true for ST high-rate blind decorrelator where the MAI is completely

suppressed. For ST high-rate blind decorrelator, since d
(m)H

k0 s̃
(m)
k0 = 1, d

(m)H

k0 s̃
(m)
j0 = 0 (j 6=

k), and d
(m)H

k0 d
(m)
k0 = [R̃(m)−1

]k,k [24], [107], the BER of the kth low-rate user can be given

by

P hr
bk0

= Q


Ak0

σz

√√√√
M−1∑

m=0

1

[R̃(m)−1 ]k,k


 . (3.2.10)
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A similar strategy to (3.2.6) can be used to estimate the desired spatial signature for

ST high-rate blind linear detectors. Since the spatial signature information is included in

M subintervals, the received signals within M subintervals are exploited for the estimation

of the desired spatial signature. Therefore, in this case, the number of available equations

for each high-rate or low-rate user is M(PN1 − KH). Therefore, if P ≥ MKH−1
N0−1 , a

unique nontrivial solution exists. The principle of ST high-rate blind linear detectors is

summarized in Fig. 3.2.

3.2.3 A Comparison of ST Low-rate and High-rate Blind Linear Detec-
tors

The ST low-rate and high-rate blind linear detectors involve the computation of the sub-

space parameters and the desired spatial signature. Obviously, the computational com-

plexity of ST low-rate blind linear detectors is much higher than that of their high-rate

counterparts as the rate ratio M increases. Moreover, it is easy to see that the use of ST

low-rate blind linear detectors incurs a detection delay for high-rate users.

As mentioned before, for the sake of identifying the desired spatial signature, the

number of antenna elements should satisfy P ≥ max{KL−1
N0−1 , MKL−1

MN0−1 } for ST low-rate blind

linear detectors and P ≥ MKH−1
N0−1 for ST high-rate blind linear detectors. Since MKH−1

N0−1 >

KL−1
N0−1 and MKH−1

N0−1 > MKL−1
MN0−1 for M ≥ 2, the ST low-rate blind linear detectors can

support no less users than the ST-HR blind linear detectors as long as the desired spatial

signature is identifiable (assuming that all the other system parameters are the same).

This conclusion can be extended to synchronous multi-rate systems with I different data

rates where the higher rates are multiples of the lower rates. The ST rate i (i = 1, . . . , I)
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45

blind linear detectors can be developed to match symbol period of rate i users, where a

decision rule similar to (3.2.9) can be used to detect those users with rates lower than rate

i.

Proposition 3.2.1. In a synchronous multi-rate system with I different data rates where

the higher rates are multiples of the lower rates, if rate l is lower than rate j (1 ≤ l, j ≤ I),

the ST rate l blind linear detectors can support no less users than the ST rate j blind linear

detectors as long as the desired spatial signature is identifiable (assuming that all the other

system parameters are the same).

Proof. Assume that the number of rate i users is Ki, the symbol period is Ti, and the

spreading factor is Ni. It is also assumed that 1
T1

> 1
T2

> · · · > 1
TI

and Tl

Tj
= Mlj for

1 ≤ j < l ≤ I where Mlj is a positive integer.

Considering that the received signal is cyclostationary with period TI , MIj rate j bit

intervals should be considered for ST rate j blind linear detectors. Within each rate j bit

interval, the number of data bits is
∑j

q=1 MjqKq +
∑I

q=j+1 Kq. So the number of available

equations for determining the spatial signature of the desired rate d user is MId(PNj −
∑j

q=1 MjqKq −
∑I

q=j+1 Kq) for d < j, and MIj(PNj −
∑j

q=1 MjqKq −
∑I

q=j+1 Kq) for

d ≥ j. Therefore, in order to ensure that the desired spatial signature is identifiable, we

must have

P ≥ max{{P⊥
jd, 1 ≤ d < j}, P>

j }, (3.2.11)
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where

P⊥
jd =

MId(
∑j

q=1 MjqKq +
∑I

q=j+1 Kq) − 1

MIdNj − 1
(3.2.12)

P>
j =

MIj(
∑j

q=1 MjqKq +
∑I

q=j+1 Kq) − 1

MIjNj − 1
. (3.2.13)

Similarly, for ST rate l blind linear detectors, we must have

P ≥ max{{P⊥
ld , 1 ≤ d < l}, P>

l }, (3.2.14)

where P⊥
ld and P>

l are defined by (3.2.12) and (3.2.13), respectively.

Note that

P⊥
ld <

MId(
∑l

q=1 MlqKq +
∑I

q=l+1 Kq)

MIdNl − 1

<
MIl(

∑l
q=1 MlqKq +

∑I
q=l+1 Kq)

MIlNl − 1

=

∑l
q=1 MIqKq +

∑I
q=l+1 MIlKq)

NI − 1

∆
= Pl, (3.2.15)

where the second inequality is due to MId > MIl when d < l, and the equality is due to

MIlMlq = MIq and MIlNl = NI . Since Pl > P>
l and

P>
j − Pl =

(MIj − MIl)
∑I

q=l+1 Kq +
∑l

q=j+1(MIj − MIq)Kq − 1

NI − 1
> 0, (3.2.16)

where the inequality is due to the assumption that the higher rates are multiples of the

lower rates, Proposition 3.2.1 is proven.

On the other hand, we have the following proposition for the BER performances of ST

low-rate and high-rate blind decorrelators.



47

Proposition 3.2.2. For a synchronous dual-rate system, if the desired spatial signature

and the exact subspace parameters are known, then

P hr
bki(m) ≥ P lr

bki(m), i = 0, 1, (3.2.17)

where P lr
bki(m) and P hr

bki(m) are the BERs of ST low-rate and high-rate blind decorrelators

for user ki’s data bits in any subinterval, respectively. Especially, both achieve the same

BER for each low-rate user if the temporal signatures for low-rate users are the same in

every high-rate symbol period, i.e., the repetition code is employed.

Proof. Note that the ST low-rate and high-rate blind decorrelators have similar BER

expressions as the non-blind LRD and HRD [71], [72], respectively. They differ as follows:

The BER of LRD (HRD) involves a special diagonal element of R−1(R(m)−1
), i.e., the

inverse of the temporal signature correlation matrix within the low-rate (mth high-rate)

symbol period, which can be accurately calculated using the known temporal signatures of

all active users. On the other hand, the BER of ST low-rate (high-rate) blind decorrelator

involves the corresponding element of R̃−1(R̃(m)−1
), i.e., the inverse of the spatio-temporal

signature correlation matrix within the low-rate (mth high-rate) symbol period, which

depends upon the subspace parameters and the desired spatio-temporal signature. Hence,

the BER of ST low-rate (high-rate) blind decorrelator can only be approximately estimated

from the received signals.

Therefore, inequality (3.2.17) must hold due to the following reasons: i) the special

diagonal element of R̃−1(R̃(m)−1
) for ST low-rate (high-rate) blind decorrelator can be

accurately obtained under the condition that the desired spatial signature and the exact
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subspace parameters are known; ii) R̃(R̃(m)) for ST low-rate (high-rate) blind decorre-

lator has the same matrix structure as R(R(m)) for LRD (HRD), since R̃(R̃(m)) can be

written as the Schur, or element by element, product of R(R(m)) and the spatial signature

correlation matrix without zero elements. In fact, a similar proposition has been proven

for the non-blind LRD and HRD based on the above matrix structures [71], [72].

In accordance with Proposition 3.2.2 and the fact that the Q function defined by (3.2.5)

is monotonically descending, we can conclude that the NFR performances of ST low-rate

blind linear detectors are not inferior to those of their high-rate rivals. Furthermore, the

above proposition and inference can be extended to synchronous multi-rate systems since

a similar extension for the non-blind dual-rate decorrelators has been proven in [72].

3.3 Asynchronous Extension

The ST dual-rate blind linear detectors can be applied to asynchronous DS/CDMA. The

same formulae in the synchronous case can be used for asynchronous systems with an

increased dimension. This is due to the fact that the number of virtual bits and the

number of their associated virtual signatures within the processing interval are larger

than those in the synchronous case [87]. For ST low-rate blind linear detectors, if the

desired user is a low-rate user, the desired low-rate user is then viewed as the reference

user, whose bit interval is taken as the processing interval. Otherwise an arbitrary low-rate

user can be chosen as the reference user. For each user other than the reference one, there

might be two virtual bits located at both ends of the processing interval, whose full-length
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signatures are partitioned into two virtual ones. Therefore, within the processing interval,

the number of data bits (including actual and virtual bits) is between K0 + MK1 and

2K0 + (M + 1)K1 − 1. For the detection of the high-rate data bit that is divided into

two virtual bits, a similar strategy to (3.2.9) can be used to weight the partial estimates

over two successive processing intervals before a final decision is made. It should be noted

that for ST low-rate blind linear detectors, the number of data bits and their associated

signatures are the same among the different processing intervals.

For ST high-rate blind linear detectors, if the desired user is a low-rate user, an arbi-

trary high-rate user can be chosen as the reference user. Otherwise the desired high-rate

user is viewed as the reference user. Within the processing interval, there might be two

virtual bits for each high-rate user other than the reference one and either one or two

virtual bits for each low-rate user, resulting in the number of data bits being between

K0 + K1 and 2K0 + 2K1 − 1. A similar strategy to (3.2.9) can be used to demodulate a

low-rate data bit. Note that for ST high-rate blind linear detectors, the number of data

bits and their associated signatures might change among the different processing intervals.

Therefore, special attention should be paid to the implementation of ST high-rate blind

linear detectors for asynchronous systems.

For a general asynchronous dual-rate system, the number of data bits within the

processing interval, which determines the number of available equations for determining

the desired spatial signature, depends on the relative delays of all the users and the choice

of the reference user. As a consequence, it is difficult to theoretically compare the number

of users which can be supported by ST low-rate and high-rate blind linear detectors.
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Fortunately, such a comparison can be performed on some special asynchronous systems.

Let us investigate a special asynchronous dual-rate system where only the different rate

users are asynchronous. Obviously, for ST low-rate blind linear detectors, the number

of data bits within the processing interval is K0 + (M + 1)K1, and thus the number of

available equations for determining the spatial signature is PN0−K0− (M +1)K1 for the

desired low-rate user or (M + 1)(PN0 − K0 − (M + 1)K1) for the desired high-rate user.

Consequently, in order to ensure that the desired spatial signature is identifiable, we must

have

P ≥ max

{
K0 + (M + 1)K1 − 1

N0 − 1
,
(M + 1)(K0 + (M + 1)K1) − 1

(M + 1)N0 − 1

}
∆
= PL. (3.3.1)

For ST high-rate blind linear detectors, the number of data bits is 2K0 + K1 within one

of M processing intervals and K0 + K1 within the others. As a result, the number of

available equations for determining the spatial signature is PN0 − (M + 1)K0 − MK1

for the desired high-rate user. As for the desired low-rate user, the number of available

equations is 2(PN1 − 2K0 − K1) within the processing interval with 2K0 + K1 data bits,

while it is (M − 1)(PN1 − K0 − K1) within the others. The total number of available

equations is thus equal to P (N0 + N1) − (M + 3)K0 − (M + 1)K1. So we must have

P ≥ max

{
(M + 1)K0 + MK1 − 1

N0 − 1
,
(M + 3)K0 + (M + 1)K1 − 1

N0 + N1 − 1

}
∆
= PH . (3.3.2)

Since PH is not always greater than PL, Proposition 3.2.1 is invalid for such an asyn-

chronous system. This means that the validity of Proposition 3.2.1 can not be warranted

for an asynchronous multi-rate system.
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On the other hand, it is easy to see from (3.2.4), (3.2.8) and (3.2.10) that the BER

performances of ST dual-rate blind decorrelators are related to the DOAs, the temporal

signatures and the delays of all the users as well as the choice of the reference user.

This renders it impractical to make a theoretical comparison on the performances of ST

dual-rate blind decorrelators. However, it is possible to compare their performances by

qualitative analysis.

Intuitively, for asynchronous dual-rate systems, the detection performance would be

better as the processing interval is enlarged. On the other hand, it would be worse when a

weighting combination strategy similar to (3.2.9) is employed. As a result, the ST low-rate

blind decorrelator would outperform the ST high-rate blind decorrelator for detecting the

high-rate users due to its actual processing interval being much larger than (more exactly,

at least M multiples of) a high-rate bit interval. As for the detection of the low-rate

data bit, unlike the ST low-rate blind decorrelator, the ST high-rate blind decorrelator

adopts the weighting combination strategy and its actual processing interval is at most

M+1
M

multiples of a low-rate bit interval. Considering that the actual processing interval of

ST high-rate blind decorrelator may be only slightly larger than that of ST low-rate blind

decorrelator, the latter should outperform the former for detecting the low-rate users in

most cases. This is verified by the simulation results in Section 3.6, where the DOAs, the

temporal signatures and the delays of all the users are randomly generated. However, it

is still possible that the ST high-rate blind decorrelator offers a better performance than

its low-rate counterpart for detecting the low-rate users.
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Let us investigate an asynchronous dual-rate system with a low-rate user and a high-

rate user, where the rate ratio is two and the high-rate user lags three chips to the

low-rate user. For the high-rate user, the DOA is 0◦ and the signature sequence is

{1,−1,−1, 1, 1, 1,−1}. For the low-rate user, the DOA is 40◦ and the signature sequence is

{−1, 1, 1,−1,−1, 1, 1,−1, 1, 1,−1,−1, 1, 1}. Both signature sequences are normalized. In

accordance with (3.2.4) and (3.2.10), the BERs of the low-rate user are Q(0.9952×A10/σ)

and Q(0.9971 × A10/σ) for ST low-rate and high-rate blind decorrelators, respectively.

Since the Q function defined by (3.2.5) is monotonically descending, we can conclude

that in the above case, the performance of ST low-rate blind decorrelator is inferior to

that of ST high-rate blind decorrelator for detecting the low-rate user. In other words,

Proposition 3.3.2 is invalid for such an asynchronous dual-rate system.

3.4 Adaptive Implementations

At first, let us derive the adaptive algorithm for ST low-rate blind MMSE detection. Note

that (3.2.6) can also be solved by using the following optimization procedure [107]:

ĝk = arg max
‖gk‖=1

gH
k Wgk. (3.4.1)

The solution of this optimization problem is simply the principal unit-norm eigenvector

of the matrix

W = (IP ⊗ sH
k )UsU

H
s (IP ⊗ sk) (3.4.2)
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for low-rate users, or

W =

M−1∑

m=0

(IP ⊗ sH
km

)UsU
H
s (IP ⊗ skm

) (3.4.3)

for high-rate users, where the virtual user km (m = 0, . . . , M − 1) corresponds to the

desired high-rate user. This implies that besides prior knowledge of the desire temporal

signature, only an orthonormal basis of the signal subspace is required for the estimation

of the desired spatial signature. As an alternative to high complexity batch EVD or SVD,

adaptive subspace tracking algorithms with lower complexity, e.g., orthonormal PAST

algorithm [108], can be employed to estimate an orthonormal basis of the signal subspace.

The recursive orthonormal PAST algorithm updates the subspace in a sample-by-sample

fashion, which can guarantee the orthogonality of matrix Us at each iteration without

attendant increase in computational complexity.

By following a similar line to [107], the adaptive algorithm for ST low-rate blind MMSE

detection can be summarized as follows:

1. Estimation of an orthonormal basis of the signal subspace from y(j) using the or-

thonormal PAST algorithm;

2. Computation of matrix W via (3.4.2) or (3.4.3);

3. Estimation of the desired spatial signature using the simple power method [106];

4. Construction of the desired spatio-temporal signature;

5. Estimation of the ST low-rate blind MMSE detector based on the updated signal

subspace and an intermediate variable of the orthonormal PAST algorithm.
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The further details can be found in Table 3.1.

In a similar manner to its low-rate counterpart, the adaptive algorithm for ST high-rate

blind MMSE detection can also be obtained easily, in which matrices

W =

M−1∑

m=0

(IP ⊗ s
(m)H

k0 )U(m)
s U(m)H

s (IP ⊗ s
(m)
k0 ) (3.4.4)

and

W =
M−1∑

m=0

(IP ⊗ sH
k1)U

(m)
s U(m)H

s (IP ⊗ sk1) (3.4.5)

are used instead of (3.4.2) and (3.4.3), respectively.

3.5 Two-stage ST Dual-rate Blind Detectors

The ST dual-rate blind linear detectors can also operate at the output of a single antenna

by using the temporal signatures instead of the corresponding spatio-temporal signatures

in all associated equations. In this case, they are referred to as purely temporal dual-

rate blind decorrelators and blind MMSE detectors. Their performances are surely inferior

to their ST counterparts because angle diversity among all the users is not used. However,

they need no estimation of the spatial signature. Moreover, the adaptive algorithms for

purely temporal low-rate and high-rate blind MMSE detection will have a much faster

convergence than their ST counterparts. This is because the signal subspace can be

recursively estimated using the orthonormal PAST algorithm in much less iterations for

the former than for the latter due to the smaller dimension of signal vector.

Rather than the adaptive ST dual-rate blind MMSE detectors employing joint spatial-

temporal processing, the basic idea of two-stage ST dual-rate blind detectors is to
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Table 3.1: The adaptive algorithm for ST low-rate blind MMSE detection

Update of the signal subspace using the orthonormal PAST algorithm,
where α is a forgetting factor in (0,1]

r(n) = UH
s (n − 1)y(n)

q(n) = 1
α
Z(n − 1)r(n)

γ(n) = 1
1+rH(n)q(n)

p(n) = γ(n)(y(n) − Us(n − 1)r(n))

τ(n) = 1
‖q(n)‖2

(
1√

1+‖p(n)‖2‖q(n)‖2
− 1

)

ṕ(n) = τ(n)Us(n − 1)q(n) + (1 + τ(n)‖q(n)‖2)p(n)

Z(n) = 1
α
Z(n − 1) − γ(n)q(n)qH(n)

Us(n) = Us(n − 1) + ṕ(n)qH(n)

Update of the spatial signature using the power method

W(n) = (IP ⊗ sH
k )Us(n)UH

s (n)(IP ⊗ sk)

a(n) = W(n)gk(n − 1)

gk(n) = a(n)
‖a(n)‖

Update of the ST low-rate blind MMSE detector

s̃k(n) = gk(n) ⊗ sk

dk(n) = Us(n)Z(n)UH
s (n)̃sk(n)
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cascade temporal processing and spatial processing. Our aim is to design some two-

stage ST dual-rate blind detectors which are comparable to the corresponding adaptive ST

dual-rate blind MMSE detectors. At the first stage of temporal processing, an adaptive

purely temporal dual-rate blind MMSE detector for each element is a natural choice.

Depending upon whether the adaptive purely temporal low-rate or high-rate blind MMSE

detector is used at the first stage, it is referred to as two-stage ST low-rate or high-rate

blind detector. Although the first stage has the same number of adaptive weights as the

corresponding adaptive ST dual-rate blind MMSE detector, the former surely converges

much faster than the latter due to its parallel structure. Based on the results in [107], the

computational complexity of the former is comparable to that of the latter1. At the second

stage, a non-adaptive beamformer based on the minimum variance distortionless response

(MVDR) criterion is chosen as the spatial processor, since the MVDR beamformer is

optimal in the sense that the output SINR is maximized [109]. For two-stage ST low-rate

blind detector, the MVDR beamformer always operates at the low-rate symbol rate. For

two-stage ST high-rate blind detector, it operates at the low-rate symbol rate for low-rate

users while at the high-rate symbol rate for high-rate users.

It is well known that among the linear detectors, the MMSE detectors can maximize the

output SINR [5]. Therefore, the two-stage ST dual-rate blind detectors, which combine the

adaptive purely temporal dual-rate blind MMSE detectors and the MVDR beamformer,

are reasonable counterparts to the adaptive ST dual-rate blind MMSE detectors. We

take the two-stage ST low-rate blind detector as an example to see how it works. The

1For adaptive ST dual-rate blind MMSE detector, the computational complexity associated with the

estimation of the desired spatial signature is not included.
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soft output of the pth adaptive purely temporal low-rate blind MMSE detector can be

represented by

ep
k(j) = dpH

k yp(j), (3.5.1)

where dp
k is a vector of filter tap weights for user k. Then the input of the MVDR

beamformer is ek(j) = [e1
k(j), . . . , e

P
k (j)]T , whose weights can be computed as [109]

wk =
R−1

k gk

gH
k R−1

k gk

, (3.5.2)

where Rk = E{ek(j)e
H
k (j)}. The desired spatial signature can be estimated using Capon’s

method [109]

ĝk = arg max
‖gk‖=1

1

gH
k R−1

k gk

. (3.5.3)

The solution of this optimization problem is the eigenvector corresponding to the minimal

eigenvalue of R−1
k or the maximal eigenvalue of Rk. Since the number of antenna elements

is generally small, the calculation of the beamformer weights is not computationally cum-

bersome.

3.6 Numerical Examples

The performances of the proposed ST and purely temporal dual-rate blind detectors have

been investigated via numerical simulations. Assume that there are five low-rate users

and five high-rate users in the system. User 1 is the desired low-rate user and user

6 is the desired high-rate user. A uniform linear array with two elements (spacing =

λ
2 ) is considered. The spreading factor for high-rate users is 31, and the rate ratio is
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2. Therefore, the spreading factor for low-rate users is 62. In order to eliminate any

dependence of performance on the spatial-temporal signature correlations, the DOAs of

all the users are randomly selected over [0, 2π). Also, the binary temporal signatures are

randomly generated where the assignment of the low-rate temporal signatures employs

the repetition-code scheme [71]. 1500 realizations are used to generate all results.

Fig. 3.3 and Fig. 3.4 show the BER performances of ST dual-rate blind linear de-

tectors and their purely temporal versions versus the near-far ratio2 in the synchronous

and asynchronous cases, respectively, where the SNR of the desired user is 8dB. In these

simulations, batch EVD is used for subspace decomposition, and the desired spatial sig-

nature is assumed to be known. In the asynchronous case, user 1 and user 6 are chosen as

the reference users for low-rate and high-rate blind linear detectors, respectively, and the

delay for the kth rate i user is set to be γki chips, where γki is a randomly selected positive

integer between 0 and Ni−1. As proven in Proposition 3.2.2, in the synchronous case, the

ST (purely temporal) low-rate blind decorrelator outperforms the ST (purely temporal)

high-rate blind decorrelator for high-rate users and they offer the same performances for

low-rate users. On the other hand, in the asynchronous case, the ST (purely temporal)

low-rate blind decorrelator outperforms its high-rate counterpart for both low-rate and

high-rate users. This implies that Proposition 3.3.2 is valid for asynchronous systems in

most cases, due to the fact that the DOAs, the temporal signatures and the delays of

all the users are randomly generated. In addition, it is obvious that the ST dual-rate

blind linear detectors outperform the corresponding purely temporal counterparts, and

2Near-far ratio is defined as the power ratio of all the other users to the desired user.
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the blind MMSE detectors are upper-bounded by the corresponding blind decorrelators.

In the synchronous case, the performances of ST dual-rate blind linear detectors are

also compared to those of their single-rate counterparts proposed in [107]. In order to

ensure a fair comparison, the spreading factor for single-rate system is chosen so that the

total data rate (bits/s) is conserved in all systems, i.e.,

K0

T0
+

K1

T1
=

KH

Tsr

, (3.6.1)

where KH = K0 +K1 is the total number of users in any system, and Tsr is the spreading

factor of the equivalent single-rate system. In Fig. 3.5, average probability of error over

rates are used for dual-rate systems, and the results of non-blind dual-rate decorrelators

[71] and single-user limits are also plotted. It is observed that all ST detectors are superior

to non-blind dual-rate decorrelators. Furthermore, ST single-rate blind linear detector

outperforms ST high-rate blind linear detector but is inferior to ST low-rate blind linear

detector.

The performances of two-stage ST dual-rate blind detectors, adaptive ST dual-rate

blind MMSE detectors as well as their purely temporal versions in the synchronous case

are also evaluated. For the orthonormal PAST algorithm, the forgetting factor is set to

be α = 0.9999, and the matrix Us is initialized to be a random orthonormal matrix.

The BERs of adaptive ST dual-rate blind MMSE detectors and their purely temporal

counterparts versus the number of iterations are plotted in Fig. 3.6, where the SNRs of

all the users are 8dB. Obviously, the adaptive purely temporal dual-rate blind MMSE

detectors converge much faster than their ST counterparts. This also means that the
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Figure 3.3: The BER performances of ST dual-rate blind linear detectors and their purely
temporal versions for (a) the desired low-rate user and (b) the desired high-rate user in
the synchronous case.
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Figure 3.4: The BER performances of ST dual-rate blind linear detectors and their purely
temporal versions for (a) the desired low-rate user and (b) the desired high-rate user in
the asynchronous case.
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Figure 3.5: Performance comparison between ST dual-rate blind linear detectors and their
single-rate counterparts in the synchronous case.

first stages of two-stage ST dual-rate blind detectors have faster convergence than the

corresponding adaptive ST dual-rate blind MMSE detectors. Fig. 3.7 indicates the BERs

of these dual-rate blind detectors versus the near-far ratio after the adaptive algorithms

have converged, where the SNR of the desired user is 8dB. It is shown that the BER

performances of adaptive ST dual-rate blind MMSE detectors are superior to those of the

corresponding two-stage ST dual-rate blind detectors, while the latter outperform their

purely temporal counterparts.
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3.7 Summary

This chapter proposes the subspace-based time-invariant ST low-rate and high-rate blind

linear detectors for synchronous DS/CDMA systems. It is shown that a) the ST low-rate

blind linear detectors can support no less users than their high-rate rivals as long as the

desired spatial signature is identifiable (assuming that all the other system parameters

are same); b) the BER performance of ST low-rate blind decorrelator is not inferior to

that of its high-rate counterpart. The asynchronous extension is also described. Finally,

the two-stage ST dual-rate blind detectors, which combine the adaptive purely temporal

dual-rate blind MMSE filters with the non-adaptive MVDR beamformer, are presented.

Their adaptive stages with parallel structures converge much faster than the corresponding

adaptive ST dual-rate blind MMSE detectors, while having a comparable computational

complexity to the latter.
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Figure 3.6: The convergence performances of adaptive ST dual-rate blind MMSE detectors
and their purely temporal versions for (a) the desired low-rate user and (b) the desired
high-rate user.
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Figure 3.7: The BER performances of adaptive ST dual-rate blind MMSE detectors, two-
stage ST dual-rate blind detectors, and their purely temporal versions for (a) the desired
low-rate user and (b) the desired high-rate user.



Chapter 4

Blind Channel Estimation in
Dual-rate DS/CDMA Systems

Chapter 3 handles the application of blind techniques for ST multiuser detection to multi-

rate DS/CDMA systems over the ideal AWGN channels. Unfortunately, in practice, multi-

rate CDMA signals experience multipath fading channels. Furthermore, as described in

Chapter 2, they suffer much more severe ISI than their single-rate counterparts.

For multipath fading channels, the design of multi-rate blind multiuser detectors with-

out channel estimation is possible. Such dual-rate blind multiuser detectors were proposed

in [91] by applying the MOE criterion. However, this constrained optimization approach

only deals with the case where the delay spread is only a small fraction of the symbol

period. Moreover, their performances degrade significantly at low SNR.

Alternatively, the channel can be estimated before the multiuser detection process.

To this end, the subspace-based blind approaches for channel estimation and multiuser

detection in multi-rate DS/CDMA systems have been investigated in [95] and [96], which

can handle the case of a large delay spread. In both papers, the basic-rate blind channel

66
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estimators and multiuser detectors are taken into account. However, they have higher

computational complexity and do not make full use of the nature of dual-rate signals.

This chapter proposes the subspace-based low-rate and high-rate blind channel es-

timation algorithms for asynchronous dual-rate DS/CDMA. Compared to the above two

works, this work is carried out independently and simultaneously. Especially, the proposed

dual-rate blind channel estimation schemes can be implemented adaptively. Moreover, the

dual-rate blind MMSE detection for the AWGN channels proposed in Chapter 3 can be

extended to frequency-selective multipath channels.

This chapter is organized as follows. In Section 4.1, signal models for an asynchronous

dual-rate system over a frequency-selective multipath channel are established. Section 4.2

proposes low-rate and high-rate blind channel estimation schemes. Section 4.3 addresses

adaptive algorithms for dual-rate blind channel estimation. The dual-rate blind MMSE

detection is presented in Section 4.4. Simulation results are described in Section 4.5.

Section 4.6 gives some concluding remarks. Most results in this chapter can also be found

in [56] and [60].

4.1 Signal Models

Let us consider an asynchronous VSF dual-rate DS/CDMA system over a frequency se-

lective multipath channel, in which the rate ratio M is an integer greater than 1. As for

the notation used below, unless otherwise stated, please refer to Sections 1.6 and 2.2.

At the receiver, in accordance with (2.2.1) and (2.2.2), the received complex baseband
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signal is

y(t) =

K0∑

k=1

∞∑

j=−∞
Ak0bk0(j)sk0(t − jT0)

+

K1∑

k=1

∞∑

j=−∞

M−1∑

m=0

Ak1bk1(jM + m)sk1(t − jT0 − mT1) + z(t), (4.1.1)

where

ski(t) =

Ni∑

l=1

cki(l)hki(t − lTc), i = 0, 1, (4.1.2)

is the effective spreading waveform for user ki. cki(l) (l = 1, . . . , Ni) is the preassigned

spreading code for user ki. hki(t) is the composite channel for user ki, which represents

the effects of the fixed transmit/receive pulse shaping filters and the unknown multipath

physical channel, and can be modelled as an FIR filter for practical purposes [68].

Sampling the received signal at chip rate, we obtain the discrete-time signal model

y(n) =

K0∑

k=1

∞∑

j=−∞
Ak0bk0(j)sk0(n − jN0)

︸ ︷︷ ︸
yk0(n)

+

K1∑

k=1

∞∑

j=−∞

M−1∑

m=0

Ak1bk1(jM + m)sk1(n − jN0 − mN1)

︸ ︷︷ ︸
yk1(n)

+z(n), (4.1.3)

where

ski(n) =

Ni∑

l=1

cki(l)hki(n − l), i = 0, 1, (4.1.4)

and z(n) is a complex AWGN sequence with variance σ2
z . For clarity of presentation, we

assume that all the users have the same channel order L and L < N0. Thus ski(n) has a

support equal to Ni +L. Note that the channel length in symbol periods for rate i users is
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Lsi
∆
= d(Ni +L)/Nie, where dxe is the smallest integer greater than or equal to x. Clearly,

Ls0 = 2. We denote the effective spreading sequence with length LsiNi for user ki to be

ski = [ski(1), . . . , ski(Ni + L), 0, . . . , 0]T , i = 0, 1. (4.1.5)

In the light of (4.1.4), (4.1.5) can further be written as

ski =




cki(1) 0
...

. . .

cki(Ni) cki(1)

. . .
...

cki(Ni)

0




︸ ︷︷ ︸
Cki




hki(0)
...

hki(L)




︸ ︷︷ ︸
hki

. (4.1.6)

Matrix Cki can be divided into Lsi sub-matrices with dimension Ni × (L + 1), i.e., Cki =

[CH
ki(1), . . . ,CH

ki(Lsi)]
H . Our aim is to estimate the composite channel vector hki from

the observation y(n), only with the prior knowledge of cki(l) (l = 1, . . . , Ni). The low-rate

and high-rate signal models will be established below.

4.1.1 Low-rate Signal Model

In order to mitigate the effect of ISI, a processing interval of P0 low-rate symbol periods

should be considered for low-rate signal modelling (See Fig. 4.1). P0 is termed as low-rate

smoothing factor.

For user k0, collecting the chip-rate samples within an interval of P0T0 yields yk0(j) =

[yk0(jN0), . . . , yk0((j + P0)N0 − 1)]T , which can be represented as

yk0(j) = Ak0Sk0Hk0bk0(j), (4.1.7)
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Figure 4.1: The low-rate and high-rate processing intervals

where

Sk0 =




Ck0(2) Ck0(1)

. . .
. . .

Ck0(2) Ck0(1)




︸ ︷︷ ︸
P0N0×(P0+1)(L+1)

, (4.1.8)

Hk0 =




hk0

. . .

hk0




︸ ︷︷ ︸
P0+1 blocks

, (4.1.9)

and

bk0(j) = [bk0(j − 1), . . . , bk0(j + P0 − 1)]T . (4.1.10)

Furthermore, for each high-rate user, there are L̃s1 = M +Ls1−1 data bits presenting

within a low-rate symbol period. Using Matlab notation, we define
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• the 2N0 × (L + 1) matrix

Ĉk1 =


Ck1

0


 ;

• for l = 1, . . . , L̃s1, C̃k1(l) = C̃
(l)
k1(1 : N0, :), where

C̃
(l)
k1 =





D̆(M−l)N1Ĉk1, if l ≤ M ;

D̂(L̃s1−l+1)N1Ĉk1, otherwise.
(4.1.11)

Here the shift-down matrix D̆ with dimension 2N0 × 2N0 has all zero entries except

1’s in the first lower diagonal, and D̂ = D̆T and thus a shift-up matrix;

• C̃k1
∆
= [C̃H

k1(1), . . . , C̃H
k1(L̃s1)]

H .

Then the received signal due to user k1 within the above low-rate processing interval can

be given by

yk1(j) = Ak1S̃k1H̃k1bk1(j), (4.1.12)

where

S̃k1 =




C̃k1(L̃s1) . . . C̃k1(1)

0, . . . ,0︸ ︷︷ ︸
M−1

C̃k1(L̃s1) . . . C̃k1(1)

. . .
. . .

0, . . . ,0︸ ︷︷ ︸
M−1

C̃k1(L̃s1) . . . C̃k1(1)




︸ ︷︷ ︸
P0N0×(P0M−M+L̃s1)(L+1)

, (4.1.13)

H̃k1 =




hk1

. . .

hk1




︸ ︷︷ ︸
P0M−M+L̃s1 blocks

, (4.1.14)
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and

bk1(j) = [bk1(jM − Ls1 + 1), . . . , bk1((j + P0)M − 1)]T . (4.1.15)

If we introduce the following notations:

Gk0 = Ak0Sk0Hk0,

G̃k1 = Ak1S̃k1H̃k1,

G = [G10, . . . ,GK00, G̃11, . . . , G̃K11],

and

b(j) = [bT
10(j), . . . ,b

T
K00(j),b

T
11(j), . . . ,b

T
K11(j)]

T ,

then the resulting received signal within the above low-rate processing interval is

y(j) =

K0∑

k=1

yk0(j) +

K1∑

k=1

yk1(j) + z(j)

= Gb(j) + z(j), (4.1.16)

where z(j) is the corresponding noise vector. A data matrix is formed by concatenating

the received signal vectors

Y = [y(j), . . . ,y(j + J0 − P0)]

= G [b(j), . . . ,b(j + J0 − P0)]︸ ︷︷ ︸
B

+ [z(j), . . . , z(j + J0 − P0)]︸ ︷︷ ︸
Z

. (4.1.17)
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4.1.2 High-rate Signal Model

For high-rate signal modelling, M processing intervals should be considered. As shown

in Fig. 4.1, the mth high-rate processing interval consists of all the mth high-rate bit

durations of P1 successive low-rate symbol periods, where P1 is referred to as high-rate

smoothing factor.

For user k0, we denote C
(m)
k0

∆
= [C

(m)H

k0 (1),C
(m)H

k0 (2)]H , where C
(m)
k0 (l) = Ck0(l)(mN1+

1 : (m + 1)N1, :), l = 1, 2. Collecting the chip-rate samples within the mth high-rate pro-

cessing interval yields y
(m)
k0 (j) = [yk0(jN0+mN1), . . . , yk0(jN0+(m+1)N1−1), . . . , yk0((j+

P1 − 1)N0 + mN1), . . . , yk0((j + P1 − 1)N0 + (m + 1)N1 − 1)]T , which can be written as

y
(m)
k0 (j) = Ak0S

(m)
k0 Hk0bk0(j), (4.1.18)

where

S
(m)
k0 =




C
(m)
k0 (2) C

(m)
k0 (1)

. . .
. . .

C
(m)
k0 (2) C

(m)
k0 (1)




︸ ︷︷ ︸
P1N1×(P1+1)(L+1)

. (4.1.19)

Note that for each low-rate user, the actual number of data bits present within the mth

high-rate processing interval might change with the index m. If 0 ≤ m < Ls1 − 1, the

actual number of data bits is P1 + 1; otherwise P1.

The received signal due to user k1 within the mth high-rate processing interval can be

written as

y
(m)
k1 (j) = Ak1Sk1Hk1b

(m)
k1 (j), (4.1.20)
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where

Sk1 =




Ck1(Ls1) . . . Ck1(1)

0, . . . ,0︸ ︷︷ ︸
M−1

Ck1(Ls1) . . . Ck1(1)

. . .
. . .

0, . . . ,0︸ ︷︷ ︸
M−1

Ck1(Ls1) . . . Ck1(1)




︸ ︷︷ ︸
P1N1×(P1M−M+Ls1)(L+1)

, (4.1.21)

Hk1 =




hk1

. . .

hk1




︸ ︷︷ ︸
P1M−M+Ls1 blocks

, (4.1.22)

and

b
(m)
k1 (j) = [bk1(jM + m − Ls1 + 1), . . . , bk1((j + P1 − 1)M + m)]T . (4.1.23)

Note that for each high-rate user, the actual number of data bits presenting within each

high-rate processing interval depends on the values of M and Ls1. If Ls1 ≥ M , the actual

number of data bits is P1M − M + Ls1; otherwise P1Ls1.

If we introduce the following notations:

G
(m)
k0 = Ak0S

(m)
k0 Hk0,

Gk1 = Ak1Sk1Hk1,

G(m) = [G
(m)
10 , . . . ,G

(m)
K00,G11, . . . ,GK11],

b(m)(j) = [bT
10(j), . . . ,b

T
K00(j),b

(m)T

11 (j), . . . ,b
(m)T

K11 (j)]T ,

then the resulting received signal within the mth high-rate processing interval is

y(m)(j) = G(m)b(m)(j) + z(m)(j), (4.1.24)
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where z(m)(j) is the corresponding noise vector. The data matrix can be formed by

Y(m) = [y(m)(j), . . . ,y(m)(j + J1 − P1)]

= G(m) [b(m)(j), . . . ,b(m)(j + J1 − P1)]︸ ︷︷ ︸
B(m)

+ [z(m)(j), . . . , z(m)(j + J1 − P1)]︸ ︷︷ ︸
Z(m)

.

(4.1.25)

4.2 Dual-rate Blind Channel Estimation

Based on the above signal models, this section develops the low-rate and high-rate blind

channel estimators for dual-rate DS/CDMA by exploiting the subspaces of Y and Y(m)

that contain the relevant channel information due to (4.1.17) and (4.1.25).

4.2.1 Low-rate Blind Channel Estimation

We first consider the noise free case. As in the standard subspace algorithm, a subspace

decomposition can be performed on Y by an SVD

Y =
[
Us Un

]

Λs 0

0 0




V

H
s

VH
n


 , (4.2.1)

where the vectors in Us, associated with the singular values in diagonal matrix Λs, span

the signal subspace defined by the columns of G, whereas the vectors in Un, associated

with the zero singular values, span the orthogonal complement of Us (and hence of G).

The dimension of the signal subspace is ds = K0(P0 + 1) + K1(P0M −M + L̃s1), and that

of its orthogonal complement is dn = P0N0 − ds. In order to achieve blind identifiability,

we assume that B is full row rank and G is full column rank [27]. This means that the

values of J0 and P0 need to be carefully specified.
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For convenience of presentation, let us define Un = [UH
n (1), . . . ,UH

n (P0)]
H and Us =

[UH
s (1), . . . ,UH

s (P0)]
H , where Un(p) and Us(p) (p = 1, . . . , P0) are N0 × dn and N0 × ds

sub-matrices, respectively. Since Un is orthogonal to the columns of G, we have

UH
n Gk0 = 0, (4.2.2)

and

UH
n G̃k1 = 0. (4.2.3)

For user k0, substituting Gk0 = Ak0Sk0Hk0 into (4.2.2), we have

UH
n Sk0Hk0 = 0, (4.2.4)

which can be rewritten as

QH
0 Ck0hk0 = 0, (4.2.5)

where

Q0 =


Un(P0) . . . Un(1)

Un(P0) . . . Un(1)




︸ ︷︷ ︸
2N0×(P0+1)dn

. (4.2.6)

Equation (4.2.5) yields a set of (P0+1)dn linear equations with (L+1) unknown variables.

To determine hk0 up to a scalar, a necessary condition is

(P0 + 1)dn ≥ L. (4.2.7)

In the presence of noise, since only a perturbed version of Q0 can be obtained, (4.2.5)

can be replaced by the least-squares criterion [107]

ĥk0 = arg min
‖hk0‖=1

hH
k0C

H
k0Q0Q

H
0 Ck0hk0. (4.2.8)
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The solution of this optimization problem is the eigenvector corresponding to the minimum

eigenvalue of CH
k0Q0Q

H
0 Ck0.

Similarly, for user k1, substituting G̃k1 = Ak1S̃k1H̃k1 into (4.2.3), we have

UH
n S̃k1H̃k1 = 0, (4.2.9)

of which an alternative form is

QH
1 C̃k1hk1 = 0, (4.2.10)

where

Q1 =




Un(P0) . . . Un(2) 0, . . . ,0︸ ︷︷ ︸
M−1

Un(1)

. . .
. . .

Un(P0) . . . Un(2) 0, . . . ,0︸ ︷︷ ︸
M−1

Un(1)




︸ ︷︷ ︸
L̃s1N0×(P0M−M+L̃s1)dn

. (4.2.11)

Equation (4.2.10) yields a set of (P0M−M +L̃s1)dn linear equations, and thus a necessary

condition for determining hk1 up to a scalar is

(P0M − M + L̃s1)dn ≥ L. (4.2.12)

Also, it is easy to see from (4.2.10) that in the least-squares sense, the estimate ĥk1

of hk1 can be obtained as the eigenvector corresponding to the minimum eigenvalue of

C̃H
k1Q1Q

H
1 C̃k1.

4.2.2 High-rate Blind Channel Estimation

Similar to its low-rate counterpart, for the high-rate blind channel estimator, an SVD

can be performed on Y(m), and then U
(m)
s , whose columns span the signal subspace, and
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U
(m)
n , whose columns span the orthogonal complement of U

(m)
s , can be obtained. The

dimension of the signal subspace is d
(m)
s , which is equal to the actual number of data bits

presenting within the mth high-rate processing interval. From our previous analysis in

Section 4.1, it can be seen that d
(m)
s might change with the index m and has a maximum

of K0(P1 + 1)+K1(PM −M + Ls1). The dimension of the orthogonal complement of the

signal subspace is d
(m)
n = P1N1 − d

(m)
s . In order to achieve blind identifiability, we assume

that matrix G(m) has full column rank, and matrix B(m) is of full row rank [27]. As a

result, the values of J1 and P1 need to be carefully specified.

Let U
(m)
n = [U

(m)H

n (1), . . . ,U
(m)H

n (P1)]
H , where U

(m)
n (p) (p = 1, . . . , P1) are N1×d

(m)
n

sub-matrices. For user k0, we can derive

Q
(m)H

0 C
(m)
k0 hk0 = 0 (4.2.13)

from

U(m)H

n S
(m)
k0 Hk0 = 0, (4.2.14)

where

Q
(m)
0 =


U

(m)
n (P1) . . . U

(m)
n (1)

U
(m)
n (P1) . . . U

(m)
n (1)




︸ ︷︷ ︸
2N1×(P1+1)d

(m)
n

. (4.2.15)

Considering that channel information of each low-rate user spans one complete low-rate

symbol period, in the least-squares sense, (4.2.13) can be solved by the following opti-

mization problem

ĥk0 = arg min
‖hk0‖=1

M−1∑

m=0

C
(m)H

k0 Q
(m)
0 Q

(m)H

0 C
(m)
k0 . (4.2.16)
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Obviously, hk0 can be estimated as the eigenvector corresponding to the minimum eigen-

value of
∑M−1

m=0 (C
(m)H

k0 Q
(m)
0 Q

(m)H

0 C
(m)
k0 ). Additionally, a necessary condition for deter-

mining hk0 up to a scalar is
∑M−1

m=0 (P1 + 1)d
(m)
n ≥ L.

For user k1, from

U(m)H

n Sk1Hk1 = 0, (4.2.17)

we can obtain

Q
(m)H

1 Ck1hk1 = 0, (4.2.18)

where

Q
(m)
1 =




U
(m)
n (P1) . . . U

(m)
n (2) 0, . . . ,0︸ ︷︷ ︸

M−1

U
(m)
n (1)

. . .
. . .

U
(m)
n (P1) . . . U

(m)
n (2) 0, . . . ,0︸ ︷︷ ︸

M−1

U
(m)
n (1)




︸ ︷︷ ︸
Ls1N1×(P1M−M+Ls1)d

(m)
n

. (4.2.19)

Then hk1 can be estimated as the eigenvector corresponding to the minimum eigenvalue

of CH
k1(
∑M−1

m=0 Q
(m)
1 Q

(m)H

1 )Ck1. Also, a necessary condition for determining hk1 up to a

scalar is
∑M−1

m=0 (P1M − M + Ls1)d
(m)
n ≥ L.

4.3 Adaptive Implementations

It is noteworthy that for low-rate blind channel estimation, in accordance with (4.2.6), we

can obtain

Q0Q
H
0 =


 F(1) F(2)

FH(2) F(1)


 . (4.3.1)
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where

F(l) =

P0∑

p=l

Un(p − l + 1)UH
n (p), l = 1, 2. (4.3.2)

Considering that UnU
H
n + UsU

H
s = IP0N0 , we have

F(1) = P0IN0 −
P0∑

p=1

Us(p)UH
s (p) (4.3.3)

F(l) = −
P0∑

p=l

Us(p − l + 1)UH
s (p), l 6= 1. (4.3.4)

Therefore, (4.2.8) can also be represented only using the information of the signal subspace.

Let us factorize L̃s1 as L̃s1 = η̃M+q̃, where both η̃ and q̃ are integers and 0 ≤ q̃ ≤ M−1.

Based on (4.2.11), it is found that the structure of the L̃s1N0 × L̃s1N0 matrix Q1Q
H
1

depends on the value of M . For example, when M = 3, q̃ ∈ {0, 1, 2}. For q̃ = 2, we have

Q1Q
H
1 =




F(1) 0 0 . . . F(η̃) 0 0 F(η̃ + 1) 0

0
. . . F(η̃ + 1)

0
. . . 0

...
. . . 0

FH(η̃)
. . . F(η̃)

0
. . .

...

0
. . . 0

FH(η̃ + 1)
. . . 0

0 FH(η̃ + 1) 0 0 FH(η̃) . . . 0 0 F(1)




,

(4.3.5)

where F(l) (l = 1, . . . , η̃ + 1) are defined by (4.3.3) and (4.3.4). For q̃ = 1 and q̃ = 0, the

last one and two, respectively, block matrix rows and columns should be removed from

(4.3.5). This means that an equivalent form of Q1Q
H
1 , which only employs the information
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of the signal subspace, is also available. Similarly, for high-rate blind channel estimation,

both Q
(m)
0 Q

(m)H

0 and Q
(m)
1 Q

(m)H

1 can also be expressed by only using the information

of the signal subspace. Therefore, for the proposed dual-rate blind channel estimation

schemes, channel estimates can be obtained as long as an orthonormal basis of the signal

subspace is identified.

As a consequence, the adaptive algorithm for low-rate blind channel estimation can be

summarized as follows:

1. Estimation of an orthonormal basis of the signal subspace Us from y(j) using the

orthonormal PAST algorithm [108];

2. Computation of matrix CH
k0Q0Q

H
0 Ck0 (for low-rate users) or matrix C̃H

k1Q1Q
H
1 C̃k1

(for high-rate users);

3. Estimation of hki by performing the SVD on the matrice obtained in Step 2.

The adaptive algorithm for high-rate blind channel estimation can likewise be derived. As

to the details of the orthonormal PAST algorithm, please refer to Table 3.1. The main

computational burden of the above algorithms comes from the estimation of the signal

subspace. In fact, it can be shown that the computational complexity for low-rate blind

channel estimation is 4P0N0ds + O(d2
s) flops per iteration, and that for high-rate blind

channel estimation is 4P1N1
∑M−1

m=0 d
(m)
s + O(

∑M−1
m=0 d

(m)2

s ) flops per iteration. Therefore,

in the case that P0 = P1, the complexity of adaptive low-rate blind channel estimation

becomes much higher than that of its high-rate rival as the rate ratio M increases.
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4.4 Dual-rate Blind MMSE Detection

As mentioned in Section 3.4, after the desired spatial signature is obtained based on the

orthonormal PAST algorithm, the desired spatio-temporal signature can be constructed.

The adaptive ST dual-rate blind MMSE detection for the AWGN channel can then be

developed based on the updated signal subspace and an intermediate variable of the or-

thonormal PAST algorithm. Accordingly, in the context of frequency selective multipath

channel, the adaptive dual-rate blind MMSE detection can also be derived based on the

orthonormal PAST algorithm as long as the desired signal vector is identified. The issue

to be addressed below is how the desired signal vector is related to the desired channel

vector.

For low-rate blind MMSE detection, in accordance with (4.1.7) and (4.1.12), the signal

vector corresponding to the data bit bk0(j) can be represented by

vk0 = Sk0(:, L + 2 : 2L + 2)hk0, (4.4.1)

while the signal vector corresponding to the data bit bk1(jM + m) (m = 0, . . . , M − 1)

can be written by

v
(m)
k1 = S̃k1(:, (Ls1 + m − 1)(L + 1) + 1 : (Ls1 + m)(L + 1))hk1. (4.4.2)

For high-rate blind MMSE detection, in terms of (4.1.18), for the data bit bk0(j), the

corresponding signal vector within the mth high-rate processing interval can be represented

by

v
(m)
k0 = S

(m)
k0 (:, L + 2 : 2L + 2)hk0. (4.4.3)
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For the data bit bk1(jM + m) (m = 0, . . . , M − 1), in accordance with (4.1.20), the

corresponding signal vector can be given by

vk1 = Sk1(:, (Ls1 − 1)(L + 1) + 1 : Ls1(L + 1))hk1. (4.4.4)

4.5 Numerical Examples

In all the simulations, a dual-rate system with three low-rate users and two high-rate users

has been considered. User 1 is the desired low-rate user and user 4 is the desired high-rate

user. The spreading factor for high-rate users is 16, and the rate ratio is 2. The spreading

factor for low-rate users is thus 32. Both low-rate and high-rate smoothing factors are set

to be 3. For all the users, the binary code sequences and the channels with order 31 are

generated randomly. The near-far ratio is 10dB. For the orthonormal PAST algorithm,

the forgetting factor is set to be α = 0.9999, and the matrix Us is initialized to be a

random orthonormal matrix.

First, the performances of the proposed adaptive dual-rate blind channel estimation

algorithms are validated. The performance measure is the averaged root mean-squared

error (RMSE) between estimated channel and true channel. Note that there is a com-

plex constant ambiguity involved in the channel estimates. During the simulations, the

real constant part of ambiguity is handled by assigning the true channels hki unit norm.

However, without further processing, we can not resolve the phase ambiguity. Thus, to cal-

culate the simulated RMSE, the complex phase ambiguity is compensated by multiplying

the estimates by ejθ̂, where the phase estimate θ̂ is obtained by minimizing the distance
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‖hki − ejθ̂ĥki‖2 and is equal to θ̂ = phase(ĥH
kihki). As a consequence, the averaged RMSE

is

RMSE =
1

P

P∑

i=1

√
2 − 2‖ĥH

kihki‖, (4.5.1)

where the number of algorithm runs is P = 1500.

Fig. 4.2 shows the channel estimation RMSE versus the number of iterations, where

the SNR of the desired user is 10dB. Clearly, the adaptive algorithms for both low-rate

and high-rate blind channel estimation converge. However, the low-rate algorithm per-

forms better than the high-rate algorithm, with a cost of increasing the computational

complexity. Fig. 4.3 shows the channel estimation RMSE versus the SNR of the desired

user after the proposed adaptive algorithms have converged. Note that both algorithms

perform better as the SNR of the desired user increases.

Based on channel estimates obtained in the above simulations, the performances of the

proposed dual-rate blind MMSE detection algorithms have also been evaluated. Fig. 4.4

shows the output SINR versus the SNR of the desired user after the proposed adaptive

algorithms have converged. As a comparison, the single-rate results are also plotted, where

the spreading factor for the equivalent single-rate system is determined by (3.6.1), and

other system parameters are the same. Obviously, the low-rate and single-rate algorithms

outperform the high-rate algorithm. It should also be noted that other than the detection

of the desired low-rate user, the performance of the low-rate algorithm is remarkably

superior to that of the high-rate algorithm for detecting the desired high-rate user. This

is because when the high-rate algorithm is used to detect a high-rate data bit, which
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spans multiple high-rate bit durations due to multipath delay spread, it only exploits

partial information of this high-rate data bit within the corresponding high-rate processing

interval.

4.6 Summary

This chapter has proposed a new adaptive blind channel estimation algorithm for dual-

rate DS/CDMA systems in multipath channels. Based on subspace decomposition, this

algorithm is capable of dealing with large delay spread channels. Its effectiveness has

been confirmed by simulations. Additionally, after the channels are estimated using these

algorithms, the adaptive dual-rate blind MMSE detectors developed in Chapter 3 can be

extended to multipath fading channels.
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Figure 4.2: The channel estimation RMSE versus the number of iterations for (a) the
desired low-rate user and (b) the desired high-rate user.
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Figure 4.3: The channel estimation RMSE versus the SNR for (a) the desired low-rate
user and (b) the desired high-rate user.
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Figure 4.4: The output SINR versus the SNR for (a) the desired low-rate user and (b) the
desired high-rate user.



Chapter 5

Blind Timing Acquisition and
Channel Estimation for Multi-rate
Multicarrier DS/CDMA

In the preceding two chapters, the subspace-based blind approaches for channel estimation

and multiuser detection in multi-rate DS/CDMA systems have been proposed. These

approaches target primarily at single-carrier systems. There has been considerable interest

in multicarrier CDMA systems due to their robustness to multipath fading channels.

However, little has been reported on channel estimation and multiuser detection

for multi-rate multicarrier CDMA.

As stated in Section 1.4, multicarrier CDMA systems may be classified into two cate-

gories, depending upon whether frequency domain or time domain spreading is employed.

Both classes of multicarrier CDMA systems show a similar capability in mitigating the ef-

fects of fading. However, the time spreading class (the so-called multicarrier DS/CDMA),

in general, employs a smaller number of carriers relative to the frequency spreading class,

89
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and thus, is less complex [43]. As a consequence, only multicarrier DS/CDMA is consid-

ered in this chapter.

In multicarrier DS/CDMA systems, to achieve frequency diversity, the same data bit

spread by a narrowband DS waveform is usually transmitted over each carrier and the

received signals are combined to give a more robust data estimate [41]. Such a diversity

scheme incurs lower spectral efficiency, and one possible remedy is to employ higher order

modulation. For such multicarrier DS/CDMA systems, several receiver structures have

been constructed for single-rate systems [43]-[46]. Among these receivers, [46] employed

subspace-based techniques to estimate channel coefficients and to construct a multiuser

detector.

The major contribution of this chapter is that it addresses the application of the

subspace-based technique to timing acquisition and channel estimation issues for multi-

rate multicarrier DS/CDMA. Based on a unified signal model, a joint timing acquisition

and channel estimation scheme is proposed for both MC and VSF multi-rate systems.

It is well known that the operation of any subspace-based technique requires a nonnull

noise subspace. Unfortunately, a nonnull noise subspace is unavailable for multicarrier

DS/CDMA due to the employed band-limited chip waveform. To tackle this problem,

following a similar idea to [46], a finite-length truncation approximation on the chip wave-

form is performed. Numerical results and theoretical analysis show that this approxima-

tion hardly caused any performance degradation of the subspace-based estimators under

moderate near-far situations.

The rest of this chapter is organized as follows. Section 5.1 outlines the received
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signal model. Problem formulation is described in Section 5.2. The channel estimation

and timing acquisition scheme is described in Section 5.3. Simulation results are given

in Section 5.4. In Section 5.5, the effect of the finite-length chip waveform truncation on

the performance of the proposed scheme is investigated. Section 5.6 concludes the work.

Most results presented in this chapter can also be found in [58], [59].

5.1 Signal Model

It has been shown in Section 2.5 that, similar to single-carrier DS/CDMA, MC and VSF

access strategies can also be used for multicarrier DS/CDMA to implement multi-rate

multiuser communications. In addition, the signal model for a multi-rate multicarrier

DS/CDMA system can be established by basic-rate modelling or rate i modelling. Espe-

cially, the basic-rate signal model for the VSF case is also applicable to the MC case.

Let us consider a general VSF multi-rate multicarrier DS/CDMA system defined in

(2.1.1) and (2.1.2), in which there are I different data rates. As for the notation used

below, unless otherwise stated, please refer to Sections 1.6 and 2.2.

Assume that each user uses the same M carriers. The frequency of the mth carrier is

wm. The spreading waveform for the mth carrier of user ki is

skim(t) =

Ni−1∑

l=0

ckim(l)φ(t − lTc), (5.1.1)

where ckim(l) (l = 0, . . . , Ni − 1) is the preassigned spreading code for the mth carrier of

user ki. Assume that the chip waveform φ(t) is band-limited, and the carrier frequencies

are well separated so that adjacent frequency bands do not interfere with each other. Also,
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φ(t) is normalized so that
∫∞
−∞ ‖φ(t)‖2dt = Tc.

The channel is assumed to be a slowly varying frequency selective Rayleigh channel.

The system parameters (e.g., the number of carriers M) can be chosen suitably so that

each frequency band can undergo independent flat fading [43]. Then the received complex

signal is given by

y(t) =
I∑

i=1

Ki∑

k=1

M∑

m=1

Akixkim(t) exp(jwmt) + z(t), (5.1.2)

The signal component xkim(t) due to the mth carrier of user ki is given by

xkim(t) = αkim

∞∑

r=−∞
bki(r)skim(t − rTi − τki), (5.1.3)

where αkim includes the overall effects of phase shifts and fading for the mth carrier of

user ki, and τki ∈ [0, Ti) represents the delay of user ki’s signal with respect to the start

of the processing interval.

The receiver consists of M branches, each of which is in charge of demodulating one

carrier. Assume that the front end filtering at each branch is perfect so that each carrier

can be separated. After down-conversion and filtering, the received signal passes through

a chip-matched filter followed by chip-rate sampling. At the mth branch, the output of

the matched filter at time nTc is given by

ym(n) =
I∑

i=1

Ki∑

k=1

Akixkim(n) + zm(n), (5.1.4)
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where zm(n) denotes the component due to AWGN, and

xkim(n) =

∫ ∞

−∞
xkim(t)φ∗(t − nTc)dt

= αkim

∞∑

r=−∞
bki(r)

Ni−1∑

l=0

ckim(l)φ̂((n − l − rNi)Tc − τki), (5.1.5)

where the function φ̂(t) is the output of chip waveform through chip-matched filter, i.e.,

φ̂(t) =
∫∞
−∞ φ(s)φ∗(s − t)ds. To avoid interchip interference for the desired signal when

it is chip synchronous, the chip waveform is chosen to satisfy the Nyquist criterion, i.e.,

φ̂(nTc) = Tc for n = 0 and φ̂(nTc) = 0 for n 6= 0 [46].

Considering that the received signal y(t) is a cyclostationary stochastic process with

period Tbr, to mitigate the effect of interchip interference in the case of chip asynchronism,

we set the processing interval with duration PTbr, where P is defined as the smoothing

factor. It is evident that for each rate i user, at least Pqi data symbols appear within

this processing interval. Assume that Nbr is the spreading factor for basic rate. At the

mth branch, by collecting PNbr samples within the processing interval, we can define the

following vectors

ym(r) = [ym(rNbr), . . . , ym(rNbr + PNbr − 1)]T ,

xkim(r) = [xkim(rNbr), . . . , xkim(rNbr + PNbr − 1)]T ,

zm(r) = [zm(rNbr), . . . , zm(rNbr + PNbr − 1)]T ,

for i = 1, . . . , I, k = 1, . . . , Ki, and m = 1, . . . , M . Then, the corresponding vectors from
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M branches can be concatenated into the PMNbr-dimensional vectors

y(r) = [yT
1 (r), . . . ,yT

M (r)]T ,

xki(r) = [xT
ki1(r), . . . , r

T
kiM (r)]T ,

z(r) = [zT
1 (r), . . . , zT

M (r)]T ,

for i = 1, . . . , I and k = 1, . . . , Ki. Now, (5.1.4) can be rewritten as

y(r) =
I∑

i=1

Ki∑

k=1

Akixki(r) + z(r). (5.1.6)

5.2 Problem Formulation

It is necessary to further explore the structure of xki(r) so that the received vector y(r)

can be represented in a more refined manner. According to (5.1.5), by defining

hn′

kim(p) =

Ni−1∑

l=0

ckim(l)φ̂((n′Ni + p − l)Tc − τki),

where n′ = jqi − n, and then introducing the following notation:

gn′

kim = [hn′

kim(0), . . . , hn′

kim(PNbr − 1)]T ,

gn′

ki = [gn′T
ki1 , . . . ,gn′T

kiM ]T ,

we can obtain an equivalent form of (5.1.6) as

y(r) =
I∑

i=1

Ki∑

k=1

AkiHki

∞∑

n′=−∞
gn′

kibki(rqi − n′) + z(r), (5.2.1)

where the PMNbr × PMNbr diagonal matrix

Hki = diag


αki1, . . . , αki1︸ ︷︷ ︸

PNbr

, . . . , αkiM , . . . , αkiM︸ ︷︷ ︸
PNbr


 .
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We observe from (5.2.1) that the received signal vector y(r) is a linear combination of an

infinite number of signal vectors. This leads to the null noise subspace and thus disables

the subspace-based techniques. To tackle this problem, following the ideas in [46], a fast

decaying φ̂(t) should be chosen in practice. We further assume that φ̂(t) decays fast

enough so that a given symbol of rate i users makes a significant contribution only to

2Qi (Qi ≥ 1) adjacent symbols. So we can neglect the vectors in (5.2.1) except for those

corresponding to bki(rqi − Qi), . . . , bki(rqi), . . . , bki(rqi + Pqi + Qi − 2) for user ki1. As a

result, (5.2.1) becomes

y(r) =
I∑

i=1

Ki∑

k=1

AkiHki

Qi∑

n′=−Pqi−Qi+2

gn′

kibki(rqi − n′) + z(r)

=
I∑

i=1

Ki∑

k=1

AkiHkiGkibki(r) + z(r), (5.2.2)

where

Gki = [gQi

ki , . . . ,g−Pqi−Qi+2
ki ],

bki(r) = [bki(rqi − Qi), . . . , bki(rqi + Pqi + Qi − 2)]T .

Our aim is to estimate the channel vector hki = [αki1, . . . , αkiM ]T and the delay τki from

the received vector y(r), only with the knowledge of spreading sequences of the desired

user.

5.3 Timing Acquisition and Channel Estimation

At first, let us estimate the channel vector hki on the assumption that τki is known. For

convenience and without loss of generality, we assume that the columns of matrix G are

1In fact, in the case of τki = 0, only g
0
ki, . . . ,g

−Pqi+1
ki exist.
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linear independent [95], where

G = [A11H11G11, . . . , AK11HK11GK11, . . . , A1IH1IG1I , . . . , AKIIHKIIGKII ].

The rank of matrix G, ds, is equal to the number of data symbols within the processing

interval. Its value depends on how many users are symbol- or chip-synchronous with

respect to the start of the processing interval. ds has a maximum of
∑I

i=1 KiLi where

Li
∆
= Pqi + 2Qi − 1.

An eigen-decomposition can be performed on the autocorrelation matrix R of the

received vector y(r) by

R
∆
= E{y(r)yH(r)}

=
[
Us Un

]

Λs

Λn




U

H
s

UH
n


 , (5.3.1)

where Λs = diag(λ1, . . . , λds
) contains the ds largest eigenvalues of R in descending or-

der, and Us = [u1, . . . ,uds
] contains the corresponding orthonormal eigenvectors; Λn =

σ2IPMNbr−ds
, and Un = [uds+1, . . . ,uPMNbr

] contains dn = PMNbr − ds orthonormal

eigenvectors that corresponding to the eigenvalue σ2. The vectors in matrix Us span the

signal subspace defined by the columns of G whereas the vectors in Un span the noise

subspace, orthogonal complement of the signal subspace.

Due to the orthogonality between the noise subspace and the signal subspace, we have

UH
n HkiGki = 0, i = 1, . . . , I; k = 1, . . . , Ki. (5.3.2)
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It is desirable to represent (5.3.2) in terms of the channel vector hki. By defining

Un =




Un

. . .

Un




︸ ︷︷ ︸
Li blocks

,

and

Gn
ki =




gn
ki1

. . .

gn
kiM


 , n = −Pqi − Qi + 2, . . . , Qi,

Gki =




GQi

ki

...

G−Pqi−Qi+2
ki


 ,

for i = 1, . . . , I and k = 1, . . . , Ki, we can obtain an equivalent form of (5.3.2), i.e.,

UH
n Gkihki = 0, i = 1, . . . , I; k = 1, . . . , Ki. (5.3.3)

Since UH
n Gki has dnLi rows, hki can be uniquely determined up to a multiplicative constant

only if dnLi ≥ M − 1.

Considering that in practice, the noise subspace can just be derived from spectral

decomposition of the time-average estimate of R, (5.3.3) can be solved in the least-squares

sense [107]

ĥki = arg min
‖hki‖=1

hH
kiWhki. (5.3.4)

The solution of this optimization problem is the eigenvector corresponding to the minimum

eigenvalue of W, where

W
∆
= GH

kiUnUH
n Gki. (5.3.5)
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The above channel estimation scheme assumes that τki is known. In practice, we

must perform joint timing and channel estimation for the desired user because of the

unavailable value of τki. Following a similar approach in [46], the procedure for joint

timing and channel estimation can be summarized as follows:

1. Hypothesize a value for τki ∈ [0, Ti) and construct the matrices Gki(τki) and W(τki);

2. Obtain a estimate ĥki(τki) for this τki via (5.3.4);

3. Calculate the cost function

C(τki) =
ĥH

ki(τki)W(τki)ĥki(τki)

ĥH
ki(τki)GH

ki(τki)Gki(τki)ĥki(τki)
; (5.3.6)

4. Repeat step 1 to 3 for different values of τki;

5. Choose the timing estimate τ̂ki which minimizes the cost function C(τki) and the

corresponding channel estimate is ĥki(τ̂ki).

Obviously, in practice, a finite number of hypothesized values of τki should be selected in

the interval [0, Ti). Since the cost function C(τki) is a one-dimensional continuous function

of τki, an optimal estimate τ̂ki can be approximated if a sufficient number of hypotheses

are given. After the noise subspace is estimated, the overall computational complexity

of joint timing and channel estimation algorithm is directly proportional to the number

of hypotheses. Therefore, it is necessary to make a performance/complexity tradeoff. In

addition, in order to improve computational efficiency, we can store gn
ki1, . . . ,g

n
kiM (n =

−Pqi−Qi+2, . . . , Qi) for all hypotheses in a lookup table, with a cost of increasing storage

requirements.
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After timing and channel estimates are obtained via the above scheme, the subspace-

based blind MMSE detector can easily be constructed as long as the desired signal vector

is identified. The issue now is how the desired signal vector is related to the desired

channel vector. In accordance with (5.2.2), the signal vector corresponding to the data

bit bki(rqi − n) (n = −qi + 1, . . . , 0) can be represented by

pn
ki = Hkig

n
ki = Gn

kihki. (5.3.7)

Then the linear MMSE detector for demodulating bki(rqi −n) (n = −qi +1, . . . , 0) can be

given by [24]

wn = UsΛ
−1
s UH

s pn
ki. (5.3.8)

5.4 Numerical Examples

We compare the performance of the joint timing and channel estimation scheme for dual-

rate MC and VSF systems. The batch EVD is used for subspace decomposition. For a

fair comparison, in terms of [95], we established the following baseline:

• Both systems have the same chip rate and thus same system bandwidth;

• The numbers of rate i users are same in both systems;

• Identical duration of observation in both systems;

• Identical length of observation vector y(r) in both systems, which can be imple-

mented by the suitable choice of the smoothing factor;
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Table 5.1: Simulation Settings

Parameters VSF System MC System

Number of users K1 = 3, K2 = 2 12 basic-rate users

Spreading Factor N1 = 15, N2 = 10 30

Smoothing Factor 2 2

Number of Carriers 2 2

Duration of Observation 1800 high rate or 600 basic-rate symbols
1200 low rate symbols

• The channel coefficients αkim are generated according to a complex Gaussian distri-

bution with zero mean and unit variance, and the delay τki is uniformly generated

in [0, Ti);

• The binary spreading sequences are randomly generated in both systems in order to

eliminate any dependence of performance on the code correlations.

Let us consider a dual-rate case where the rate ratio is 2:3, i.e., q1 = 2 and q2 = 3.

In terms of the above baseline, simulation parameters are shown in Table 5.1. In both

systems, a raised-cosine function with roll-off factor 0.15 is used as chip waveform, i.e.,

φ̂(t) =
sin(πt/Tc)

πt/Tc

cos(0.15πt/Tc)

1 − 0.09t2/T 2
c

. (5.4.1)

The dimension of the signal subspace is set to be its maximum, i.e., ds =
∑I

i=1 KiLi.

Assume that a given symbol of each user only influences two adjacent symbols. Therefore,

ds = 36 for the VSF system and ds = 45 for the MC system. The hypothesized values of

τki are selected within [0, Ti) with spacing 0.05Tc. Thus, for the VSF system, the number

of hypotheses is 300 for low-rate users and 200 for high-rate users; while it is 600 for the

MC system. 1500 realizations are used to generate all results.
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For both VSF and MC systems, Fig. 5.1 shows the probability of acquisition of the

desired user under various near-far ratios. When the obtained timing estimate is more

than 0.5Tc away from the true value, we assume that an acquisition failure occurs [29].

We can observe that the probability of acquisition for both low-rate and high-rate users

can approach 1 as the SNR of the desired user increases. In contrast, an increase of the

near-far ratio may cause the probability of acquisition to decrease. However, even in severe

near-far situations (near-far ratio=40dB), the probability of acquisition is still larger than

0.983 when the SNR of the desired user is greater than 14dB.

Fig. 5.2 summarizes the RMSE of channel estimation for both VSF and MC systems.

It can be seen from Fig. 5.2 that the channel estimation scheme is resistant to moderate

near-far effects (near-far ratio≤10dB) for both low-rate and high-rate users. However,

in severe near-far situations (near-far ratio=40dB), the channel estimation scheme fails.

The reason behind this is that the NFR of the subspace-based channel estimator for

multicarrier DS/CDMA with band-limited chip waveform is zero [46]. It is noteworthy

that for mild near-far situations (near-far ratio≤10dB) and moderate range of the SNR,

the VSF system outperforms the MC system. This is because the desired symbol in the

VSF system suffers from less MAI than that in the MC system. However, we can observe

that the MC system is less vulnerable to severe near-far situations than the VSF system

since the longer spreading factor increases the tolerance of the system toward the MAI.

We employ timing and channel estimates obtained previously to construct the MMSE

receivers and investigate their performances. The employed performance measure is the

output SINR. As a comparison, the results of the MRC receiver with perfect channel



102

6 8 10 12 14 16 18 20 22
0.955

0.96

0.965

0.97

0.975

0.98

0.985

0.99

0.995

1

SNR(dB)

P
ro

ba
bi

lit
y 

of
 a

cq
ui

si
tio

n 
(lo

w
−

ra
te

 u
se

r)

MC, near−far ratio=0dB
MC, near−far ratio=10dB
MC, near−far ratio=40dB
VSF, near−far ratio=0dB
VSF, near−far ratio=10dB
VSF, near−far ratio=40dB

(a)

6 8 10 12 14 16 18 20 22
0.955

0.96

0.965

0.97

0.975

0.98

0.985

0.99

0.995

1

SNR(dB)

P
ro

ba
bi

lit
y 

of
 a

cq
ui

si
tio

n 
(h

ig
h−

ra
te

 u
se

r)

MC, near−far ratio=0dB
MC, near−far ratio=10dB
MC, near−far ratio=40dB
VSF, near−far ratio=0dB
VSF, near−far ratio=10dB
VSF, near−far ratio=40dB

(b)

Figure 5.1: The probability of acquisition for (a) the desired low-rate user and (b) the
desired high-rate user.
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Figure 5.2: The channel estimation RMSE for (a) the desired low-rate user and (b) the
desired high-rate user.
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information and the single-rate case are also plotted. For equivalent single-rate system,

the spreading factor is determined by (3.6.1) and equal to 12. Thus, in terms of the

above baseline, the smoothing factor is 5, and the duration of observation includes 1,500

equivalent single-rate symbols. It can be seen from Fig. 5.3 that for mild near-far situations

(near-far ratio≤10dB) and moderate range of the SNR, the output SINR of the VSF

system is better than the single-rate system, while the latter outperforms the MC system.

In addition, as the SNR of the desired user increases, the MMSE receiver has a prominent

advantage over the MRC receiver.

5.5 Performance Analysis

In the development of the subspace-based channel estimator, each rate i user is assumed to

contribute at most Li linearly independent vectors to the received vector y(r). However, in

fact, each user contributes an infinite number of signal vectors because the employed chip

waveform is not time-limited. In this section, we analyze the channel estimation error due

to the finite-length truncation of chip waveform by exploiting the first-order perturbation

approximation in [110]. Similar to [46], we treat the vectors in (5.2.1) from symbols other

than bki(rqi − n) (n = −Pqi − Qi + 2, . . . , Qi), for k = 1, . . . , Ki and i = 1, . . . , I, as

perturbations to the unperturbed observation vector y(r) obtained by the finite-length

truncation approximation in (5.2.2). For convenience, we assume that the perturbation

vectors are numbered starting from ds + 1.

As stated before, ul (l = 1, . . . , PMNbr) denote the eigenvectors corresponding to the

eigenvalues (in descending order) of the unperturbed correlation matrix R. The first ds
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Figure 5.3: The output SINR for (a) the desired low-rate user and (b) the desired high-rate
user.
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eigenvectors span the unperturbed signal subspace, and the remaining eigenvectors span

the unperturbed noise subspace. Since the signal vectors from all the users span the entire

PMNbr-dimensional space [46], the perturbation vectors in (5.2.1), denoted by vr, for

r ≥ ds + 1, can be represented as

vr =

PMNbr∑

l=1

erlul. (5.5.1)

By defining a PMNbr×PMNbr matrix Ω, whose (k, l)th element, for k, l = 1, . . . , PMNbr,

is given by εkl =
∑∞

r=ds+1 erke
∗
rl, and using (5.5.1), we obtain the perturbed correlation

matrix R̃ as

R̃ = R + E, (5.5.2)

where

E =

PMNbr∑

k=1

PMNbr∑

l=1

εkluku
H
l

=
[
Us Un

]
Ω


U

H
s

UH
n


 . (5.5.3)

For simplicity, we assume that a perfect estimate of the perturbed correlation matrix R̃

is obtained from the samples of the perturbed vector. An eigen-decomposition can be

performed on the perturbed correlation matrix

R̃ =
[
Ũs Ũn

]

Λ̃s

Λ̃n




Ũ

H
s

ŨH
n


 , (5.5.4)

where Λ̃n = σ2Idn
and the vectors in Ũn span the perturbed noise subspace. Let us

introduce ∆Un as the difference between Ũn and Un as well as ∆Λn as the difference

between Λ̃n and Λn.
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From (5.3.3), the first-order approximation of perturbation to the channel estimation

assumes the form [110]

∆hki ≈ −(UH
n Gki)

†∆UH
n Gkihki. (5.5.5)

What remains is to derive the first-order approximation of ∆UH
n . Note that in accordance

with (5.5.4), we have

ŨH
n R̃ = Λ̃nŨ

H
n

= (σ2Idn
+ ∆Λn)(Un + ∆Un)H

= σ2UH
n + ∆ΛnU

H
n + σ2∆UH

n + ∆Λn∆UH
n . (5.5.6)

We can obtain from (5.5.2) and (5.5.3)

ŨH
n R̃ = (Un + ∆Un)H(R + E)

= UH
n R̃ + ∆UH

n R + ∆UH
n E. (5.5.7)

By neglecting the second-order terms ∆Λn∆UH
n in (5.5.6) and ∆UH

n E in (5.5.7), we have

∆UH
n (R − σ2IPMNbr

) ≈ ∆ΛnU
H
n − UH

n (R̃ − σ2IPMNbr
). (5.5.8)

Right-multiplying both sides of (5.5.8) by Us(Λs − σ2Ids
)−1UH

s Gn
kihki (n = −Pqi −Qi +

2, . . . , Qi) and noting that Gn
kihki (n = −Pqi −Qi + 2, . . . , Qi) lies in the column space of

Us, we have

∆UH
n Gn

kihki ≈ −UH
n (R̃ − σ2IPMNbr

)Us(Λs − σ2Ids
)−1UH

s Gn
kihki. (5.5.9)

Note that it is easy to derive from (5.5.2),

UH
n R̃ = σ2UH

n + Υ


U

H
s

UH
n


 , (5.5.10)
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where Υ is the dn × PMNbr submatrix of Ω defined by Υ = [0dn×ds
Idn

]Ω. Substituting

(5.5.10) into (5.5.9) leads to

∆UH
n Gn

kihki ≈ −Γ(Λs − σ2Ids
)−1UH

s Gn
kihki, (5.5.11)

where Γ is the dn × ds submatrix of Υ defined by Γ = Υ[Ids
0ds×dn

]H . As a result, in

accordance with (5.5.5), we have

∆hki ≈ (UH
n Gki)

†




Γ(Λs − σ2Ids
)−1UH

s pQi

ki

...

Γ(Λs − σ2Ids
)−1UH

s p−Pqi−Qi+2
ki


 . (5.5.12)

We can see from (5.5.12) that the channel estimation error is determined by ‖Γ‖ and

the projections of the signal vectors from the desired user onto the eigenvectors of the

unperturbed signal subspace, as well as the reciprocals of their corresponding eigenvalues.

Intuitively, ‖Γ‖ can be made small (relative to ‖R‖) by using a fast decaying chip wave-

form. Moreover, when the powers of the interferers increase, ‖Γ‖ and the eigenvalues of

the unperturbed subspaces increase at roughly the same rate. Hence, the channel estima-

tion error can be made small in moderate near-far situations. However, the increase in

interferer powers changes the structure of the signal subspace, which is the basis of the

subspace-based techniques. As a consequence, the channel estimation error increases as

the near-far effect gets more severe.

To illustrate the discussion above with numerical examples, we reconsider the dual-rate

system in Section 5.4. Here we assume that the receiver is synchronized to the desired

user. Fig. 5.4 shows the exact value of ‖∆hki‖ and its first-order approximation given

by (5.5.12). It can be observed that the finite truncation effect is negligible (‖∆hki‖ is
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small) in the moderate near-far situation (near-far ratio=10dB). Moreover, the first-order

approximation is very accurate.

5.6 Summary

This chapter addresses the timing acquisition and channel estimation issue for multi-rate

multicarrier DS/CDMA. Based on finite-length truncated approximation on the band-

limited chip waveform, a subspace based scheme has been proposed, which is capable of

dealing with both MC and VSF multi-rate systems. The effectiveness of the proposed

timing and channel estimation schemes has been confirmed by numerical simulations and

theoretical analysis.

Note that a main computational burden of the proposed scheme comes from subspace

decomposition using batch EVD. It can be seen from (5.3.5) that an orthonormal basis

of the noise subspace, rather than the complete subspace information, is required for the

calculation of the matrix W. It is worth noting that UnUH
n can be further represented by

UnUH
n =




UnU
H
n

. . .

UnU
H
n




︸ ︷︷ ︸
Li blocks

. (5.6.1)

Since UsU
H
s +UnU

H
n = IPMNbr

, an alternative form of (5.3.5), which is based on the signal

subspace representation, has been obtained. Therefore, the adaptive subspace tracking

algorithms with lower complexity, such as the orthonormal PAST algorithm [108], can be

used instead of the batch EVD to estimate an orthonormal basis of the signal subspace,

leading to a much reduced complexity.
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Figure 5.4: The channel estimation RMSE for (a) the desired low-rate user and (b) the
desired high-rate user.



Chapter 6

Conclusions

6.1 Thesis Summary

This thesis consists of two parts. The first part includes the first two chapters. Chapter

1 starts with the basic concepts of cellular wireless communications. The non-blind and

blind approaches for multiuser detection and channel estimation in single-rate DS/CDMA

systems are then reviewed for both single-carrier and multicarrier cases. Chapter 2 deals

with the multiuser detection issue for multi-rate DS/CDMA. After a brief description of

multi-rate CDMA access strategies, the methodology for multi-rate signal modelling is

summarized. Then the existing multiuser detection and channel estimation techniques for

multi-rate DS/CDMA are reviewed, with an emphasis on blind approaches.

It is found that the existing blind approaches for multi-rate multiuser detection focus

on constrained optimization methods, which only deal with the case where the delay

spread is only a small fraction of the symbol period. Note that for single-rate systems, the

subspace-based techniques have been proved to have capability for handling large delay

spread cases. As a consequence, the second part of this thesis has investigated the use

111
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of the subspace-based techniques for blind channel estimation and multiuser detection in

multi-rate DS/CDMA systems, involving in the following three chapters. Chapters 3 and

4 handle the single-carrier cases, while Chapter 5 deals with multicarrier scenarios.

In Chapter 3, ST low-rate and high-rate blind linear detectors, i.e., blind decorrelators

and blind MMSE detectors, are proposed for synchronous dual-rate systems over AWGN

channels. It has been proven that a) ST low-rate blind linear detectors can support no less

users than their high-rate counterparts (assuming that all the other system parameters

are same); b) the BER performance of low-rate blind decorrelator is not inferior to that of

high-rate blind decorrelator. The above conclusions are further generalized to synchronous

multi-rate scenarios, and the asynchronous extension is discussed. Additionally, the two-

stage ST dual-rate blind detectors, which combine the adaptive purely temporal dual-rate

blind MMSE detectors and the non-adaptive MVDR beamformer, are presented.

Chapter 4 presents the low-rate and high-rate blind channel estimation schemes for

asynchronous dual-rate systems over frequency-selective multipath channels. After adap-

tive implementations are developed based on the orthonormal PAST algorithm, the dual-

rate blind MMSE detection for the AWGN channels is extended to multipath channels. It

has been shown that the low-rate algorithm outperforms the high-rate algorithm for both

channel estimation and detection.

In Chapter 5, based on a finite-length truncation approximation of the band-limited

chip waveform, a blind timing acquisition and channel estimation scheme is developed

for multi-rate multicarrier DS/CDMA. It is shown by numerical results and theoreti-

cal analysis that this approximation hardly caused any performance degradation of the



113

subspace-based channel estimation scheme under moderate near-far situations.

6.2 Suggestions for Further Study

In this thesis, subspace-based techniques have been successfully applied to blind chan-

nel estimation and multiuser detection for multi-rate DS/CDMA. However, as stated in

Section 1.3, the computational complexity of subspace-based approaches is usually pro-

hibitively high, since they typically require not only a long duration of observation, but

also some form of eigen-decomposition. Moreover, the channel is often required to be

time-invariant during this long observation period, which potentially makes these algo-

rithms impractical for wireless communications. Recently, there has been some interest in

semi-blind methods for single-rate systems [32], [111], which exploit the statistics of the

unknown data as well as the known pilot signal, and require a shorter duration of obser-

vation to achieve the same performance as the blind methods. As a result, the study on

semi-blind channel estimation and multiuser detection for multi-rate DS/CDMA is very

promising and should become a major area for further study.

One of the new technologies that is being considered for 3G wireless systems and

beyond is ST processing. Generally speaking, ST processing involves the exploitation of

spatial diversity using multiple transmit and/or receive antennas and, perhaps, some form

of coding, e.g., space-time block coding (STBC) that has been adopted in the 3G Wideband

CDMA standards. The ST dual-rate blind multiuser detectors proposed in Chapter 3

focus on systems that use one transmit antenna and multiple receive antennas. Recently,
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some work has been completed on ST multiuser detection using multiple antennas at both

transmitter and receiver. For example, [19] analyzed and compared two different linear

receiver structures appropriate for CDMA systems with multiple transmit and receive

antennas. It has been shown that the ST structure has many advantages over linear

diversity combining, including better BER performance, low complexity, and higher user

capacity. Blind adaptive implementation of the ST structure for synchronous CDMA

in flat-fading channels and for asynchronous CDMA in fading multipath channels has

also been developed. However, the above works target primarily at single-rate systems.

Consequently, another interesting option for further study is blind channel estimation and

multiuser detection for multi-rate CDMA systems using multiple transmit and receiver

antennas.
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