
 

 

An All-Digital Up-Conversion Architecture for 

Low Power Transmitters  
  
 
 
 
 

  
 
 
 

 

Sirmayanti Sirmayanti 
B.Eng (Telecommunications), M.Eng (Electrical and Electronics) 

 

 

 

 

 

 

 
 

COLLEGE OF ENGINEERING AND SCIENCE 

VICTORIA UNIVERSITY 

 

 

 

 

 
 

SUBMITTED IN FULFILLMENT OF THE 

REQUIREMENTS OF THE DEGREE OF 

DOCTOR OF PHILOSOPHY 

 

 

JULY 2014 
 



ii 

 

 

 

 

 

 

 

© Copyright by Sirmayanti 2014 

All Rights Reserved 

 

 

 

 

 

 

 

  



iii 

 

 

 

 

 

 

 

To my family. 

 

 

 

 

 

 

  



iv 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  





vi 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



vii 

 

Abstract 

A sigma-delta (ΣΔ) based technique is used to embed a complex modulation 

scheme such as orthogonal frequency division multiplexing (OFDM) into a single ON-

OFF bit stream operating at the carrier frequency. The amplitude of the signal is related 

to the pulse widths and the phase is related to the pulse positions. The pulse edges are 

time quantised to align with the system clock. The work is based on a Cartesian ΣΔ 

scheme which uses Cartesian filters and a polar quantiser to move quantisation noise 

away from the band of interest. 

The first contribution of this thesis is the introduction of an improved odd 

quantisation and joint quantisation process. Odd quantisation uses pulse widths 

constrained to an odd number of clock periods compared to the more traditional even 

quantisation with an even number of clock periods. Joint quantisation uses pulses of 

unrestricted widths. It is shown that the odd quantisation scheme outperforms the even 

quantisation scheme by about 2 dB in terms of signal-to-noise ratio and the joint 

quantisation scheme enhances this by a further 3 dB. The improvement comes at the 

expense of complexity. A joint quantiser requires a two dimensional (2D) quantisation 

process, which for an oversampling ratio (OSRRF) of 8 involves 197 operations. A method 

that simplifies this to 44 operations is proposed. 

The second contribution involves the development of a new frequency tuning 

method. It involves phase rotators before and after the quantiser rotating at an 

intermediate frequency. Tuning spectrally shifts both the signal and noise null together, 

but the final phase conversion process generates an image and distortion products of both 

the noise and signal, resulting in a higher than expected noise floor and unwanted 

spurious signals. A deliberate choice of intermediate frequency (fIF) equal to or greater 

than the transmission bandwidth plus half of a channel bandwidth, will move all 

distortion products out of band. Unfortunately there is a deterioration in the in-band noise 

null compared to the non-shifted condition of about 8 dB and this worsens as the 

intermediate frequency increases.  

A mathematical derivation has been developed to predict the size and position of 

the unwanted images. The signal image can be removed by pre-distorting the input 

signal.  A method for reducing noise enhancement caused by frequency tuning has also 

been developed. It involves distorting the feedback signal in the Σ∆ converter. The above 

improvements will enhance the use of all-digital Σ∆ based transmitters in future wireless 

communication system.  
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Chapter 1 

Introduction  

Research in green communications is addressing the energy efficiency of the 

telecommunications sector, to reduce the cost of emissions and the world‟s carbon 

footprint. The relationship between energy consumption and the typical transmission 

components of a Radio Base Station (RBS) is highlighted in [1]. The Radio Frequency 

(RF) components, including upconverters and Power Amplifier (PA) units, account for 

70% of RBS power consumption. It is estimated that the Base Station (BS) component 

alone accounts for 55% of the total electricity budget for a typical radio operator (such as 

Vodafone, Telstra, and Optus) [2]. Combining the two figures indicates that almost 40% 

of all operators‟ entire energy cost is tied up in the RF component transmission and 

receiving mobile phone signals. Energy consumption is now an important driving factor 

in the design of RF transmitters, and motivates this thesis.  

Connectivity through wireless devices continues to play an important role in most 

people‟s daily lives. The key challenge is to satisfy the customer demand for an 



CHAPTER 1. INTRODUCTION 
 

   2 

 

 

increasing number of smart phones, tablets and other (portable) mobile devices. Figure 

1.1 shows the anticipated growth in mobile communication over the next few years (until 

2016) [3]. This growth can be obtained by improving the spectrum efficiency (in bits per 

Hertz per cell) or allocating more spectrum to mobile communications. The figure shows 

the operators are facing a rapid growth in capacity demands with a minimal increase in 

spectrum bandwidth and spectral efficiency. The capacity gap can only be filled by 

increasing the cell density. This has led to the rapid deployment of macro cells, micro 

cells and Pico cells. It is anticipated therefore that demand for small or indoor cell sites, 

known in the industry as Femto cells, will rapidly increase. 

 

Figure 1.1: The mobile network capacity gap keeps widening with minimal anticipated 

increases in spectrum and efficiency [3]. 

 

A Femto cell needs to handle a variety of technologies such as Wireless Local 

Area Network (WLAN), mobile 3
rd

 Generation (Wideband Code Division Multiple 
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Access - WCDMA), 4
th

 Generation (Advanced Long Term Evolution - ALTE), and 

future 5
th

 Generation networks [4-13]. The Femto cell hardware should handle all these 

different standards in a low cost power efficient way. This thesis is concerned with the 

transmitter section of such a Femto cell, which modulates the Baseband (BB) signal to 

RF and provides amplification. 

1.1 Indoor Wireless Transmitter 

Limited coverage, low spectral efficiency and poor performance experienced by 

indoor users of cellular mobile networks lead to bad customer experience. Poor service 

quality is sometimes caused by high penetration loss and wall attenuation of the radio 

signal resulting in existing network providers finding it difficult to provide high data rates 

for indoor coverage. As a result, this has motivated the recent emergence of the small-cell 

concept based on Femto cell architectures [14-18].  

A majority of user mobile traffic originates from indoor locations. According to 

[19], the mobile traffic generated in the indoor locations (i.e. home, office) was estimated 

at 40% in 2007. By 2012, it reached 81% (55% of all mobile traffic occurred at home and 

26% occurred in the office). This percentage has been increasing over time and is 

expected to increase further. If a user has a home BS at his/her home (and/or office), then 

the existing macro cell networks need only carry the remaining 19% of traffic which is 

generated at outdoor locations. Femtocells, often called home BSs, are small cellular 

access points installed by home users to extend voice and data coverage, which leads to 

lowering the network‟s capital cost. Typically, Femtocells are connected to the Internet 

via a Digital Subscriber Line (DSL), cable modem, or optical fibre. A recent study 
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estimated that by 2020, there will be more than 50 billion Internet connected devices 

[20]. 

Femto cell networks rely on sharing frequencies with other similar networks [14, 

15] while enhancing the capacity and coverage indoors; consequently this activity may 

cause  interference to other users in surrounding networks [16-18]. Therefore, Femto cell 

transceivers need to be low powered to reduce their interference footprints. They should 

also have frequency flexibility to change channels quickly and avoid interference from 

other Femtocells. The Femto cell transmitter should have good linearity and good fidelity 

which implies a low Error Vector Magnitude (EVM) and low Adjacent Channel Power 

(ACP). Next generation Femto cell BSs will need to be small, low cost, power efficient, 

wide bandwidth, frequency flexible and programmable to different wireless standards if 

they are to meet the key challenges of achieving cost-efficient provision of coverage and 

capacity [2].  

1.2 All-DigitalWireless Transmitter 

Software-Defined Radio (SDR) is gaining popularity because digital circuits 

provide software controllable features such as coding/decoding, 

modulation/demodulation, filtering, mixing, and power control [21-23]. The trend in SDR 

is to push the digital part close to the antenna part to remove analog selection 

mechanisms. However, traditional SDR still requires some analog components such as 

Analog-to-Digital and Digital-to-Analog converters (ADC/DAC), up/down converters, 

RF selectivity and RF amplification. 
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Femto cells have low output power and this allows the possibility of a fully-

digital implementation. Digital wireless transmission is related to all-digital transmitter 

design with fully-digital components. To move towards all-digital wireless transmitters, 

the elimination of analog components is required. Various signal processing innovations 

are now being proposed by the research community to this end. If such a solution can be 

found then integration on to low cost digital Silicon Complementary Metal Oxide 

Semiconductor (SiCMOS) technology will produce a major reduction in both size, cost 

and energy consumption.  
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Figure 1.2: Sigma-Delta (Σ∆) structure can potentially replace the analog components of 

the traditional wireless architecture (top). A potential future wireless transmitter 

architecture (bottom).  

 

A traditional wireless transmitter architecture is described in Figure 1.2 (top). It 

consists of analog components such as ADC/DAC, filters, a Modulator (MOD), and a 

Local Oscillator (LO). A new wireless transmitter architecture in Figure 1.2(bottom) has 
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introduced the use of a digital Sigma-Delta (Σ∆) structure which replaces the analog 

components from the traditional transmitter architecture. Removal of the analog 

components also removes many analog problems, such as gain-phase imbalance and 

carrier leakage of the quadrature modulator, the need for an RF synthesiser and the need 

for wideband matching of the Low-Pass Filters (LPF).   

Σ∆ techniques are most well known for their use in ADC and DAC structures. 

These schemes are almost entirely based on the conversion of low-pass signals. The best 

known early application of Σ∆ DACs was for the Compact Disc (CD) player [24]. Here 

the sample rate was increased to reduce the (quantisation) noise power spectral density 

which was shaped by a first order filter to further reduce the noise in the lower 

frequencies. In this way, high fidelity signal reproduction was possible from DACs‟ 

reduced resolution. Similarly, in this thesis, Σ∆ techniques allows the RF signal to be 

coarsely quantised in amplitude and phase.  

1.3 Wireless Transmitter Challenges 

The demand for broadband wireless connectivity has forced the development of 

wireless standards with wider bandwidth, higher data rate, and spectrum efficiency. 

Orthogonal Frequency Division Multiplexing (OFDM) and Code Division Multiple 

Access (CDMA) nowadays can support wider bandwidth and higher data rate 

communication in multi-carrier systems. However, OFDM and CDMA suffer from high 

Peak-to-Average Power Ratio (PAPR) that will limit the transceiver energy efficiency 

[25-27]. Power amplifier linearity in the transmitter is critical [28-30]. The BS also needs 

to operate with high energy efficiency. The combined requirements of high bandwidth, 
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high data rate, high efficiency, linearity and signal dynamics make the design of RF-PAs 

difficult.  

All PA classes (Class A, B, AB, C, D, E, F, etc.) can be operated with a switching 

input waveform if their bandwidth is wide enough, hence RF Pulse Width/Position 

Modulation (RF PWM/PPM) is a potential technique for future high efficiency 

transmitter architectures. A low power BS could use Switched-Mode Power Amplifier 

(SMPA) techniques to improve power efficiency. The ON-OFF nature of the waveforms 

means that 100% power efficiency is theoretically possible, but in practice is difficult to 

achieve at RF. SMPAs need to be driven by a two state signal or a pulse train generated 

from a polar representation of the transmitted BB signal. This combined with the ever 

improving speeds of digital Silicon technology has led to renewed interest in transmitter 

architectures based on PWM/PPM. Figure 1.3 shows the waveforms involved. A Band-

Pass Filter (BPF) is needed to change square pulses into the RF carrier. The pulse widths 

control the RF amplitude and the pulse positions the phase. The clock frequency, fclock, 

must be much larger than the nominal carrier frequency, fc, It is normal to quantise the 

phase and magnitude components of the modulation such that the pulse edges align with 

the digital clock (for synchronous digital design).  

However, some problems and challenges still remain in the new wireless 

transmitter architecture. The rectangular nature of the output pulse generates a number of 

unwanted harmonics and distortion products which fold in-band and cannot be filtered 

out. Therefore, the management of noise shaping associated with the Σ∆ filtering and 

reduction of noise and distortion is a key system design challenge. Other problems that 

need to be solved are: the need for a small Oversampling Rate (OSR), defined as  
fclock

fc

 ; 
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and the need for some form of tuning of the RF carrier without changing the digital clock 

frequency.  
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 Figure 1.3: PWM/PPM RF signal is generated from the polar baseband signal.  
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1.4  Research Objective 

This research aims to develop a low power transmitter structure suitable for small 

coverage areas such as those used in a Femto cell. The study aims to develop a new Σ∆ 

GHz transmitter that will be suitable for low power transmission but with high efficiency 

and effectiveness for flexible frequency transmission. The developed structure will allow 

all digital tunability and eliminate the need for analog components. 

The following are the identified specific objectives: 

 To improve the output spectrum of switched-mode RF-PAs. This involves a new 

quantisation scheme that has better performance at lower signal power. 

 To improve the tuning range of the carrier frequency by removing the noise and 

unwanted spectral components (distortion). This will enable operation in the 

cellular frequency band, increasing the applicability of the scheme. The developed 

structure will allow all digital tunability without changing the clock frequency and 

so eliminate the need for a synthesiser.  

 To demonstrate the schemes‟ viability through physical measurement and 

simulation results.  

1.5  Thesis Contribution 

The following novel contributions have been made in this thesis: 

 Improved quantisation schemes called odd quantisation and joint quantisation 

have been proposed. It is clearly shown that the odd quantisation scheme 
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outperforms the even quantisation scheme by about 2 dB in terms of signal-to-

noise ratio and the joint quantisation scheme gives a further 3 dB reduction. 

 A new frequency tuning method has been developed. It involves phase rotators 

before and after the quantiser.  

 A deliberate intermediate frequency shift equal or greater than the transmission 

bandwidth plus half of a channel bandwidth has been shown to move all distortion 

products out of band.  

 A mathematical derivation has been developed to predict the size and position of 

the unwanted image. Pre-distortion of the signal input can be used to null the 

image. This has been experimentally verified.  

 A method for reducing noise enhancement caused by frequency tuning has been 

developed. It involves distorting the feedback signal in the Σ∆ converter.  

1.6  List of Publications 

A number of peer-reviewed publications have been generated from the research 

accomplished in this thesis.  

1. S. Sirmayanti and M. Faulkner, “ΣΔ modulator for digital wireless architecture: A 

review,” in 4
th

 IEEE Makassar International Conference on Electrical 

Engineering and Informatics (MICEEI), 2014, pp. 83-87. 

2. S. Sirmayanti, V. Bassoo, H. King, and M. Faulkner, "Baseband tuning of 

Cartesian delta–sigma RF upconverters," Electronics Letters, vol. 50, pp. 635-

637, 2014. 
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3. S. Sirmayanti, V. Bassoo, and M. Faulkner, "Joint odd-even quantisation in 

cartesian delta-sigma (DS) upconverters," in 2013 AFRICON, 2013, pp. 1-4. 

4. S. Sirmayanti, V. Bassoo, H. King, and M. Faulkner, "OFDM performance with 

odd-even quantisation in Cartesian ΔΣ upconverters," in 6
th

 IEEE International 

Conference on Signal Processing and Communication Systems (ICSPCS), 2012, 

pp. 1-5. 

5. S. Sirmayanti, V. Bassoo, H. King, and M. Faulkner, "Odd-even quantisation and 

cartesian delta-sigma (ΔΣ) Upconverters for Transmitter Design," in IEEE 

International Conference on Communication Systems (ICCS), 2012, pp. 100-104. 

6. S. Sirmayanti, V. Bassoo, H. King, and M. Faulkner, "Sigma delta (ΣΔ) 

architecture integration with digital pre-distortion to enhance optimal switch 

mode power amplification (OSMPA) in FEMTO cell transceiver design," in IEEE 

8th International Conference on Information, Communications and Signal 

Processing (ICICS), 2011, pp. 1-4. 

7. Sirmayanti, S., “Non-uniform Joint quantisation on Cartesian Delta-Sigma (DS) 

Upconverters”, presented in Australian Communications Theory Workshop 

(AusCTW) (poster), Adelaide Australia, 29 January – 1 February 2013. 

1.7 Thesis Organisation 

This thesis is organised as follows: 

 

 Chapter 1 outlines the motivations behind the research. The research objective are 

presented. The thesis contribution and a list of publications related to the results 

and finding are given. 
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 Chapter 2 provides the necessary background information of relevant existing 

literature. Firstly, a summary of power amplifiers is presented. Next, Σ∆ 

modulation is discussed in terms of signal and noise transfer functions and 

implementation architectures. The application of Σ∆ technique to RF transmitters 

is reviewed. This chapter also explains the recent Cartesian Σ∆ upconverter 

scheme [31], which is the basis of the proposed schemes in this thesis.  

 Chapter 3 describes new quantisation schemes to improve the proposed Cartesian 

Σ∆ upconverter. The odd quantisation scheme is proposed as replacement for the 

even quantisation method of [32]. Performance is improved at low signal levels. 

Further improvement in noise floor can be obtained by combining both odd and 

even quantisation. Simulation and measurement results are presented and 

implementation aspects discussed.  

 Chapter 4 investigates why -RF upconverters have poor performance when the 

carrier frequency is tuned away from the centre of the band. A novel technique for 

shifting both the signal and the noise null to the new frequency position is 

described. 

 Chapter 5 gives an improved mathematical analysis of the distortion formation 

process caused by polar to PWM/PPM conversion. Image cancellation and noise 

cancellation techniques are proposed to solve the distortion problems. Digital pre-

distortion can eliminate many of the unwanted signals. Simulations and 

measurements for different scenarios authenticate the finding. 

 Chapter 6 concludes the work and suggests possible future research opportunities.  
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Chapter 2 

Literature Review 

2.1 Introduction 

This chapter provides the background information of relevant existing literature. It 

provides an overview of basic traditional linear PA structures in Section 2.2 and is 

followed by the trend of digital transmitter architecture with nonlinear SMPAs in Section 

2.3. A review of Σ∆ modulators is discussed in Section 2.4. Section 2.5 covers 

interpolation and decimation for Σ∆ modulators and Section 2.6 covers coding efficiency. 

Section 2.7 reviews the modulation techniques for switched PA‟s. Section 2.8 covers Σ∆ 

modulators and discusses the background and use of Cartesian Σ∆ scheme as the 

proposed method in this thesis. Three different transmitter architectures based on the Σ∆ 

structures will be discussed in this section. Section 2.9 discusses RF tuning and Section 

2.10 is the summary. 
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 Part of the literature work in this chapter has been presented as a conference paper 

titled “Sigma delta (ΣΔ) architecture integration with digital pre-distortion to enhance 

optimal switch mode power amplification (OSMPA) in Femto cell transceiver design” at 

the IEEE International Information, Communications and Signal Processing Conference  

in 2011 [33] and  “ΣΔ modulator for digital wireless architecture: A review,” at the IEEE 

4
th

 Makassar International Conference on Electrical Engineering and Informatics 

(MICEEI) in 2014 [34]. 

2.2 Traditional PAs Architecture 

Power amplifiers have been traditionally categorised under many classes: Class 

A, B, C, D, E, F, etc. [35]. These classes can be classified into two different families: 

non-switching (Class A, B, and C) and switching (Class D, E, and F) [36]. 

2.2.1 Non-switching Amplifiers 

Class-A amplifiers commonly have the highest linearity over the other amplifier 

classes since these amplifiers pass current for the entire 360
o
 cycle [37]. The topology has 

poor energy efficiency since a bias current in addition to the load current is required. The 

transistor is always biased ON and the output is sinusoidal. The efficiency peaks at 50% 

of maximum output power, and reduces with input power backoff thereafter. 

Class-B amplifiers have no standing bias current and therefore each transistor 

conducts for only half of each cycle (180
o
) of the signal waveform [37, 38]. There is no 

power consumed in the negative half cycle, on the other hand, Class-B amplifiers have 

severe distortions due to the missing half cycles. Resonators filter out the distortions or 

file:///C:\Users\sirmayanti\Desktop\thesis_print_toPDF\All_chapter_revision_new.docx%23_ENREF_33
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the missing half cycle can be replaced using a push-pull architecture. Theoretical peak 

efficiency is 78.5% at peak output power [36]. Furthermore, Class-AB amplifiers use 

small bias current to improve linearity at low signal levels [39].  

Class-C amplifiers operate with a drain conduction angle of less than half of one 

cycle (< 180
o
). The efficiency in Class-C amplifier is typically higher than other PAs. 

Class-C can offer a maximum efficiency approaching 100% at small conduction angles, 

however they only deliver a fraction of their power capability [37].  These amplifiers 

have a limited dynamic range, sometimes below 6 decibels (dB), and have a tendency to 

snap off if the RF input signal is reduced below the required level.  

2.2.2 The Doherty PA Architecture 

The Doherty amplifier is a Class-B amplifier modification. The basic principle is 

to combine the outputs from two or more different RF power amplifiers through a 

transmission-line coupler. At low output levels, only the first PA operates. As the output 

power is increased beyond the maximum power of the first PA, the second PA is added to 

further boost the signal. The first PA is therefore operating at its most efficient state 

(maximum output power) for a longer time. As this is the conventional Class-B amplifier 

modification, the Doherty PA can be considerably more efficient; for example there is 

60% efficiency improvement compared to the 28% average efficiency of Class-B PA 

with a modulated RF signal having a Rayleigh-distributed envelope of 10 dB PAPR [40]. 

The Doherty PA maintains high efficiency over a large range of output powers compared 

to a traditional Class-B. It is used in many mobile BSs today. 
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2.2.3 Envelope Elimination and Restoration (EER) and 

Envelope Tracking (ET) 

EER was first proposed as a linearization method. A block diagram of EER is 

shown in Figure 2.1 [41]. The phase and amplitude of the signal information are 

separated. A limiter eliminates any amplitude modulation to provide a constant phase 

modulated signal. The phase information is passed directly to the power amplifier which 

operates in saturation; its most efficient state. The amplitude information is isolated by an 

envelope detector. The envelope is restored onto the carrier by driving the RF PA‟s bias 

drain voltage (Figure 2.1). This is a high power signal and the envelope amplifier must be 

switch-mode if efficiencies are to be high. The switch-mode limits the bandwidth and 

practical dynamic range of the system [42]. 

Envelope 
Detector

Limiter

LO

Env 
Amp

IF 
Input

DC 
Supply

RF 
PA

RF 
Output

 

Figure 2.1: An Envelope Elimination and Restoration (EER) architecture. The Envelope 

Tracking (ET) architecture is similar with the EER but without limiter. 
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The phase and amplitude information have to arrive at the same time, thus the 

phase information is typically delayed to match the time delay between the two paths. 

The polar signal in the transmitter has expanded bandwidth. Signal conditioning 

techniques to reduce the bandwidth of the polar components have been proposed by 

Mustafa et al. [43]. In this way, phase components do not meet any rapid transition that 

can increase the drive signal bandwidth. An alternate structure closely related to EER is 

envelope tracking (ET), which has the same structure as Figure 2.1 except the limiter is 

removed. ET has less problems with bandwidth expansion and is the preferred structure 

for many modern RF amplifiers.  

2.3  Switched-Mode RF Power Amplifiers 

(RF-SMPAs) 

The idea behind PA design in wireless communication research is to maintain  

high efficiency as well as good linearity of the signal bandwidth [44]. SMPA technology 

has been developed as a method to obtain high PA efficiency at low frequencies. Current 

research is to apply SMPA transmitter design in the frequency range 1-4 GHz [45-47].  

Theoretically, SMPAs have efficiency of around 100%, but since transistors do not 

operate as perfect switches at these frequencies practical issues dominate their 

performance [48, 49]. They show reduced efficiency at higher frequency due to the 

substantial losses in the parasitic output capacitance of the power device [50]. 

 Depending on the topology, examples of SMPA classes are Class D, S, E, and F 

[36]. Class-D amplifiers generally have more energy losses, while Class-E and Class-F 
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try and include the parasitic loss capacitance in an output tuning network which recycles 

some of the lost energy.  

2.3.1 Class-D Amplifier 

In [48], there are two main schemes of Class-D PA topology designs which 

consist of two transistors: voltage-mode with serial resonator circuit (Figure 2.2(a)) and 

current-mode with parallel resonator circuit (Figure 2.2(b)). Even though the efficiency in 

the voltage-mode is high for audio implementation, the capacitance of transistor output 

becomes a dominant switching loss factor at higher frequencies [50]. It is therefore 

difficult to achieve the same good efficiency in the GHz frequency range. It is however 

suitable for pulse width modulated signals. The current-mode structure is a good 

amplifier with a high peak efficiency at GHz frequencies. The transistors are grounded 

and their parasitic output capacitance are used in the output filter. Unfortunately the 

efficiency quickly reduces when pulse width modulation is applied. 

 

Figure 2.2: (a) Voltage-mode [50] and (b) current-mode [48] of a Class-D PA. 
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An extension of the Class-D is the Class-T, which includes noise shaping and 

feedback circuits to reduce distortion and is primarily targeted at audio applications. See 

US Patent 5,777,512 [51] for further details. 

2.3.2 Class-S Amplifier 

Class-S amplifiers have a similar structure to Class-D. They can achieve an 

efficiency theoretically up to 100% and maintain good efficiency over a wide dynamic 

range in practice [36]. Practically it is much less due to device parasitics, even so, 

efficiencies of 38% at 450 MHz carrier frequency have been reported using gallium 

nitride (GaN) power MOS transistors [52, 53]. The efficiency of the Class-S amplifier 

was further improved by using a switching waveform with higher coding efficiency [54]. 

The transistors of Class-S are driven by square waveform i.e. using an appropriate pulse 

width modulation, which is often produced by a band-pass Σ∆ modulator at the input 

(Figure 2.3).  

Vdc

BPF

driver

Ls

ΣΔ-BP
I,Q

RF signal

 
Figure 2.3: Schematic of Class-S PA [36, 55]. 



CHAPTER 2. LITERATURE REVIEW 
 

   20 

 

 

2.3.3 Class-E Amplifier 

Class-E amplifiers operate as a switch in combination with a resonant circuit. 

They have a zero overlap between voltage and current on the load line of the transistor so 

in theory they can achieve an efficiency of 100% [56]. The waveform of the Class-E 

amplifier is analog in shape and so it supports transistors with a slower switching 

operation. Class-E amplifier with a parallel circuit has been developed by Grebennikov et 

al. [57]. The parallel circuit includes a parallel capacitance, a parallel inductance and a 

series resonant circuit. The parasitic output capacitance becomes part of the resonant 

circuit avoiding the 
1

2
𝐶𝑉2energy loss that occurs every cycle, as in voltage-mode Class-D 

structures. Figure 2.4 shows schematic of a Class-E PA. Class-E amplifiers have high 

efficiency at an output power level, but this quickly clean away as the output level 

changes. They are less suitable for signals containing amplitude modulation. The later 

problem was overcome in [58] by altering the load reactance band on the signal level, 

55% overall efficiency was maintenance over a 6.5 dB dynamic range. 

Vdc

Ls
Cs

RL

Is

Ls

L1

 

Figure 2.4: Schematic of a Class-E PA. 
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2.3.4 Class-F Amplifier 

Class-F amplifiers ideally have multiple resonators to control frequency harmonic 

contents of the drain voltage. In most Class-F amplifier designs, the drain output 

harmonics must be presented with either an open or short circuit. In this way, the output 

waveform can be made squarer looking, reducing the power dissipating current/voltage 

cross-over region. The main concern in the practical design of this structure is the 

optimum termination of the third harmonic, at high frequencies. Colantonio et al. [59] 

and Raab [60] stated that the maximum power and efficiency in Class-F amplifiers are 

limited to 75% if only the third harmonic is terminated. A 2.2 GHz design would 

therefore require a 6.6 GHz harmonics termination [48]. 

2.3.5 Bridge Structure 

 

Figure 2.5: Generation of a three-level waveform with bridge structure.  

 All the previous amplifiers have been described in their single-ended or push-pull 

form. Full-bridge forms are also possible, and can be advantageous for switching PAs. 

Figure 2.5 shows the structure  [31]. Using this structure it is possible to generate a three-

a

b

c

d

b,c

a,d

load

+v

-v

0v

Load +v +v
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level signal across the load using two digital input streams. A positive load voltage 

occurs with switches b and c closed, a negative voltage occurs with switches a and d 

closed, and a zero voltage occurs when all are open. Three-level waveforms are ideal for 

RF signal generation and will be used extensively in this thesis.  

2.4 Σ∆ Modulators 

The Σ∆ technique has been in existence for many years and is primarily used for 

analog-to-digital (A/D) and digital-to-analog (D/A) conversion. Its wide dynamic range, 

low chip area, and low power consumption make it the converter of choice for many 

medium bandwidth applications such as found in many consumer electronic items. 

Research in Σ∆ techniques is now including RF structure that replace many analog 

components required in a traditional wireless transceiver architecture. 

2.4.1 Basic Σ∆ Modulation 

-

U(z) Y(z) V(z)
+ Q

Z
-1

+
+

-delay
Quantised 

error
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of ΣΔ converters
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Figure 2.6: (a) 1
st
 order  modulator (MOD1) and (b) quantisation noise power 

spectral density vs. frequency for conventional and Σ∆ converters. fs is the  sample rate 

[31].  
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Σ∆ techniques are used to spectrally shape quantisation noise away from the 

signal of interest. They operate by subtracting the current sample‟s quantisation error 

from subsequent samples [24]. In its basic form (first-order), the quantisation error of 

sample n will be removed in sample n+1 (Figure. 2.6(a)). This error feedback causes the 

Σ∆ system to act as a filter having separate transfer functions for noise and signal. The 

filtering of the quantisation noise by the noise transfer function (NTF) is shown by the 

red line in Figure. 2.6(b). Higher Σ∆ orders have greater noise shaping capabilities [24, 

61].  

Figure 2.7 (top) shows the basic structure of an A/D with the filter (integrator) 

implemented in analog, and Figure 2.7 (bottom) shows a D/A with the filter (digital 

integrator) implemented in Digital Signal Processing (DSP).  

-

Digital 
Output+ ʃ 

DAC

ADC

Integrator
Analog 
Input

-

Digital 
Input

+

ADC

DAC

Analog 
Output1

z - 1

Digital 
Integrator

 

Figure 2.7: A Σ∆ modulator as an A/D converter (top) and D/A converter (bottom). 
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A Σ∆ modulator has two key features: a noise shaping filter which can distribute 

the quantisation error or noise away from the signal of interest, and a high oversampling 

rate which can reduce the power spectral density (PSD) of the quantisation noise [24].   

2.4.2 Linear   Modulator Model 

-
+

U(z) V(z)

E(z)

               1
H(z) =
            z - 1

+

quantiser

Digital 
Integrator

 

Figure 2.8: Linear z-domain of  modulator (MOD1) of Figure 2.5(a) structure. 

 

A basic first-order Σ∆, which consists of a quantiser and digital integrator, is 

shown in Figure 2.8. The Σ∆ modulator is normally linearised to make it easy to do the 

mathematical analysis. The linear model assumes that the quantiser can be considered as 

a uncorrelated white noise source, E(z), and then the output becomes the summation of 

the quantisation noise shaped by the NTF and the input signal shaped by the signal 

transfer function (STF). The digital filter H(z) takes the form of an integrator with 

transfer function 
1

𝑧 −1
 and operates as a noise shaping filter on E(z)and as a signal shaping 

filter on U(z). A single integrator system (1
st
 order) is often called first-order modulator 

(MOD1). The integrator provides an infinite gain at direct current (DC) which results in 
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zero noise at DC. Increasing the order of H(z) in the circuit can further improve the noise 

shaping characteristic.  

2.4.3 Signal Transfer Function (STF) and Noise Transfer 

Function (NTF) 

The Δ and Σ description can be seen in the basic MOD1 z-domain representation 

of Figure 2.9 (top). The input signal U(z) is subtracted from the previous output signal, 

corresponds to the Δ function; and the integrator corresponds to the Σ function. The 

feedback loop continuously forces the average of the quantised bit(s) to be equal to the 

input signal. By increasing the clock rate (or oversampling) and using a higher order Σ∆ 

modulator, it is possible to produce less noise at the lower frequencies. A cascade of two 

MOD1 structures is called a second-order modulator (MOD2), which is shown in Figure 

2.9  (bottom) [24].  

The quantisation noise is represented by the additive error term, E(z), in the 

quantiser function Q(.). The error is added in place of the quantiser. Therefore, V(z), the 

output of quantiser function Q(.) from Figure 2.9 is described as follows: 

𝑉 𝑧 =  𝑌 𝑧 +  𝐸 𝑧                                                     (2.1) 

whereY(z) is the input to the quantiser output and can be represented as:  

    𝑌 𝑧 =  𝑈 𝑧 + 𝑧−1𝑌 𝑧 − 𝑧−1𝑉 𝑧                             (2.2) 

for a MOD1 structure. U(z) represents the z-transform of the input signal.  

Substituting Equation 2.2 into Equation 2.1 defines the signal and noise transfer 

functions (STF) & (NTF), respectively can be defined for MOD1 as: 

    𝑉 𝑧 =  𝑈 𝑧 +  1 − 𝑧−1 𝐸 𝑧                                      (2.3) 
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Figure 2.9: Linear model in z-domain of the basic MOD1 (top) and MOD2 (bottom). 

 

 

 

or can be written as 

𝑉 𝑧 =  𝑆𝑇𝐹 𝑧  𝑈 𝑧 + 𝑁𝑇𝐹 𝑧 𝐸 𝑧                  (2.4) 

when    𝑆𝑇𝐹𝑀𝑂𝐷1 = 1    and      𝑁𝑇𝐹𝑀𝑂𝐷1 =  1 − 𝑧−1             (2.5) 

When 𝑧 =  𝑒𝑗𝜔 , we can estimate the in-band power in frequency domain of the NTF, 

given by 

   𝑁𝑇𝐹𝑀𝑂𝐷1 𝑒
𝑗𝜔   = (1 − 𝑒−𝑗𝜔 ) 
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          =  1 − (𝑐𝑜𝑠𝜔 − 𝑗𝑠𝑖𝑛𝜔)                                  (2.6) 

The complex NTF in Equation 2.6 is now useful to find the magnitude of NTF 

which applies to the power spectral density of the noise shaping function. Thus, 

 𝑁𝑇𝐹𝑀𝑂𝐷1 𝑒
𝑗𝜔   =   𝑅𝑒  𝑁𝑇𝐹 𝑒𝑗𝜔   2 +  𝐼𝑚  𝑁𝑇𝐹 𝑒𝑗𝜔   2  

         =   (1 − 𝑐𝑜𝑠𝜔)2 +  (𝑠𝑖𝑛𝜔)2  

       =  2 − 2𝑐𝑜𝑠𝜔                                                            (2.7) 

Then the square magnitude of NTF MOD1 is 

    𝑁𝑇𝐹𝑀𝑂𝐷1 𝑒
𝑗𝜔   

2
 = 2 − 2𝑐𝑜𝑠𝜔 

             =  2sin(𝜋𝑓) 2                                           (2.8) 

We now consider the STF and NTF for MOD2. The resulting structure shown in Figure 

2.9 indicates there are two intermediate variables Y(z) and X(z), where 

   𝑋(𝑧) =  𝑈 𝑧 + 𝑧−1𝑋 𝑧 − 𝑧−1𝑉 𝑧                              (2.9) 

Similarly to MOD1, the MOD2 structure can be simply used to derive the general 

formula of quantiser output, V(z), using Equation 2.2 and Equation 2.3 respectively as: 

    𝑌 𝑧 =  𝑋 𝑧 + 𝑧−1𝑌 𝑧 − 𝑧−1𝑉 𝑧                           (2.10) 

    𝑉 𝑧 =  𝑈 𝑧 + (1 − 𝑧−1)2 𝐸 𝑧                                 (2.11) 

giving   𝑆𝑇𝐹𝑀𝑂𝐷2 = 1    and      𝑁𝑇𝐹𝑀𝑂𝐷2 =  1 − 𝑧−1 2                    (2.12) 
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In the frequency domain:  

𝑁𝑇𝐹𝑀𝑂𝐷2 𝑒
𝑗𝜔  =    1 − 𝑐𝑜𝑠𝜔 + 𝑗𝑠𝑖𝑛𝜔 2 

        =   4 sin2 𝜔 2   −cos𝜔 + 𝑗 sin𝜔           (2.13) 

Then, the square magnitude of the NTF MOD2 is given by  

 𝑁𝑇𝐹𝑀𝑂𝐷2 𝑒
𝑗𝜔   

2
=  4 sin2 𝜔 2   

2
 

              =  2 sin(𝜋𝑓) 4                                           (2.14) 

 

Figure 2.10: NTF for MOD1 and MOD2. 
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For normalised frequencies f « 1 (assume f=0),  𝑁𝑇𝐹𝑀𝑂𝐷1 
2 =  𝑁𝑇𝐹𝑀𝑂𝐷2 

2 ≈ 0. 

This clearly shows that the quantisation noise can be suppressed or amplified away from 

the desired signal due to the noise-shaping filter action. This action is the key feature of 

the effectiveness of Σ∆ modulation in the low frequency regions.  

The comparison of the noise shaping between MOD1 and MOD2 is described in 

Figure 2.10. The total power of the quantisation noise of MOD2 is much higher than 

MOD1 because the frequency gain of MOD2 is greater than MOD1‟s NTF. However, the 

noise shaping of MOD2 is much lower than MOD1 in the band of interest (near DC).  

The crossover frequency occurs at about 0.17 x fs. MOD2 will be the preferred structure 

for the Cartesian Σ∆ upconverter used in this thesis. 

2.4.4 NTF Low-pass Σ∆ Modulator: Poles and Zeros 

The noise shaping of NTF can be controlled by the position of the poles and zeros 

of NTF(z). Following [24] the design approach is: (i) to place the zeros to null the noise, 

and (ii) to place the poles to keep noise enhancement 𝐦𝐚𝐱𝛚 𝐻 𝑒
𝑗𝜔    1.5 for stability 

and filtering consideration. The approximation is known as the modified Lee criterion 

[24]. It is a guide only; under some circumstances 𝐦𝐚𝐱𝛚 𝐻 𝑒
𝑗𝜔     can go higher than 

1.5 as will be illustrated in the MOD1 case. The NTF transfer function can be written in 

terms of poles (p) and zeros (z). The relationship between STF(z) and NTF(z) in terms of 

the implementation network H(z) (Figure 2.8), can be derived as follows: 

𝑁𝑇𝐹 𝑧 =
 𝒛−𝑧1  𝒛−𝑧2 …

 𝒛−𝑝1  𝒛−𝑝1 …
                                               (2.15) 
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𝑁𝑇𝐹 𝑧 =
𝑉(𝑧)

𝐸 𝑧 
=  

1

𝐻 𝑧  + 1
                                            (2.16) 

giving H(z), the implementation network                                    

𝐻 𝑧 =  
1

𝑁𝑇𝐹 𝑧 
− 1                                                       (2.17) 

Similarly, 

 S𝑇𝐹 𝑧 =
𝑉(𝑧)

𝑈(𝑧)
=  

𝐻(𝑧)

1 + 𝐻(𝑧)
      (2.18) 

 𝑆𝑇𝐹 𝑧 = 1 − 𝑁𝑇𝐹(𝑧)      (2.19) 

Taking a MOD1 Σ∆ modulator as an example, the first criteria is that the zeros 

must be placed to null the noise, which means 𝑧1 = 1 + 𝑗0 (Figure 2.11) and the zero is 

in the unit circle line f = 0 corresponds to a noise null at DC. 

1/3

(a) (b)

ImIm

 

Figure 2.11: (a) The NTF poles MOD1 and (b) the NTF poles MOD1 based on the Lee 

criterion.   
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Figure 2.11 shows two possible pole positions using the second criteria. Figure 

2.11(a) shows the NTF pole for the basic MOD1, which is at the origin, giving 

𝐦𝐚𝐱  𝐻 𝑒𝑗𝜔   = 2. Figure 2.11(b) shows the NTF pole for MOD1 which follows the 

Lee criterion for guaranteed stability. It becomes more important to meet the Lee stability 

criteria at high orders of H(z). The modified Lee based MOD1 structure is shown in 

Figure 2.12. The NTF(z) now can be written based on the general form of Equation 2.15 

as 

𝑁𝑇𝐹 𝑧 =
𝒛 − 1

𝒛 − 
 1 

 3

                                        (2.20) 

In this condition, 

𝑆𝑇𝐹 𝑧 = 1 − 
𝒛 − 1

𝒛 − 
1

3

=  
2

3 

𝒛 − 1
3 
                 (2.21) 

and     

𝐻 𝑧 =
2

3 

𝒛 −1
                             (2.22) 

-

U(z) Y(z) V(z)
+ z

-1+

E(z)

+
-

2/3

H(z)

 

Figure 2.12: The Lee criterion based MOD1 Σ∆ modulator. 
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2.4.5 Band-pass Σ∆ Modulator  

A low-pass Σ∆ modulator applies to signals at or near DC. However for most 

communication systems, signals at radio frequencies are essentially needed. Figure 2.13 

shows the linear z-model of a MOD1 based band-pass Σ∆ centred on 
𝑓𝑠

4
. The band-pass 

NTF characteristic is obtained from the mathematical transformation 𝑧−1
 -𝑧−2 [24]. 

The transfer functions now become  

𝑁𝑇𝐹 𝑧 = 1 + 𝑧−2     𝑆𝑇𝐹 𝑧 = 1   and  𝐻 𝑧 = −
1

1 + 𝑧2                              (2.23) 

+

U(z) Y(z) V(z)
+

z
-2

+

E(z)

+

z
-2

-

 

Figure 2.13: A linear z-domain of a band-pass Σ∆ modulator. 

 

It is clearly shown that the number of poles and zeros in the NTF of the low-pass 

Σ∆ is now doubled. The zeros are rotated in the z-plane into the imaginary axis on the 

unit circle, from z = 1 + j0  to z = 0 ± j, and there are two poles located at the centre of the 

unit circle, Figure 2.14. 
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Figure 2.14: Poles-zeros diagram in z-plane of the (a) NTF of low-pass MOD1 and        

(b) band-pass MOD1. 

2.5  Interpolation and Decimation for Σ∆ 

Modulators 

Oversampled Σ∆ modulation is an effective way to build high resolution A/D and 

D/A converters. However, their highly oversampled digital interface can cause significant 

processing loads to the connecting DSP circuits unless the sampling rate can be quickly 

converted to near the Nyquist rate, fN. Therefore, interpolation and decimation filters are 

required. As long as the signal frequency content is below the Nyquist frequency at the 

lowest sampling frequency, we can decimate the signal or then turn around and 

interpolate it to recover the original signal without distortion.  

For a D/A, the sample rate can be increased from fN to fs = OSRBB x fN by an 

integer value using Infinite Impulse Response (IIR) or Finite Impulse Response (FIR) 

interpolation filters; OSRBB is the oversampling ratio of the baseband. The filter‟s 
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principle role is to suppress the spectral replicas centered at fN, 2fN,…, (OSRBB-1)fN. The 

frequency representation of the signal (fsignal) must be less than half the Nyquist rate (
𝑓𝑁

2
).  

For an A/D, decimation is required. Decimation is the process of decreasing the 

sampling rate, fs, in a signal processing system. Figure 2.15 shows the standard 

interpolation and decimation process in a signal processing system. It is common to 

reduce the word resolution at the higher sample rates to reduce processing load. 

H(ejω)L
y(m)x(n)

Interpolation system

H(ejω) D
x(m)

Decimation system

x(m) y(m) x(n)

 

Figure 2.15: Interpolation system (left) and decimation system (right) [62]. 

 

 

The interpolating filter has the frequency domain form [62]  

 

𝑌 𝑒𝑗𝜔  = 𝐻 𝑒𝑗𝜔  𝑋(𝑒𝑗𝜔𝐿 )                                         (2.24) 

 

and the decimation filter [62]  

 

𝑌 𝑒𝑗𝜔  =
1

𝐷
 𝐻 𝑒𝑗 (𝜔−2𝜋𝑘)/𝐷 𝑋(𝑒𝑗 (𝜔−2𝜋𝑘)/𝐷)

𝐷−1

𝑘=0
             (2.25) 

 

The filter H(e
jω

) is usually low-pass, but this need not be the case.  If the filter 

H(e
jω

) selects an image of the low-pass BB signal, it can be up-converted to RF (down-

converted from RF) without any additional processing.  Such a technique can provide the 

input to a band-pass Σ∆ DAC.      

Common filter structures with reduced complexity used in interpolation and 

decimation are half-band filters [63, 64], comb filters [65, 66], CIC filters [65, 67], and 

polyphase filters [68, 69]. 
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2.6 Coding Efficiency 

Coding efficiency, 𝜂𝑝 , is defined as the ratio of the reconstructed signal power 

relative to the total pulse train power [70]  

𝜂𝑝 =  
𝑉𝐿𝑟𝑚𝑠

2

𝑃𝐴
                                                                     (2.26) 

where, 𝑉𝐿𝑟𝑚𝑠
2  denotes the in-band of a complex signal corresponding to the power 

recovered after Σ∆ filtering, and 𝑃𝐴 is the total power of the output pulse stream.  
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Figure 2.16 : Coding efficiency measurement for band-pass Σ∆ modulator with Class-D 

amplifier [71]. 

 

A coding efficiency measurement is illustrated in Figure 2.16 in [71]. 𝑝𝑎(𝑡)is the 

input pulse train with amplitude levels ±Δ𝑎 . The pulse train is filtered with a 
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reconstruction band-pass filter. 𝑃𝐿is the signal load power into 𝑅𝐿 after any out-of-band 

noise has been filtered away. The total pulse train power is 𝑃𝐴 =
Δ𝑎 

2

𝑅𝐿
    for a voltage 

pulse train (measured without filter). Therefore, the definition of coding efficiency can be 

written as [71]  

𝜂𝑝 = 𝑃𝐿
𝑅𝐿

Δ𝑎 
2                                                          (2.27) 

The coding efficiency as an effective gain can be expressed from Equation 2.27. It 

relates the amplitude of the load signal to the amplitude of the switched pulse train in the 

circuit and can be expressed as [71]  

𝑉𝐿,𝑟𝑚𝑠 =  𝜂𝑝Δ𝑎                                                        (2.28) 

 

The SMPA then can only provide good coding efficiency when the signal level is 

high and the modulation PAPR is low.  

2.7 Modulation Techniques for Switched PA’s 

In this section the different approaches to generating the drive signal for SMPA‟s 

will be reviewed. There are two fundamental approaches: „burst-mode‟ and „cycle-mode‟. 

More emphasis will be placed on the latter since it is more relevant to this work.  

2.7.1 Burst-Mode Modulation 

Burst-mode modulation is produced by a square wave which then generates an 

ON-OFF burst of carrier frequency. This is one of many modulation techniques in SMPA 

to generate an RF signal with the desired amplitude and phase. As mentioned earlier, the 
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SMPA is either ON or OFF so the PA is either operating at saturation (its maximum 

efficiency state) or there is no current following. The square wave‟s duty cycle is varied 

depending on the amplitude information of the baseband signal. It is then multiplied with 

an RF carrier. The PA output passes through a BPF which smooths out the bursts to give 

an RF carrier of the desired amplitude (Figure 2.17) [72].  The amplitude is given by the 

duty cycle, 𝛿𝑏 =
𝑇𝑜𝑛

𝑇𝑏
 where 𝑇𝑜𝑛  is the ON time and 𝑇𝑏  is burst period. Note 𝑓𝑏 =

1

𝑇𝑏
 = 

burst repetition rate.  

Burst-mode techniques generate distortion products that occur on every harmonic 

of the burst repetition frequency, fb. These products can fold back in-band reducing the 

fidelity of the output signal.  
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Figure 2.17: Burst-mode operation [72]. 
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Burst-mode techniques using a multistage Doherty design produced high power 

efficiency in the RF transmitter and reduced out-of-band distortions [73]. Moreover, 

Hausmair et al. in [74] proposed a burst-mode technique that is free from destructive 

aliasing distortion. However, both of the described transmitter architectures above still 

use some analog components such as the RF Voltage-Controlled Oscillator (VCO) and 

upconversion mixer.  

Other variations on the burst-mode technique include using a square instead of 

sinusoidal carrier [75] using a high level modulator operating on the PA, where the 

digital ON-OFF signal directly switches the supply to the PA [29, 47, 76]. Also the 

generation of the ON-OFF burst-mode control waveform can take many forms, including 

triangle wave generated PWM [73, 74] and Σ∆ techniques [77].  

In general all burst-mode schemes suffer from bandwidth restrictions caused by 

the burst repetition rate, which should be much less than carrier frequency (fb<<fc) and 

much greater than signal bandwidth (fb>>Bw). Despite these drawbacks they have good 

coding efficiency and can be implemented with medium speed logic.  

2.7.2 Cycle-Mode Modulation 

Burst-mode modulation varies the duty cycle of the carrier bursts, whereas cycle-

mode varies the carrier waveform itself on a cycle-by-cycle basis. The carrier cycles are 

generally of a square shape enabling variations in pulse width, position and sometimes 

even amplitude as described in Figure 2.18.  A band-pass filter recovers the original sin 

wave shape. 
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Cycle-mode modulation requires the clock frequency, 𝑓𝑐𝑙𝑜𝑐𝑘 , to be higher than the 

carrier frequency, fc, to enable the generation of different pulse widths. There are three 

major approaches: band-pass Σ∆ with the nominal RF carrier frequency, 𝑓𝑐 =
𝑓𝑐𝑙𝑜𝑐𝑘

4
 [78]; 

Cartesian low-pass Σ∆ with quadrature up-conversion to 𝑓𝑐 =
𝑓𝑐𝑙𝑜𝑐𝑘

4
 [61]; and Cartesian 

filtered polar-quantised conversion with 𝑓𝑐 =
𝑓𝑐𝑙𝑜𝑐𝑘

 4 × 2𝑖 
 where the integer i>=0 [79].  

Sjöland et al. in [29] developed a system model to generate an appropriate binary 

signal where the pulse width represents the amplitude of the RF signal and the pulse 

position represents the phase of the RF signal. The pulse width and pulse position are 

quantised to a number of fixed values (Figure 2.18). Compared to the burst-mode 

technique, less band-pass filtering is required to remove out-of-band noise and distortion. 

One advantage is the compatibility with synchronous digital design because it uses a 

regular clock timing grid. Digital circuits usually work best when they are synchronous. 

All the internal processing blocks change state under the control of an external clock. 

This quantisation in time forces the pulse edges to be on a regular clock timing grid 

which causes the generation of quantisation noise.  

 

 

Figure 2.18: PWM of RF carrier, with supply modulation included (circle) [29]. 
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RF pulse generation with pulse width modulation is compatible with switched-

mode transmitter architectures. A novel all-digital approach for generating a pulse train 

suitable for switch-mode power amplifiers was proposed by Bassoo et al. [76]. It shows 

better adjacent channel noise performance than traditional band-pass Σ∆ scheme with a 1-

bit drive signal. The concept makes RF PWM/PPM topologies feasible for GHz 

frequencies enabling their use in many wireless applications. Cycle-mode modulation, 

which can be obtained by using all digital techniques, will be the preferred modulation 

technique in this thesis. 

2.8 Σ∆ Modulator Architecture 

Recent research is now applying Σ∆ techniques to band-pass signals such as those 

found in radio frequency transceivers [80]. There are a number of challenges to 

developing such schemes. First, the carrier frequency is of the same order as the sample 

rate; secondly the bandwidth, EVM and spectral mask of any transmitted RF signal must 

be met; and thirdly, any design must be realisable in today‟s silicon technology. These 

three factors are all inter-related and form a complex trade-off between performance, 

complexity and energy consumption. This thesis concentrates on all-digital upconverter 

structures. The binary nature of their output removes the need for analog components in 

the up-conversion chain. Their outputs can be used directly to drive the SMPA (Class-S 

or Class-D) for high-efficiency operation [78].  
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2.8.1 Band-pass Σ∆ Architecture 

Band-pass Σ∆ modulator is proposed as a possible solution suitable for RF digital 

transmitter design using SMPA. A band-pass Σ∆ modulator generates a digital pulse train 

and shapes the quantisation noise which is then fed to the switched amplifier.  

Analog 
Baseband

Quadrature 
Modulator

Band-pass
ΣΔ Filter

Quantiser   
1-bit A/D

SMPA BPF

RF input

Analog 

signal

RF 

signal

 

Figure 2.19: Band-pass Σ∆ architecture in [78]. 

 

In the band-pass Σ∆ modulator structure in [78], the sampling frequency is four 

times the required RF carrier frequency (𝑓𝑐 =
𝑓𝑐𝑙𝑜𝑐𝑘

4
), Figure 2.19. The quadrature 

modulation block upconverts the baseband signal to the RF carrier. The band-pass Σ∆ 

filters are implemented in analog and the 1-bit A/D generates the digital input signal to 

the SMPA. One problem is that the output signal can have more than one pulse per half 

period of the RF carrier. This can potentially increase switching losses since the output 

goes directly to the SMPA. A BPF is used to remove the noise and switching harmonics, 

leaving the required RF output as shown in Figure 2.20.  

 

PWM/PPM BPF

RF input RF output  

Figure 2.20:  BPF for RF PWM/PPM output. 
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It is possible to avoid the analog processing by doing the up-conversion in DSP 

and replacing the band-pass Σ∆ 1-bit A/D with a band-pass Σ∆ 1-bit D/A as shown in 

Figure 2.21 [81]. The DSP module generates the input signal as an I and Q baseband 

signal. The I-Q baseband is interpolated to a higher sampling frequency before digital up-

conversion. The up-conversion operation multiplies the I-Q baseband signals with the 

pulse sequences of 1,1,-1,-1,… and -1,1,1,-1,… respectvely. The two signals are summed 

together and fed directly into the band-pass Σ∆ modulator, which generates the digital 

data streams for the SMPA. The band-pass Σ∆ transmitter architecture operates at a 

sampling frequency that is four times the RF carrier frequency. The high clock rate will 

require additional power consumption since each signal transition involves a capacitive 

(
1

2
𝐶𝑉2) energy loss, which reduces efficiency [82]. 
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Figure 2.21: The band-pass Σ∆ (2
nd

-order) architecture proposed in [81]. 
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A digital method proposed in [61], implements the band-pass Σ∆ technique using 

a combination of two low-pass Σ∆ modulators and upconverters, as shown in Figure 2.22. 

Each baseband I and Q signal has its own low-pass Σ∆. The three multiplexer units 

(Mux) implement a quadrature modulator that up-converts the quantised one bit 𝐼 -𝑄  

signals to RF at a carrier frequency fc.  

𝑦𝑅𝐹(𝑛) = 𝑄 sin  2𝜋𝑛
𝑓𝑐

𝑓𝑐𝑙𝑜𝑐𝑘
 + 𝐼 cos  2𝜋𝑛

𝑓𝑐

𝑓𝑐𝑙𝑜𝑐𝑘
                (2.29) 

when𝑓𝑐𝑙𝑜𝑐𝑘 = 4𝑓𝑐  the above sequences become 

sin (2𝜋𝑛
𝑓𝑐

𝑓𝑐𝑙𝑜𝑐𝑘
) =  0,1,0, −1,0,1, ….                                    (2.30) 

cos  2𝜋𝑛
𝑓𝑐

𝑓𝑐𝑙𝑜𝑐𝑘
 = 1,0, −1,0,1,0….                                     (2.31) 

The summation of the sequences is trivial and can be performed in a multiplexer, since 

one term is always 0.  
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Figure 2.22: The band-pass Σ∆ (two low-pass Σ∆s) architecture proposed in [61]. 

 

It is possible to generate RF signals with carrier frequency fc> 1 GHz using off-

the-shelf multiplexer devices. However it is harder to achieve GHz sample rates (fs) for 

the DSP and Σ∆ modulators without resorting to Application-Specific Integrated Circuit 

(ASIC) implementation [83]. The achievable bandwidth is proportional to fs. 
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It is difficult to get high sampling rates on the Σ∆ D/A‟s because of the feedback 

path. The filtering and quantisation must all be completed within the latency of one clock 

period. Frappé et al. [84] developed an ASIC using Borrow-Save arithmetic, non-exact 

quantisation and a multiphase-clock to complete all calculations of a 3
rd

 order Σ∆ filter in 

250 ps (pico second). A signal bandwidth of 50 MHz was obtained.  

2.8.2 Polar Σ∆ Architecture 

Polar Σ∆ techniques operate on the polar (amplitude A(t) and phase Φ(t)) signals 

rather than the more normal I-Q representation. The polar Σ∆ structure was proposed in 

[77, 85-87] where the aim was to reduce the switching activity and also to eliminate the 

need for analog components. 

Lowpass
ΣΔ

Modulator

   Filter

Envelope A(t)

RF phase

cos (ωRFt + Φ(t)) fo

PA

 
 

Figure 2.23: The polar Σ∆ based burst-mode architecture proposed in [77]. 

 

 

Figure 2.23 shows a polar Σ∆ architecture consisting of a low-pass 1-bit Σ∆ 

modulator using a phase modulated clock and a gated PA [77]. The envelope input signal 

A(t) represents the average value of the ON-OFF period of the square wave signal at the 

output of the low-pass Σ∆ modulator. The phase information is represented by the zero-

crossing timing of the RF carrier. The PA is operated in saturated mode (for best 
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performance with a Class-C structure [88]), and the input waveforms are square waves. 

This scheme implements burst-mode modulation where the Σ∆ modulator switches the 

square wave RF input signal ON or OFF [77]. 

ΣΔ
Modulator

ΣΔ
Modulator

Digital Pulse 
Delay 

Modulator

Digital Pulse 
Width 

Modulator

Pulse 
Generator

8fc

fcfc

Polar to PWM/PPM 
block

3 bits 3 levels

1
cf

1
cf

1
cf

Phase Amplitude

output

 
Figure 2.24: The polar Σ∆ architecture proposed in [86].  

 

 

Keyzer et al. in [86], the architecture consists of the two Σ∆ modulators (each 

modulator generates a pulse train representing the phase and amplitude signals 

respectively), followed by up-conversion blocks to perform PWM and PPM generation, 

Figure 2.24. The amplitude is quantised into three levels and the phase is quantised into 

eight levels. A digital pulse delay modulator acts on an input periodic pulse train with 

period of fc and pulse width 
1

8𝑓𝑐
 to produce an output phase modulated pulse train. This is 

then followed by a pulse expander to change the phase width. The structure limits the 

number of pulses per period to one and there is often no switching pulse when the input 
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signal is small. Therefore, it should have good efficiency; however there is a bandwidth 

penalty.  

Bassoo et al. in [87] investigated the polar Σ∆ structure which is shown in Figure 

2.25. The input signal of I-Q complex baseband is converted to polar representations, 

𝑅 =  𝐼2 + 𝑄2 and 𝜃 = tan−1  
𝑄

𝐼
 . Low-pass Σ∆‟s are used to independently quantise the 

R (amplitude) and the θ (phase) signals respectively. The R value is quantized into 4 

distinct levels while θ is quantized to 16 levels uniformly distributed between 0 to 2π. 

The output of these quantisers is fed back to their appropriate Σ∆ filter. The quantized 

signal is also passed through a „Polar to PWM/PPM‟ block converter to generate the 

appropriate pulse waveform. The pulse train output of the „Polar to PWM/PPM‟ block 

feeds to the SMPA and BPF.  
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Figure 2.25: Polar Σ∆ Architecture proposed in [87].  

 

Normally, the Σ∆ filters update the pulse width and position every whole number 

of cycles of the carrier frequency (or half cycles if a bridge amplifier is used). The Σ∆ 

filters for the phase signal must be modified to handle the phase wrap-around. The polar 
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components have a wider bandwidth than the I-Q components, and this limits the 

modulation bandwidth of this structure hence the effective oversampling rate is reduced. 

Besides that, the conversion process of I-Q complex baseband from Cartesian format to 

polar format is a nonlinear process which causes some of the quantisation noise to fold 

back into the band of interest and hence it cannot be filtered out [31].  

Another problem is unwanted spectral components which arise when baseband 

polar signals are upconverted to RF using PWM/PPM techniques. The „Polar to 

PWM/PPM‟ block upconverts the signal to RF with quantised amplitude and phase. The 

amplitude of the RF is controlled by the pulse width and the phase of the RF is controlled 

by the pulse position.  In the PPM process, a change in phase is represented by a change 

in position and the pulse edge must occur on the digital timing grid. This process 

eventually leads to amplitude modulation (AM) as a pulse is swallowed whenever there is 

a change in quantisation level. Recently, Bassoo et al. in [87] has established that the 

dominant distortions are the image and harmonic components generated in the PPM 

circuit („Polar to PWM/PPM‟ block).  

2.8.3 Cartesian Σ∆ Architecture 

The authors in [76, 89] realised that Cartesian Σ∆ upconverters are an 

improvement over the polar Σ∆ modulator in [87], with regard to solving the bandwidth 

expansion problems and reducing switching activity. Figure 2.26 shows the comparison 

plot between polar and Cartesian Σ∆s using an OFDM signal. The output spectrum and 

ACP versus signal level are compared. The Cartesian Σ∆ has better noise shaping with a 

better null around the band of interest and lesser noise than the polar Σ∆ (Figure 2.26(a)). 
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Figure 2.26(b) shows the Cartesian Σ∆ has at least 10 dB less ACP, over a wide dynamic 

range of input signal levels, compared to the polar Σ∆.  

 

 

Figure 2.26: (a) Normalized spectrum of OFDM and (b) ACP for Cartesian Σ∆ and polar 

Σ∆ modulator [76]. 

 

The proposed Cartesian Σ∆ structure can be seen in Figure 2.27. It consists of 

MOD2 low-pass Σ∆s [24] for the Cartesian I and Q input signals. After Σ∆-filtering, the I 

and Q signals are then converted to polar co-ordinates [R, θ] and separately quantised in 

the QR and Qθ blocks resulting into  𝑅, 𝜃  . The Gain block (normally set to G ≤ 1) works 

to improve efficiency (by reducing the number of switching edges) at the expense of a 

degraded spectrum [29]. The output of the quantisers is converted back to Cartesian co-

ordinates,  𝐼, 𝑄   (removing bandwidth expansion [29]) and fed as feedback to the Σ∆ 

filters. The outputs of both quantisers are also upconverted to RF using PWM/PPM 

techniques in the „Polar to PWM/PPM‟ block.  
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Figure 2.27: Cartesian Σ∆ Architecture [79]. Σ∆ filtering is in Cartesian with quantisation 

in polar. 

 

 The proposed quantiser used an even quantisation technique where the three-

level-waveform at the output is based on pulses with an even number of clock periods 

[32, 76, 79]. The quantised amplitudes, 𝑅 , of the RF signal are calculated by changing the 

pulse widths in increments of two clock periods. However, this leads to a potential coarse 

quantisation at low signal levels, as the minimum pulse width in the even quantisation 

scheme is two clock periods. 

Furthermore, while reducing the bandwidth expansion, the Cartesian Σ∆ model 

may still cause unwanted spectral components due to the „Polar to PWM/PPM‟ block. 

The most relevant work to the aims of the proposed research was presented in [79]. It 

showed that in a single carrier environment, an increase in offset frequency increases the 

unwanted spectral components. The image and 3
rd

 order harmonic components are the 

dominant distortions. The PPM block was shown to be responsible for these distortions, 

but no solutions were proposed.  

I 

Q 

R 

θ 

𝑹  

𝜽  

𝑰  

𝑸  



CHAPTER 2. LITERATURE REVIEW 
 

   50 

 

 

2.9 RF Tuning 

All the schemes so far require the carrier frequency (fc) to be harmonically related 

to the clock frequency (fclock). The almost universal choice is fclock = 4fc. Tuning of the 

carrier requires changing the clock frequency. Small offsets in fc can be accommodated 

by a slow rotation of the I-Q input signal, but this generates an unwanted spectral 

component. Bassoo et al. in [79] mathematically showed that a Single Side Band (SSB) 

modulated tone causes an unwanted image and 3
rd

-order distortion products. Such 

unwanted signals can cause jamming to the other users of the spectrum. More recently, 

Routsalainen et al. in [90] showed that larger frequency offsets caused image noise to 

fold in-band (Figure 2.28). A solution using complex noise shaping filters was proposed 

for both moving the main noise null and suppressing the image noise. Later, a second 

solution using a fractional delay in the feedback path was also suggested [91].  

 

 
 

Figure 2.28: SSB output spectrum from a Cartesian ΣΔ with the distortions from the 

PWM/PPM with image and 3
rd

 harmonic (right) [79], and the conjugate quantisation 

noise folding in the frequency domain (left) [90]. 
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In this thesis further solutions will be proposed to the problem of baseband tuning. 

Using the work by Bassoo et al. [79], one possible solution is to introduce digital pre-

distortion and post-distortion based on the signal conjugate. The research in this thesis 

will focus on methods to eliminate noise and distortion products. 

2.10 Summary 

In this chapter, a brief analysis of PA design has been carried out. Since the goal 

of the proposed architecture scheme is for an all-digital transmitter scheme, the 

discussion of switching amplifier operation is complementary. Basic Σ∆ concepts are 

presented. These include system modulation techniques, STF, NTF, poles, zeros, 

interpolation, decimation, and coding efficiency. The „burst-mode‟ and „cycle-mode‟ 

versions of digital RF transmissions were then discussed. A more detailed study was then 

made of the three dominant switched-mode transmitter architectures: band-pass, polar 

and Cartesian Σ∆. The scheme used in this thesis is based on the Cartesian Σ∆ 

upconverter. The problem of distortion and noise generation in baseband tuned 

architectures was flagged, and some solutions to the problem will be presented in later 

chapters.  

In the next chapter, the first technical part of the thesis, the existing Cartesian Σ∆ 

upconverter is modified with an improved quantisation scheme. The scheme is more 

suited to low power signals which are more prevalent in today‟s high PAPR modulations. 
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Chapter 3 

Proposed Polar 

Quantisation Scheme 

3.1 Introduction 

After studying different schemes for the  transmitter architecture, the existing 

Cartesian  structure, as shown in Figure 2.27, is chosen as a potential candidate for 

future wireless base stations. The output of the architecture produces a three-level 

waveform, Figure 2.5, with low switching activity thus reducing the power loss in the 

SMPAs. The RF pulse train waveform, as shown in Figure 2.18, has reduced second and 

even order distortions, improved coding efficiency, and can derive SMPAs in a bridge 

structure. The main focus of this study is in the waveform generation in the „Polar to 

PWW/PPM‟ block. The previous technique in [79] used an even number of clock periods 

to generate the pulse width and alter it by adding (or subtracting) a clock period to (or 
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from) each edge, to maintain the pulse centre-of-gravity. This technique is called even 

quantisation. 

This chapter offers the alternative approach of using odd quantisation instead of 

the previously used even quantisation of [32, 76, 79, 87]. Odd quantisation is proposed to 

reduce the possible pulse widths by one clock period while maintaining a constant phase 

reference. The acceptable pulse widths become (0, 1, 3, 5 …) for the odd quantisation 

compared to the (0, 2, 4, 6 …) values for the even quantisation. In the even quantisation 

technique, the three-level-waveform at the output is based on pulses with an even number 

of clock periods. The quantised amplitudes, 𝑣 𝑟 , of the RF signal are calculated by 

changing the pulse widths in increments of two clock periods. This leads to a potential 

coarse quantisation of low level signals as the minimum pulse width in the even 

quantization scheme is two clock periods. In both cases the phase reference does not 

change with the pulse width, allowing separate quantisers for amplitude and phase. The 

evaluation of the adjacent channel interference caused by the quantisation process in the 

 architecture will be discussed. Later, a Cartesian  upconverter with joint 

quantisation will be considered. It is shown that a trade-off exists between the RF 

oversampling factor OSRRF and the fidelity of the quantiser.  

Section 3.2 presents the Cartesian  upconverters. Section 3.3 gives details of 

the new odd quantisation scheme with its performance compared to the even quantisation 

scheme. Section 3.4 discusses a joint quantisation odd-even scheme. Section 3.5 presents 

the baseband RF tuning. Section 3.6 gives the simulation setup and results. Section 3.7 

describes the experimental measurement setup and results. Finally, we draw a summary 

in Section 3.8. 
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The work in this chapter has been presented at some conferences with full 

reviewed papers entitled: “Odd-even quantisation and Cartesian delta-sigma (ΔΣ) 

Upconverters for Transmitter Design” at the IEEE International Communication Systems 

Conference in 2012 [92]; “OFDM performance with odd-even quantisation in Cartesian 

ΔΣ upconverters” at the IEEE International Signal Processing and Communication 

Systems Conference in 2012 [93]; and “Joint Odd-Even Quantisation in Cartesian Delta-

Sigma Upconverters” at the IEEE International AFRICON Conference in 2013 [94].  

3.2 Cartesian Σ∆ Upconverters 

Polar Σ∆ modulators were introduced by Keyzer et al. [86] to generate a pulsed 

square waveform with a number of quantised pulse widths and pulse positions to control 

amplitude and phase respectively. It is important to limit the number of edges in the 

waveform to two per period of the RF carrier, since each edge represents power loss in 

any subsequent amplifying stage. The polar Σ∆ did this by converting the digital 

baseband signals to polar and then using the Σ∆ filters to quantise the amplitude and 

phase components separately.  The problem with the scheme is the high noise floor 

caused by passing the bandwidth expanded polar signals through the Σ∆ filters. A partial 

solution to the problem involved using Cartesian signals in the Σ∆ filters and polar 

signals in the quantiser. This improved the spectral performance, but at the expense of a 

rectangular to polar conversion inside the Σ∆ loop [76]. The structure is shown in Figure 

3.1. 

Σ∆ techniques in this structure were used to shape the noise away from the band 

of interest. Upconverters operate by subtracting the current quantised error signal from 
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the subsequent sample and Σ∆ modulation is achieved through the processes of 

oversampling and noise shaping. Oversampling reduces the noise PSD as it spreads the 

noise over a wider bandwidth. As expected, increasing OSR will decrease the in-band 

noise proportional to 1

𝑂𝑆𝑅
 . The oversampling ratio of the baseband (OSRBB) is given by 

𝑂𝑆𝑅𝐵𝐵 =
𝑓𝑠

𝑓𝐵
                    (3.1) 

where𝑓𝐵 is the maximum signal bandwidth and 𝑓𝑠 is the sampling frequency. The 

quantisation error is also noise shaped using feedback in the Σ∆ filter. The NTF for 

MOD2 is given by  1 − 𝑧−1 2. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1: Cartesian Σ∆ with polar quantisation showing signals at different points.  The 

two quantised sinusoidal amplitudes and pulse widths are shown top right. 
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The Cartesian Σ∆ upconverters structure consists of two second-order low-pass 

Σ∆ (MOD2)  for the Cartesian I and Q input signals (see Figure 3.1).  After Σ∆ filtering, 

the I and Q signals are converted to polar coordinates [𝑣𝑟 , 𝑣𝜃 ] and separately quantised in 

the QR and QΘ blocks. The output of the quantisers [𝑣 𝑟 , 𝑣 𝜃 ]is converted back to Cartesian 

format and fed back to the Σ∆ filters. Moreover, the quantised amplitude, 𝑣 𝑟 , and phase, 

𝑣 𝜃 , that are in polar format are fed to the switching power amplifier in  PWM/PPM 

format (see Figure 3.2 for an example output waveform 𝑤𝑛 ). A band-pass filter at the 

output of the SMPA reconstructs the sinusoidal RF signal. SMPAs can use binary input 

signals or tri-state input signals if a full-bridge structure is employed [31] (see Section 

2.3.5). Tri-state will remove the even harmonics. 

Phase reference 
point of even number of 

clock periods

RF Signal

Phase reference 
point of odd number of 

clock periods

θref

Tc

αOTclk

Ȓ 

EVEN

Ȓ

 ODD

αETclk

wn(4Tclk,0)

wn(3Tclk,0)

 

Figure 3.2: The PWM/PPM output for OSRRF = 8. Note, a two level signal version would 

set the negative pulses to zero. 
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3.3 Odd Quantisation and Even Quantisation 

The PWM/PPM process requires the digital clock (fclock) to oversample the 

nominal RF carrier frequency (fc) of the signal output by a factor of OSRRF. The OSRRF is 

given by 

𝑂𝑆𝑅𝑅𝐹 =
𝑓𝑐𝑙𝑜𝑐𝑘

𝑓𝑐
                                                   (3.2) 

The number of quantisation levels, 𝑁𝑃 , is a function  of the OSRRF, or the number  

of clock cycles per period of the RF carrier (𝑁𝑝  = OSRRF). The amplitude and phase of 

the switching waveform can be updated in half-period increments of the RF carrier giving 

the sample rate, fs, of the Σ∆ filters which is defined by 

𝑓𝑠 =
2𝑓𝑐

𝑖
                                                               (3.3) 

where i ≥ 1 is a positive integer. Normally i is much greater than one because of the 

difficulty of making high speed Σ∆ filters. 

The quantised amplitude levels, 𝑁𝐴, are given by the amplitude of the 

fundamental sinusoidal component of the repeating pulsed waveform.  There are 𝑁𝐴 (see 

Equation 3.6) different possible amplitudes. For the case where OSRRF = 8, these 

amplitudes correspond to pulse widths of 0, 1, 2, 3 and 4 clock periods; the latter two 

waveforms are shown in Figure 3.3. It is noticeable in Figure 3.2 that a change in carrier 

amplitude can be accompanied by a change in phase reference (𝜃𝑟𝑒𝑓 ) of half a clock 

period. This makes quantisation difficult and so previous work has restricted the 

amplitude quantisation levels to pulse widths that are either an even number of clock 

periods or an odd number of clock periods because the phase reference does not change 

[17]. In the above example, this would give pulse widths of either 0, 1, 3 or 0, 2, 4 clock 
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periods. Figure 3.2 is an example of the waveform PWM/PPM output corresponding to 

an even 𝑤𝑛 4𝑇𝑐𝑙𝑘 , 0  or odd 𝑤𝑛 3𝑇𝑐𝑙𝑘 , 0 number of clock periods at OSRRF = 8. 
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Figure 3.3: Quantised amplitude of the RF carrier 𝑣 𝑟 𝛼  for even and odd pulse widths 

(OSRRF = 8).  αE,αo define the pulse width and pp defines the pulse position.  
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The phase is therefore uniformly quantised into a number of phase quantised 

levels of 𝑁𝑃  increments over the range 0 to 2π. The quantised phase, 𝑣 𝜃 , is determined by 

the pulse position. The quantised amplitude, 𝑣 𝑟 , is determined by the pulse width as  

shown in Figure 3.3. The top trace shows the maximum amplitude condition for OSRR = 

8. The output is a full square wave and, after band-pass filtering, produces the sinusoidal 

output. The second trace down shows a reduced amplitude sinewave caused by the 

reduced pulse widths of the three-level waveform. The third trace shows the zero 

amplitude sinewave. The Σ∆ filter cycles the output between these three quantised states 

to generate any specified amplitude of the RF signal. 

In Figure 3.3, the top three traces show pulse widths that contain an even number 

of clock periods, and the bottom three traces show the odd sized pulse widths. The phase 

reference, 𝜃𝑟𝑒𝑓 , is taken from the middle of the pulse and is 0 degrees for even pulse 

widths. However the reference for odd pulse widths is given by 

𝜃𝑟𝑒𝑓 =
2𝜋

2 × 𝑂𝑆𝑅𝑅𝐹
  [𝑟𝑎𝑑𝑖𝑎𝑛𝑠]                              (3.4)                      

If the quantised amplitudes, 𝑣 𝑟 ,  are confined to all the even pulse widths, then the 

phase reference does not change and so amplitude quantisation and phase quantisation are 

independent One Dimensional (1D) operations; it is similar when the quantisation 

amplitudes are confined to odd pulse widths. When both odd and even pulse widths are 

taken into account, a change in amplitude can cause a change in phase of ref (AM to 

Phase Modulation (PM) conversion) and so to avoid this joint amplitude and phase 

quantisation must be applied. This is a two-dimensional operation and leads to a great 

increase in quantiser complexity. 
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The amplitude and phase quantisation points can be described in the phase plane 

of the output carrier signal. The 𝑣𝑖  and 𝑣𝑞  signals from the Σ∆ filters form the input 

vector that is to be quantised in terms of amplitude and phase. The quantisation points, Pi, 

are the intersection of the 𝑁𝐴 amplitude rings with the 𝑁𝑃  phase spokes. The input vector 

must be quantised to the closest quantisation point. This is shown in Figure 3.4 for odd 

quantisation and even quantisation schemes. In both cases the phase and amplitude 

decisions are orthogonal, so the selection of amplitude and phase of the closest 

quantisation point are independent. 

Figure 3.4 shows the even quantisation and the odd quantisation in the polar 

plane. The radius of the circles is set by 𝑅 . The radial lines show the quantised phase, 𝜃 . 

The even quantisation point of 𝑄𝐸  𝑣 𝑟 , 𝑣 𝜃   are illustrated by red dots. The odd 

quantisation points 𝑄𝑂  𝑣 𝑟 , 𝑣 𝜃   are illustrated by the black crosses. The dashed circles 

between each of the circles (red is for even polar, and black is for odd polar) are the 

threshold levels for the amplitude quantiser, 𝐿𝑅 . The phase threshold levels, 𝐿𝜃 , are 

measured midway between two phase increments,  and are shown as dashed lines. 

The number of threshold levels for the amplitude, 𝑛𝐿𝑅  , is given by 

 𝑛𝐿𝑅 = 𝑁𝐴 − 1        (3.5) 

where 𝑁𝐴 is the number of level amplitude increments. 𝑁𝐴 is determined by OSRRF  such 

that 

𝑁𝐴𝑒𝑣𝑒𝑛 =  𝑁𝐴𝑜𝑑𝑑 =  
𝑂𝑆𝑅𝑅𝐹

4
+ 1                                        (3.6) 

and the number of phases 𝑁𝑃  is the same for even and odd 

𝑁𝑃 = 𝑂𝑆𝑅𝑅𝐹                     (3.7) 

The total number of quantisation points is therefore 

𝑁𝑄𝑒𝑣𝑒𝑛 =  𝑁𝑄𝑜𝑑𝑑 = 𝑂𝑆𝑅𝑅𝐹   
𝑂𝑆𝑅𝑅𝐹

4
 + 1                      (3.8) 
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Figure 3.4: The polar quantisation points in the I-Q plane,  

„even‟ (top) and „odd‟ (bottom), OSRRF = 8, 𝑁𝐴𝑒𝑣𝑒𝑛 = 𝑁𝐴𝑜𝑑𝑑 = 3, 𝑁𝑃 = 8.  
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The phase threshold levels, 𝐿𝜃 , are measured midway between two phase 

increments, and are shown by the dashed line in the polar plane. The number of phase 

threshold levels, 𝑛𝐿𝜃 , is the same as the number of phase quantised levels, given by 

𝑛𝐿𝜃 = 𝑁𝑃         (3.9) 

Even quantisation leads to a potential coarse quantisation at low signal levels, as 

shown by the inner (red) circle in Figure 3.4. Therefore, we propose odd quantisation to 

refine the quantisation of low signal levels by changing the minimum pulse width to one 

clock period while maintaining a constant phase reference. The first quantisation level is 

now smaller (pulse width of one). The largest quantisation level is also reduced but by a 

smaller amount. A calculation of the quantisation amplitude and phase levels which 

correspond to pulse widths with an odd number of clock periods is shown in Table 3.1. 

The quantised phase, 𝑣 𝜃 , based on the odd polar plane, as shown in Figure 3.4, is 

given by 

𝑣 𝜃 = (𝑝𝑝 + 0.5)
2𝜋

𝑁𝑃
                                                              (3.10) 

where the 0.5 represents the change in reference, ref  in Figure 3.2. The threshold 

level 𝐿𝜃  for the quantised phase is calculated by    

    𝐿𝜃 (𝑝𝑝 + 0.5), (𝑝𝑝 + 1.5) = 𝑝𝑝
2𝜋

𝑁𝑃
                           (3.11) 

The amplitude levels are calculated by evaluating the fundamental spectral 

component of the three-level waveform, 𝑢(𝛼, 𝑝𝑝 , 𝑂𝑆𝑅𝑅𝐹) with amplitudes 1, 0, and -1. α 

is the pulse width corresponding to the 𝛼𝑂clock cycles (𝛼𝑂 is for odd) or 𝛼𝐸clock cycles 

(𝛼𝐸  is for even). pp is the pulse position and refers to the time delay or advance. pp= (0, 

...(NP -1)) and represents the PPM delay in clock periods. 
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Table 3.1: Values of quantised amplitude, 𝑣 𝑟 , for different OSRRF and pulse width (αE or 

αo). There are OSRRF clock periods in one cycle of the nominal RF carrier. 

 

αo 

OSRRF (=NP) Quantisation 

scheme 
4 8 16 32 64 

0 0 0 0 0 0 

O 

D 

D 

1 0.9003 0.4873 0.2484 0.1248 0.0625 

3 - 1.1763 0.7074 0.3696 0.1868 

5 - - 1.0587 0.6002 0.3094 

7 - - 1.2488 0.8078 0.4290 

9 - - - 0.9843 0.5444 

11 - - - 1.1229 0.6546 

13 - - - 1.2184 0.7585 

15 - - - 1.2671 0.8551 

17 - - - - 0.9434 

19 - - - - 1.0227 

21 - - - - 1.0921 

23 - - - - 1.1510 

25 - - - - 1.1988 

27 - - - - 1.2351 

29 - - - - 1.2595 

31 - - - - 1.2717 

αE      

E 

V 

E 

N 

0 0 0 0 0 0 

2 1.2733 0.9003 0.4873 0.2484 0.1248 

4 - 1.2733 0.9003 0.4873 0.2484 

6 - - 1.1763 0.7074 0.3696 

8 - - 1.2733 0.9003 0.4873 

10 - - - 1.0587 0.6002 

12 - - - 1.1763 0.7074 

14 - - - 1.2488 0.8078 

16 - - - 1.2733 0.9003 

18 - - - - 0.9843 

20 - - - - 1.0587 

22 - - - - 1.1229 

24 - - - - 1.1763 

26 - - - - 1.2184 

28 - - - - 1.2488 

30 - - - - 1.2671 

32 - - - - 1.2733 
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Since 𝑢 𝛼, 𝑝𝑝 , 𝑂𝑆𝑅𝑅𝐹  is a repeating waveform [32], the amplitude of the spectral 

component can be generated from one period only using the Fourier series. Here, a highly 

oversampled version of  𝑢𝑛 𝛼, 𝑝𝑝 , 𝑂𝑆𝑅𝑅𝐹  is used to get the same result from a discrete 

Fourier transform (DFT). 

   𝑈𝑏 𝛼, 𝑝𝑝 , 𝑂𝑆𝑅𝑅𝐹 =  
1

𝑁𝐹𝐹𝑇
𝐷𝐹𝑇  𝑢𝑛 𝛼, 𝑝𝑝 , 𝑂𝑆𝑅𝑅𝐹                (3.12) 

where 𝑁𝐹𝐹𝑇  is the fast Fourier transform (FFT) size. The amplitude of the fundamental of 

the pulse wave occurs in the first frequency bin b = 1, defined by  

𝑣 𝑟 𝛼 = 2  𝑈𝑏=1 𝛼, 𝑝𝑝 , 𝑂𝑆𝑅𝑅𝐹        (3.13) 

The amplitude threshold levels are given by the midpoint of two amplitude 

quantised levels,  

   𝐿𝑅 𝛼, 𝛼 + 2 =  
𝑣 𝑟 𝛼  + 𝑣 𝑟 𝛼,𝛼+2 

2
                            (3.14) 

where 𝛼 is selected in ascending order.   

Table 3.1 shows the quantised amplitudes of the resulting RF signals for odd 

quantisation and even quantisation schemes. 𝑁𝐴 is determined by Equation 3.6 and 𝑁𝑝  by 

Equation 3.7.   

Figure 3.5 illustrates the quantisation steps of the quantised amplitude 𝑣 𝑟  versus 

input amplitude 𝑣𝑟  for the odd quantisation and even quantisation schemes. As shown, 

the example is based on Table 3.1 for 𝑁𝑝 = 8. 

 

file:///C:\Users\sirmayanti\Desktop\thesis_print_toPDF\All_chapter_revision_new.docx%23_ENREF_32


CHAPTER 3. PROPOSED POLAR AND QUANTISATION SCHEME 
 

   65 

 

 

0 50 100 150 200 250
0

0.2

0.4

0.6

0.8

1

1.2

1.4

 

 

v
r

ODD 

EVEN

ˆ (1)rv

ˆ (2)rv

ˆ (3)rv

ˆ (4)rv

 

 

Figure 3.5: Quantisation steps used by QR, (Figure 3.1), OSRRF = 8. 

3.3.1 Polar to PWM/PPM Block 

After quantisation (see Figure 3.6), the „Polar to PWM/PPM‟ block is used to 

convert the quantised signals, [𝑣 𝑟 , 𝑣 𝜃 ] in polar representation to RF using PWM and PPM 

process. The location of the pulse position of the PPM process is determined using the 

quantised phase,𝑣 𝜃 , which is the output from Qθ block in Figure 3.1. A change in position 

depends on a change of 𝑣 𝜃  where the pulse edges must occur on the digital timing grid. 

The output of QR block,𝑣 𝑟 , determines the duration of the PWM process. 
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Figure 3.6: Odd PWM generation, OSRRF = 8. 

 

Figure 3.6 illustrates the PWM generation the odd quantised signals using a 

stepped triangle wave.  It shows two examples of quantised amplitudes: 𝑣 𝑟(1) and 𝑣 𝑟(2). 

The output pulse widths,𝛼𝑜(1) and 𝛼𝑜(3), are defined by the crossing points of the line 

𝑣 𝑟(1) and 𝑣 𝑟(2) respectively and the stepped triangular waveform signal. The pulse 

width must change with two sample increments to decouple the amplitude response from 

the phase response. The pulse width then maintains symmetry about its midpoint.  
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3.3.2 Complexity, Sample Rate and Bandwidth 

All DSP systems scale with the sample rate and so the higher the sample rate the 

larger the bandwidth of the noise transfer function null. This is clearly desirable since Σ∆ 

systems are a feedback system and so the maximum sample rate (or minimum sample 

period) is set by the time it takes to process all blocks in the feedback loop. This also 

includes the quantiser. It is therefore important to make any quantisation process fast. 

The benefit of the even or odd pulse-width schemes is that they allow the 

independent quantisation  of phase  and amplitude,  such that these operations  can be 

performed  in parallel,  increasing speed and leading to the structure of Figure 3.1. The 

downside is that only half the possible quantisation points are used and this increases the 

quantiser error. 

In Figure 3.1, quantisation is a three stage process, Cartesian-to-Polar (C2P) 

conversion, followed by quantisation and then Polar-to-Cartesian (P2C) conversion. The 

last stage is trivial because quantisation has occurred and there are only a few states to 

convert; hence a look-up-table (LUT) is the best way to go. The first and quantisation 

stages can be combined together. A possible solution is to use a few iterations of an 

iterative algorithm such as CORDIC [95]. CORDIC is an iterative algorithm based on 

binary arithmetic.  It rotates a Cartesian specified vector to the real axis of the complex 

plane. The rotation gives the angle of the vector and the real component gives it‟s 

magnitude. 

 The feedback structure of Σ∆ converters makes them particularly tolerant to errors 

in the quantiser decision regions. This fact can be exploited to reduce the number of 

iterations in the CORDIC algorithm and so reduce latency. Using pre-computing 
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techniques, it is possible to design a Cartesian Σ∆ with polar quantiser such that its 

additional latency has almost no effect on the maximum sample rate [32], compared to 

using I-Q quantisation [61]. 

3.4 Joint Quantisation Scheme 

It is possible to reduce quantisation noise by increasing the density of the 

quantisation points. One method for achieving this is to increase the OSRRF. 

Unfortunately, this also increases the clock frequencies, which might not be always 

practical. An alternative solution is to combine the „even‟ set of quantisation points with 

the „odd‟ set of quantisation points. The downside of this approach is that the phase 

reference no longer remains constant with signal amplitude, making the design of the 

quantiser very complex.  

In order to get the benefit of the reduced quantisation noise provided by the full 

family of quantisation points (Figure 3.7), we shall now consider implementation options 

for joint odd-even quantisation. Intuitively speaking the quantisation error vector will be 

approximately half that of the even or odd modes when considered separately. The 

number of quantisation points for the joint odd-even quantisation scheme is: 

𝑁𝑄𝑗𝑜𝑖𝑛𝑡 =  𝑂𝑆𝑅𝑅𝐹  
𝑂𝑆𝑅𝑅𝐹

2
 + 1                (3.15) 

The quantisation point closest to the input vector (shown in blue) must be selected. Two 

methods are considered: „exhaustive search‟ and „combined odd+even search‟. 
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3.4.1 Exhaustive Search 

This is a Two Dimensional (2D) search that involves calculating the squared 

distance between the input vector and each quantisation point. The quantisation point, P, 

with the minimum distance is chosen. Five instructions are required to calculate the 

squared distance, two subtractions, two square operations, and one summation.  Selecting   

the smallest of the outputs requires 𝑁𝑄𝑗𝑜𝑖𝑛𝑡 − 1 compare (subtract) operations. In terms 

of latency, we note that all the squared distances can be calculated at once using parallel 

hardware. The latency is therefore dominated by the compare operations. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.7: Phase plane for optimum joint odd-even quantisation (OSRRF = 8). 
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3.4.2 Combined Odd+Even Search 

In this method both odd quantisation and even quantisation are performed 

separately on the input signal. This gives two potential solutions to the closest 

constellation point.  These two points are then compared in terms of Euclidean distance 

to give the overall optimum choice, see Figure 3.8. The method allows the simpler 1D 

searches to be performed, with a final single 2D squared error magnitude comparison.  

 

 

  

 

 

 

 

 

 

Figure 3.8: Proposed reduced complexity quantiser using separate odd and even 

quantisers followed by a minimum error selection. An example OSRRF = 8 of joint polar 

plane is described. 
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Table 3.2: The number of arithmetic operations to implement the quantiser. 

 

Number of Operation 

Scheme Method Equation 
Quantisation 

Scheme 

OSRRF 

4 8 16 32 64 

Odd (or Even) Quantisation  

C2P 2 𝑙𝑛2(𝑂𝑆𝑅𝑅𝐹)  +  3 Odd / Even 7 9 11 13 15 

Quantised Amplitude 

Quantised  Phase 

(𝑁
𝑃

+ 𝑁𝐴)

= (
5 ∗ 𝑂𝑆𝑅𝑅𝐹

4
 + 1) 

Odd / Even 6 11 21 41 81 

P2C (LUT) 1 Odd / Even 1 1 1 1 1 

Total 
2 𝑙𝑛2 𝑂𝑆𝑅𝑅𝐹 

+
5 ∗ 𝑂𝑆𝑅𝑅𝐹

4
 + 5 

Odd / Even 14 21 33 55 97 

Joint Quantisation,  Method-1: exhaustive search 

Select closest 

constellation point 
𝑁𝑄,𝑗𝑜𝑖𝑛𝑡 − 1 Joint 8 32 128 512 2046 

Minimize  

arg
𝑖

𝑚𝑖𝑛  

  𝑣 − 𝑃𝑖   
i=1;𝑁𝑄𝑗𝑜𝑖𝑛𝑡

 

5𝑁𝑄𝑗𝑜𝑖𝑛𝑡
=5(

𝑂𝑆𝑅𝑅𝐹
2

2
 + 1) Joint 45 165 645 2565 10235 

Total 6  
𝑂𝑆𝑅𝑅𝐹

2

2
  + 1) - 1 Joint 53 197 773 3077 12281 

Joint Quantisation,  Method-2: Combination Odd+Even 

C2P 2 𝑙𝑛2(𝑂𝑆𝑅𝑅𝐹)  +  3 Odd & Even 7 9 11 13 15 

Quantised Amplitude 

and Quantised Phase  

(number includes 

both Odd and Even) 

2(𝑁
𝑃

+ 𝑁𝐴)

= 2(
5 ∗ 𝑂𝑆𝑅𝑅𝐹

4
 + 1) 

Odd & Even 12 22 42 82 162 

P2C (LUT) and 

Selection Odd or 

Even 
2 1 +  5 + 1 = 13 Odd & Even 13 13 13 13 13 

Total  

 2 𝑙𝑛2(𝑂𝑆𝑅𝑅𝐹)  +  3  

+  2(
5 ∗ 𝑂𝑆𝑅𝑅𝐹

4
 + 1) 

+ 13 

Odd & Even 32 44 66 108 190 
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3.4.3 Complexity Comparison 

The C2P operation can be achieved by the CORDIC algorithm which 

approximately doubles the phase accuracy for every iteration. If there are OSRRF phases, 

then the number of CORDIC iterations should be 𝑙𝑛2(𝑂𝑆𝑅𝑅𝐹)with each iteration having 

an addition and a compare operation. The amplitude accuracy converges faster without a 

problem.  P2C is a LUT operation and takes only one instruction to operate. Amplitude 

quantisation takes 𝑁𝐴 compare (subtract) operations and phase quantisation takes 𝑁𝑃  

compare operations for the lowest latency solution (i.e. occurring in parallel). A tree 

search will reduce the number of compare statements but increase latency. 

Table 3.2 shows the breakdown of the number of operations for the odd 

quantisation and even quantisation schemes and both the exhaustive and combinational 

joint odd-even quantisation schemes. The odd quantisation and even quantisation 

schemes are dominated by the quantisation process, with the polar-Cartesian transforms 

only becoming significant at the lowest OSR. For the joint quantisation scheme the 

combined method shows an increasing performance benefit over the exhaustive search 

method as the OSRRF increases.  

3.5 Baseband RF Tuning 

Wireless systems generally require the carrier frequency to be tunable to any 

channel position within the band of operation.  Ideally, the  noise null should span the 

whole band to avoid the need for a tunable RF band-pass filter at the output.  There are 

two tuning possibilities: firstly, by changing the clock frequency of the upconverter 
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circuit, which implies the use of a synthesized clock, with an appropriate fine frequency 

resolution; and secondly by frequency offsetting the input signal within the existing noise 

null.  

ΣΔ 
PWM/

PPM
BPF

s u v̂ w

offsetjw n
e

 
Figure 3.9: The input baseband signal is offset by exp 𝑗𝜔𝑜𝑓𝑓𝑠𝑒𝑡 𝑛 . 

 

The input signal is frequency offset in the baseband by multiplying by 

exp 𝑗𝜔𝑜𝑓𝑓𝑠𝑒𝑡 𝑛  prior to being applied to  filters (Figure 3.9). Note fc is the nominal 

carrier frequency.  Unfortunately, a number of distortion products (spurious signals) 

become apparent when the frequency offset signal is measured after the „Polar to 

PWM/PPM‟ block. Harmonics, due to the nature of the square pulse of the output signal, 

fold in-band and become a potential source of interference to adjacent and nearby 

channels as illustrated in the next section. 

3.6 Simulation Results 

3.6.1 Spectrum Analysis with SSB signal 
 

In this section the performance of the odd quantisation scheme is measured. The 

simulation parameter is shown in Table 3.3. The test signal is a SSB tone.  Figure 3.10 

shows the frequency spectrum of a SSB signal which is offset by 64 MHz from the 

carrier.  
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Table 3.3: Simulation parameters for spectrum analysis with SSB signal. 

 

 

 

 

 

 

 

 

 

 

Figure 3.10: Output spectrum of „Polar to PWM/PPM‟ block, OSRRF = 32. 
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offset

-3rd
harmonic Image

3rd
harmonic

Desired
Signal

Carrier

f
c

Parameter Value 

Modulated Signal Continues wave 

Nominal frequency carrier (fc) 1024 MHz 

Frequency Offset, Hz (foffset) 16, 32, 64, 128, 256  MHz 

Bin frequency (Δf) 1 MHz 

Oversampling ratio (OSRRF) 32 

Active tone (A) 1 
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The results are given at the output of the „Polar to PWM/PWM‟ block in Figure 3.1. The 

spectrums of both the even quantisation and the odd quantisation are drawn for 

comparison purposes. The red dots show the even quantisation while the black hollow 

circles show the odd quantisation. Offsetting the carrier frequency from fc causes 

distortion products to occur. As shown in Figure 3.10, the dominant harmonic products 

are the image and odd order harmonics (1
st
 harmonic, 3

rd
 harmonic and -3

rd
 harmonic). 

The desired signal itself has been placed in the position of the 1
st
 harmonic. The image 

and 3
rd

 harmonic are unwanted signals. The noise is nulled at the nominal carrier 

frequency by the Σ∆ operation. The further the signal is from this point the greater the 

accompanying noise (leading to larger in band EVM). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.11: Zoom-in of sizes of unwanted signals against 64 MHz of offset frequency  

(fc = 1024 MHz, OSRRF = 32), dB relative to carrier. 
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The amplitude of the distortion products was compared for the even quantisation 

and the odd quantisation schemes. As shown in Figure 3.11, the size of unwanted 

distortion products in the odd quantisation scheme reduces slightly (~0.5 dB) compared 

to the even quantisation scheme. The 3
rd 

harmonic is the largest distortion component. As 

shown in Table 3.4, the signal-to-noise ratio (SNR) of the desired signals between both 

schemes are compared. The noise power was calculated for different offset frequencies 

using a signal bandwidth of 16 MHz ( 
𝑓𝑐

64
), that is within ±8 MHz of the desired signal. 

 

Table 3.4: Comparison of the SNR for odd quantisation and even quantisation schemes. 

 

Offset carrier frequency, ∆f MHz  

(% w.r.t fc) 

SNR, dB 

𝑸𝒐𝒅𝒅 𝑸𝒆𝒗𝒆𝒏 

16 (1.5%) 92.5 89.4 

32 (3.1%) 87.8 85.4 

64 (6.25%) 80.4 78.9 

128 (12.5%) 70.7 69.8 

256 (25%) 59.0 58.4 

 

 

The signal amplitudes of both the odd quantisation and even quantisation schemes 

remain stable for all carrier frequency offsets. Interestingly, the signal amplitude for the 

odd quantisation scheme was slightly reduced compared to the even quantisation scheme. 

As expected, SNRs degrade when the signal is moved into noisier parts of the spectrum 

as the frequency offsets increase. More interestingly, the odd quantisation scheme has an 
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average improved SNR of about 2 dB compared to the even quantisation scheme. This 

was anticipated for OFDM like signals where low signal magnitudes dominate, but it 

seems to also apply to continuous wave SSB signals. The explanation is due to the noise 

components that are part of the Σ∆ output waveform. 

The difference between odd quantisation and even quantisation on the image and 

higher order distortion products is less pronounced. These distortions are caused  by  the  

phase  quantisation [79] and will  make  it hard for either scheme to work with a large 

frequency  offset. 

3.6.2 Spectrum Analysis with OFDM input signal 

A Quadrature Phase Shift Keying (QPSK)-modulated OFDM signal is fed into 

Cartesian Σ∆ upconverters as described in Figure 3.12.  The OFDM bandwidth (Bofdm) 

was set at 
𝑓𝑐

64
 with fc = 1024 MHz which is equivalent to a Bofdm of 16 MHz (applicable 

bandwidth to WLAN). The fs of the  is related to the fc, by  

𝑓𝑠 =
𝑓𝑐

𝐾
                                                              (3.16) 

where the index K is the number of carrier periods between each output sample of the  

modulator, (𝐾 =  
𝑖

2
 , where i is an integer).  

When  i= 1  and  K = 
1

2
,  the  pulse  width  and  position  is updated every half 

period of the carrier, which is the highest update rate. In this work we use K = 1 (i= 2) 

and update every period, to guarantee a DC free waveform. If ∆𝑓 is the bin frequency 

spacing between the active tones (A) of subcarriers, therefore Bofdm is equal to 𝐴 × ∆𝑓. 

The simulation parameters are summarized in Table 3.5. N is the nominal number of 
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subcarriers in the channel bandwidth, including the null sub-carriers forming the guard 

band between adjacent channels. D contains all data information. In this situation it is 

possible to incorporate any frequency offsets into the IFFT used for OFDM generation 

(Figure 3.12). Noffset is the offset frequency measured in bin frequencies. 

𝑁𝑜𝑓𝑓𝑠𝑒𝑡 =
𝑓𝑜𝑓𝑓𝑠𝑒𝑡

∆𝑓
      (3.17) 

 

Do

0

Noffset-(A/2)
D1

A*OSRBB-1

0

IFFT

0

Cartesian ΣΔ

Upconverters

(Fig 3.1)

ui

uq

Noffset+(A/2)-1

Noffset

 
 

Figure 3.12: The I-Q signal OFDM input to Cartesian  upconverters with an offset 

carrier of Noffset frequency bins.  
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Table 3.5: Simulation parameters for OFDM signal. 

 

3.6.2.1 Comparison of Joint, Odd, and Even Quantisation Noise Level 

The spectrum of the offset OFDM signal is shown in Figure 3.13. The benefit of 

joint quantisation over odd quantisation or even quantisation is clearly apparent, where an 

across the band 5 dB reduction in the noise floor is apparent. The even quantisation and 

odd quantisation levels almost sit on top of each other. The spectrum is measured after 

the quantiser output (input to „Polar to PWM/PPM‟ block) in which case no distortion or 

image is present. The next sub-section includes the distortion effect of the „polar to 

PWM/PPM‟ block. 

 

 

  

Parameters Value 

Modulated Signal QPSK,  OFDM 

Nominal frequency carrier (fc) 1024 MHz 

OSRBB 64 

Oversampling ratio (OSRRF) 32 

Nominal channel bandwidth (N xΔf) 20 MHz 

Active tones (or bins) (A) 16 

Active bandwidth (Bofdm= A xΔf) 16 MHz 

Guard band ((N-A) xΔf) 0.25Bofdm 

Bin frequency (Δf) 1 MHz 

Frequency Offset, Hz (foffset) 20 MHz  

Frequency offset tones (Noffset) 20 
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Figure 3.13: An offset OFDM signal with 10 MHz bandwidth, OSRRF = 32. „Odd‟, 

„even‟, and „joint‟ quantisation are compared. 

 

3.6.2.2 Adjacent Channel Powers (ACPs) Characteristics of Odd 

quantisation and Even quantisation 

A spectrum plot of the pulse waveform, wn, („polar to PWM/PPM‟ output) of the 

Cartesian Σ∆ upconverter is shown in Figure 3.14. An RF carrier with an OSRRF of 32 

and an OFDM input signal level, u = -7 dB (with respect to urms= 1), was offset by one 

channel bandwidth to examine the resultant spectral images. The  adjacent  channels and  

the  nominal  position  of  the  carrier  are  marked  on  the figure  to facilitate  the  

understanding  of the  plot. The signal is present in channel 1. The image is present in 
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channel -1 and the 3
rd 

harmonic is situated in channel 3 with the highest noise. The noise 

is lowest in channel 0 as the NTF of the Σ∆ operates from fc and maximum attenuation of 

quantisation noise occurs around that region (Σ∆ filters with MOD2). Note the energy of 

the 3
rd

 order products is smeared over a wider bandwidth compared to the image, and 

affects more than one channel. The smearing is caused by complicated high order 

convolutions of the distortion generation process.  

 

Figure 3.14: Spectrum of odd quantisation and even quantisation with      

offset OFDM signal (OSRRF =32, fc=1024 MHz, and offset=20 MHz/Channel). 

 

 

The out-of-band distortions for both odd quantisation and even quantisation 

schemes are compared by calculating their ACPs.  The ACPs are defined as the noise 
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power in the adjacent channel divided by the signal power. The noise power includes 

quantisation noise as well as distortion arising from PPM. 

 

Figure 3.15: Cartesian Σ∆ with the odd quantisation and even quantisation schemes (ACP 

in adjacent channel versus input signal-to-noise level). OSRRF =32, fc=1024 MHz, and 

offset=20 MHz/Channel. 

 

 

Figure  3.15  shows  a  plot  of  input  signal  level  (dB) against  ACP  (dB)  

normalized   to  signal  power  for  the  six adjacent channels obtained  after simulating  

the Cartesian  Σ∆ scheme. The shape of the curves indicates -6 dB is the optimum input 

signal level for best ACP performance. It represents the maximum input signal before the 

onset of signal clipping that causes a step rise in distortion. At low signal levels, the 

distortion products are all below the noise floor. Odd quantisation has lower quantisation 
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thresholds and produces less noise than the „even‟ method. This figure shows between 4 

dB to 8 dB noise reduction in ACP across all adjacent channels. At high signal levels, the 

noise advantage of the „odd‟ method dissipates and distortion products dominate many of 

the adjacent channels because of the larger input signal. Note the poor ACP performance 

in channel 3, channel -1 and channel -3 where the distortion products dominantly fall. 

Channel 0 has no distortion and lower noise because the Σ∆ null is centered at fc.   

 Single carrier modulation schemes, such as M-ary Quadrature Amplitude 

Modulation (MQAM), are anticipated to have similar properties to OFDM with the same 

bandwidth.  The key difference would be a small increase in the clipping level (Figure 

3.15) due to the more confined amplitude distributions of the modulation. 

3.7  Experimental Setup and Measurement 

Results 

The experimental setup for the measurements is shown in Figure 3.16. The 

equipment used are:  

 Tektronix AWG7122B - 2 channel, Arbitrary Waveform Generator (AWG), 

12 GB/s  

 Tektronix DTG5274 - 2 channel, Data Timing Generator (DTG), 2.7 GB/s 

 Mixed Signal Oscilloscope, Tektronix MSO5204, 2 GHz 

 Spectrum Analyser, NS, 30, 9 kHz - 3.0 GHz 

 A passive combiner. 
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Figure 3.16: Experimental setup for measurement. 

 

 

The AWG can output an arbitrary sequence of pulses that can drive an SMPA or 

be directly connected to the load. Two waveforms are generated (b,c) and –(a,d) (see 

Figure 2.5). Channel l is for positive data (b,c) and channel 2 is for inverse negative data 

–(a,d). The output from the AWG is connected to the spectrum analyser via a passive 

combiner circuit. The passive combiner circuit sums the two streams (channel 1 and 

channel 2) to produce the three-level waveforms. A mixed signal oscilloscope was 

connected from the output of the AWG to show the waveforms of the two component 

channels (Figure 3.16). The original input waveforms are simulated in MATLAB
®
, saved 

in a text file and then downloaded to the AWG.   
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The measurements were performed at clock rates of 1 GHz, 6 GHz and 12 GHz. 

All frequencies are scaled by 
𝑓𝑐𝑙𝑜𝑐𝑘 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡

𝑓𝑐𝑙𝑜𝑐𝑘 𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛
 and therefore will affect both fc and the 

signal bandwidth by the same fraction. The simulations assume a carrier frequency of 

1.024 GHz with different OSRRF values, and therefore different clock frequencies. Table 

3.6 shows the relationship between measured and simulated values of fc and fclock as a 

function of OSRRF used in this thesis.  

Table 3.6: Parameter set for AWG input. 

 

Figure 3.17 shows the experimental results of odd quantisation and even 

quantisation compared with joint odd-even quantisation.  The results are for three-level 

waveforms with OSRRF = 32 and MOD2 Σ∆ filters. The objective was to validate the 

simulation results using real signals. The measured carrier frequency (𝑓𝑐𝑚 ) was down-

banded to 31.25 MHz by the 1 GHz
1
 clock frequency (𝑓𝑐𝑙𝑜𝑐𝑘 𝑚 ). The joint quantisation 

scheme has lower noise floor compared with the odd quantisation and even quantisation 

scheme in the out-of-band region 3 dB - 7 dB. The improvement is less in the in-band 

zone due to the presence of a floor caused by either the measurement process or 

distortion products leaking from the OFDM signal. The „joint‟ improvement is not quite 

                                                 
1
 The high speed AWG was not available for this measurement. The DTG (fclock< 2.7 GHz) was used at 

reduced clock rate to give a more rectangular pulse shape.  

OSRRF 

Simulation Measurement 
Ratio 

 (= 
𝒇𝒄𝒎
𝒇𝒄𝒔

) 

Result 

Figure 𝒇𝒄𝒔  
𝒇𝒄𝒍𝒐𝒄𝒌𝒔 

(= 𝑶𝑺𝑹𝑹𝑭 × 𝒇𝒄𝒔) 

𝒇𝒄𝒎= fcentre 
(Max fcentre on Spectrum 

Analyser     is 3 GHz) 

𝒇𝒄𝒍𝒐𝒄𝒌𝒎 
(Max 𝒇𝒄𝒍𝒐𝒄𝒌𝒎on 

AWG  is 12 GHz) 

32 

1.024 

GHz 

32.768 GHz 31.25 MHz 1 GHz1 0.030517578 Figure 3.17 

16 16.384 GHz 750 MHz 12 GHz 0.732421875 
Figures 

5.11, 5.12 

4 4.096 GHz 1.5 GHz 6 GHz 1.46484375 Figure 5.18 
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as large with respect to the „odd‟ scheme; suggesting that the „odd‟ has slightly less noise 

than the „even‟ scheme for OFDM signals. 

 
Figure 3.17: Measurement result. The comparison of joint vs. odd quantisation schemes 

(left) and joint vs. even quantisation scheme (right), OSRRF = 32. 

3.8 Summary 

Σ∆ systems with 2D polar quantisation can be used to generate PWM/PPM 

signals suitable for radio frequency transmission. These give good bandwidth and noise 

performance when the Σ∆ filtering is performed in the I-Q domain rather than the polar 

domain. However, this makes quantisation more difficult because C2P conversion is 

required inside the Σ∆ feedback loop. The simplest quantisation occurs when pulse 

widths are restricted to either an even number of clock cycles or an odd number of clock 

cycles. Quantisation can then be done in amplitude and phase separately.  

Previous researchers have developed the „even‟ scheme, in this chapter we have 

proposed, developed and implemented an odd quantisation scheme in an attempt to 

minimize quantisation noise compared to the „even‟ scheme; the „odd‟ scheme still 

changes pulse widths by a factor of 2 to maintain the constant phase reference with 

varying pulse widths but uses a single pulse (one clock period) as the minimum quantised 
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amplitude rather than two pulses. This improves resolution for small signals. An 

experiment was carried out to evaluate in-band noise performance of an unmodulated 

carrier (SSB tone) with differing frequency offsets by channel noise powers for both the 

odd quantisation and even quantisation schemes. The noise was measured with a 

bandwidth of ±8 MHz of the offset SSB tone and showed a reduction of  2 dB for the 

„odd‟ scheme compared to the ‟even‟ scheme.  

Joint-quantisation, which uses both odd and even pulse widths gives a 5 dB 

reduction in noise floor, but the complexity of the quantiser more than doubles. The best 

quantiser for the „joint‟ scheme does the quantisation of the „odd‟ and „even‟ points 

separately and then chooses the closest to the input signal vector. In the experimental 

measurement it was established that the joint quantisation scheme performs better in the 

out-of-band region by about 3 dB – 7 dB. 

Offsetting of the transmitted signal introduces a number of distortion products 

which were less effected by the choice of quantisation. It can be observed that the 3
rd

 

harmonic is the biggest noise contributor followed by the image. When OFDM 

modulation is used the distortion components can expand and corrupt many adjacent 

channels. The type of quantisation („even‟, „odd‟, or „joint‟) does not affect this aspect of 

the output spectrum. The image and 3
rd

 order distortions dominate the performance at 

large signal levels and make signal tuning by using frequency offsetting at baseband an 

unattractive proposition. Tuning by changing the clock rate (fclock) would obviate the need 

for offsetting and hence avoid the problem, but this is a less flexible solution. The next 

two chapters will consider solutions to the tuning problem which do not involve changing 

the clock frequency. 
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Chapter 4 

Proposed Baseband and IF 

Tuning 

4.1 Introduction 

Advances in the speed of digital logic has opened the possibility of directly generating 

modulated RF signals from a single bit stream. As described in the previous section, 

PWM/PPM techniques are used to control the amplitude and phase of an RF carrier. 

However, the rectangular nature of the output pulse generates a number of unwanted 

harmonics and distortion products (the image, 3
rd

 harmonic, -3
rd

 harmonic and other odd 

order harmonics). In addition, quantisation noise is generated when the pulse edges are 

synchronised to the timing grid of the digital clock. The management of distortion and 

noise is a key design challenge as is the requirement for tunability.   techniques can 

shape the noise away from the carrier band for subsequent removal in a band-pass filter 

(Figure 4.1) [24], but tunability remains a problem.  
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In this chapter, we propose and describe a method of tuning which is particularly 

suitable for schemes with high-resolution polar quantisers, such as the waveform PWM-

mode Cartesian  [32, 76, 79]. The proposed scheme recovers much of the dynamic 

range over the operating band. 

Section 4.2 describes the scenario where a complex phase rotation is applied to 

the baseband tuning for Cartesian  scheme. Section 4.3 discusses interference 

distortion. Section 4.4 shows spurious removal using IF tuning. Section 4.5 gives a 

summary. 

The work in this chapter has been published for publication by the IET journal on 

Electronics Letters. The title is “Baseband tuning of Cartesian delta–sigma RF 

upconverters” [96].  

4.2 Baseband Tuning for  Upconverter 

As previously identified in Section 3.5, tuning the carrier frequency to the desired 

channel is an expected feature in any wireless transmitter. Tuning in the baseband 

involves frequency offsetting the input signal by rotating the input baseband components. 

When this occurs a number of distortion products (spurious signals) become apparent in 

the output spectrum from the „polar to PWM/PPM‟ block. Harmonics caused by the 

rectangular pulse shapes fold in-band and cause interference to adjacent and nearby 

channels. The most dominant of these harmonics are the image and low-order harmonic 

components which occur in most PWM and  like structures [79]. These distortions 

reduce the dynamic range making it difficult to meet the spectrum mask requirements 

within the operating band.   
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Figure 4.1: Cartesian Σ∆ scheme, joint quantisation is applied for baseband tuning 

scenario. 

 

As mentioned in Section 3.2, the Cartesian  scheme operates at baseband and 

avoids bandwidth expansion by using a polar quantiser in a Cartesian structure. The 

magnitude and phase quantisers, QR and Qθ, are sandwiched between C2P and P2C 

converters (see Figure 4.1). The quantised polar output [𝑣 𝑟 , 𝑣 𝜃 ] selects an appropriate bit 

stream (𝑤𝑛 ), from the „Polar to PWM/PPM‟ block, having the desired pulse width and 

pulse position for the specified quantised value. The bit stream repeats every RF carrier 

period. The number of clock periods (fclock) per nominal RF carrier period (fc) sets the 

number of available quantisation points; the number of pulse widths or quantisation 

levels is 𝑁𝐴 and the number of pulse positions or quantisation phases is 𝑁𝑃 .  Improved 

quantiser fidelity implies a higher digital clock frequency.  

The width and position of the pulse train are updated after K periods of the RF 

carrier (K ≥ 1) giving a fixed relationship between the  sample frequency, fs, and the 

nominal carrier frequency fc (see Equation 3.16) such that 
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𝐾 =
𝑓𝑐

𝑓𝑠
                    (4.1) 

See [32] for further details.  In the simulations the  filters are second-order (MOD2) 

[24], the nominal carrier frequency fc = 512 MHz, K = 1 and OSRRF = 32.  The clock 

frequency, fclock, is therefore 16 GHz, which is within the limits of today‟s digital 

technology [84, 97].  

4.3 Interference Distortion 

A BWb= 70 MHz with BWch= 10 MHz channelization (normalised bandwidths of 

0.137 and 0.02 respectively) are considered a complex phase rotation applied on the input 

baseband signal, s, will frequency offset the output signal, u, to the desired channel 

position by foffset, where 

    𝑢 = exp 𝑗 ×  
2𝜋

𝑓𝑠
 × 𝑓𝑜𝑓𝑓𝑠𝑒𝑡  × 𝑛 ×  𝑠                          (4.2) 

where𝑢 = (𝑢𝑖 + 𝑗𝑢𝑞), 𝑠 = (𝑠𝑖 + 𝑗𝑠𝑞) and n is the sample number.  In Figure 4.2, channel 

4 (foffset= 0) shows only small distortion skirts some 56 dB below the carrier affecting the 

two nearest adjacent channel positions. However offsetting the frequency by 10 MHz to 

the next channel (channel 3) enables the identification of a number of large distortion 

components: the image in channel 5, the -3
rd

 order harmonic in channel 7 and the +3
rd

 

order harmonic in channel 1.  The +3
rd

 order distortion produces the worst-case in-band 

spurious components some 41 dB below the carrier, which is 14 dB more than that 

produced by channel 4.  As the offset frequency increases so does the magnitude of the 

spurious outputs. Channel 1, at the band edge generates the largest spurious components, 

of which the image in channel 7, some 35.5 dB below the carrier is the most problematic. 

file:///C:\Users\sirmayanti\Desktop\thesis_print_toPDF\All_chapter_revision_new.docx%23_ENREF_32
file:///C:\Users\sirmayanti\Desktop\thesis_print_toPDF\All_chapter_revision_new.docx%23_ENREF_24
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The distortion components destroy the good in-band noise shaping performance of the  

filters.   
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Figure 4.2: Simulated output spectrum for different channel position.  

OSRRF= 32, Quantisation = „joint‟. 

 

4.4 Spurious Removal using IF Tuning 

We exploit the fact that as the frequency offset increases, the distortion products 

actually move out-of band and can be potentially filtered out using the RF band-pass 

filter.  If the whole band is shifted by an intermediate frequency (IF), 𝑓𝐼𝐹 >
𝐵𝑊𝑏

2
, then all 

the channels will be on one side of the nominal centre frequency, fc, and all the spurious 

images will fall on the other side of fc and are hence out-of-band.  If the intermediate 

frequency is shifted by 𝑓𝐼𝐹 > 𝐵𝑊𝑏 then all the +3
rd

 distortion components will be out-of-
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band (since they are shifted by 3 times as much).  In practice, the distortion energy of the 

3
rd

 harmonics span 3 or more channels and so some energy still leaks in-band, therefore a 

further shift of half a channel is required giving 𝑓𝐼𝐹  as 

            𝑓𝐼𝐹 = 𝐵𝑊𝑏 +
𝐵𝑊𝑐

2
                                         (4.3) 

which in this case is a shift of 70 + 5 = 75 MHz as shown in Figure 4.3.  The third order 

product of channel 1 just misses the upper band edge.   

Although the distortion has been removed, the band of interest is no longer in the 

 noise null.  To solve this problem the noise null is shifted to the new frequency. One 

way to do this is to use  filters with complex coefficients, to shift the noise transfer 

function zeros around the unit circle to the new fIF frequency [90].  However, here an 

alternate method that tunes both the noise and the input baseband signal to the new 

intermediate frequency is developed. The proposed scheme involves applying a 

frequency rotation of fIF at the input to the quantiser and then reversing the rotation in the 

feedback path (Figure 4.4). The phase rotation is given by 

         𝑋 = exp 𝑗𝛿 ×  𝑉                                                      (4.4) 

and 

   𝛿 =  
𝑓𝐼𝐹   ×  2𝜋

𝑓𝑠
 𝑛  ∶   𝑀𝑜𝑑2𝜋 ∈  −𝜋, 𝜋 .                                     (4.5) 

From Equation 4.4,  𝑥 = (𝑥𝑖 + 𝑗𝑥𝑞) and 𝑣 = (𝑣𝑖 + 𝑗𝑣𝑞) are in Cartesian form.  

This way, the output signal is frequency shifted yet the  filters still see the same 

baseband signal and therefore have no need for complex coefficients.  The structure can 

be applied to I-Q based quantisers such as in [61], but is particularly suitable for polar 
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quantisation as shown in Figure 4.5, where the complex multiplication can be replaced by 

a simple addition (or subtraction) of the phase component (𝑣𝛿 = 𝑣𝜃 +  𝛿). 
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Figure 4.3: Simulated output spectrum at𝑓𝐼𝐹 = 75 MHz. The distortion products are 

moved away from the band of interest and would be filtered out by the RF band-pass 

filter. OSRRF= 32, quantisation = „joint‟. 

 

 

With the distortion products removed, the overall performance is determined by 

the noise null. The null is not as deep as the baseband signal would suggest due to other 

noises folding into band from the image and distortion products [90].  There is an 

improvement for all the channel positions, except the zero offset channel (channel 4) of 

the original baseband scheme of Figure 4.2. Overall, the noise is at least 52 dB below the 

carrier for all channel positions, an improvement of 11 dB on the original system of 

Figure 4.2 with image cancellation or an improvement 16.5 dB without image 

cancellation. Image cancellation is discussed in Chapter 5.  
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Figure 4.4:  Proposed Cartesian  upconverters 

with applied phase rotation & derotation in Cartesian format. 

 

 

 

Figure 4.5:  Proposed Cartesian  upconverters 

with applied phase rotation & derotation in polar format. 
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4.5 Summary  

All digital  transmitters suffer from image and distortion products that generate 

adjacent channel interferences when the transmission is tuned away from the natural 

carrier frequency. This study shows that introducing a deliberate intermediate frequency 

shift equal to the transmission band bandwidth plus half of a channel bandwidth will 

move all distortion products out of band. A new frequency shift method involving phase 

rotators before and after the quantiser is described.     

Although the application of an IF frequency shift, fIF, will move the distortions 

out-of-band, the in-band noise nulls deteriorate compared to the non-shifted condition. 

Comparing the noise levels between Figure 4.2 and 4.3 (neglecting distortion products), 

there is degradation in noise floor of about 8 dB. This worsens as the IF frequency 

increases.  

The next chapter will explain how the distortion products arise and considers 

techniques to cancel the image product and some of the noise enhancement cause by the 

IF shift. 
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Chapter 5 

Proposed Image and Noise 

Cancellation 

5.1 Introduction 

In this chapter, the phenomenon of unwanted spectral components generated by the 

„Polar to PWM/PPM‟ block of the proposed scheme is explained, followed by the 

solution to the distortion problem. The source of the unwanted spectral components was 

attributed to the generation of pulse width modulated signals and pulse position 

modulated signals when used to upconvert the polar signal to RF. The rectangular nature 

of the output PWM/PPM pulse generates a number of unwanted harmonics and distortion 

products such as image and 3
rd 

harmonic which are the most dominant distortions. These 

distortions fold into the operating band. Therefore, image and noise cancellation using 

pre-distortion techniques is proposed so that all the operating bands can meet the 

spectrum mask requirements.  



CHAPTER 5. PROPOSED IMAGE AND NOISE CANCELLATION 
 

   98 

 

 

Section 5.2 describes how unwanted spectral components became apparent on the 

system. For more detail, Section 5.3 includes an improvement to the mathematical 

analysis of [79] for predicting the magnitude of the distortion products. Section 5.4 

explains the use of a pre-distortion technique for image cancellation. Simulations and 

measurements of image cancellation applied to a multicarrier signal will be described in 

this section. Section 5.5 explains the use of a post-distortion technique for noise 

cancellation. Simulations and measurements of noise cancellation will also be described 

in this section. Section 5.6 is the summary. 

5.2 Unwanted Spectral Components 

Even though the proposed transmitter architecture is based on a  modulation 

scheme which can suppress the quantisation noise, the „Polar to PWM/PPM‟ block is not 

located inside the  loop. Hence, unacceptable noise from the „Polar to PWM/PPM‟ 

block output cannot be eliminated by the feedback mechanism. In this situation, the 

image and odd order harmonics (±3
rd

 harmonics, ±5
th

 harmonics, etc.) are unwanted 

around the desired signal when the carrier frequency of the desired signal is offset. An 

analysis in [79] shows the PPM block is responsible for these distortions.  

The output of the quantiser is a baseband signal of  𝑣 𝑟 , 𝑣 𝜃   in polar format. It 

feeds the „Polar to PWM/PPM‟ block which generates a pulsed square waveform with a 

number of quantised pulse widths and pulse positions which represents amplitude and 

phase respectively. A phase change (𝜃 ) will cause the pulse position within the nominal 

carrier period to change. This operation is achieved by swallowing or stuffing a pulse 

whenever the instantaneous phase moves from one phase quantisation level to another. 
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However, the loss or gain of a pulse can affect the amplitude of the signal in terms of the 

ratio of the duration of the positive-amplitude to the negative-amplitude of a square pulse 
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Figure 5.1: Phase shift waveform when the pulse change in a position [79]. 

 

 

 

(mark-space ratio). This process leads to AM distortion. When the pulse is high (logic 

„1‟) at the end of the carrier period, it will wrap around to the beginning of another 
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repeating pulse in the next period resulting in a wider high pulse. This phenomenon 

indicates the presence of an image and other harmonic components in the spectral 

domain. Figure 5.1 illustrates how an extended period of phase changes, such as caused 

by a frequency offset, causes harmonic production. 

In Figure 5.1, an example of the phase shifted waveform process caused by a SSB 

input signal is explained. The phase is quantised into 8 quantisation levels and 𝑇𝑐  

corresponds to the period of the nominal carrier frequency, fc. On the top, waveform-a is 

the original waveform at 𝑓𝑐  (=
1

𝑇𝑐
) with pulse width 𝛼 = 1.  Waveform-b indicates a 

change in phase (a change in pulse position) in the 2
nd

 period. When the phase is changed 

there is a change in the mark-space ratio between two consecutive pulses which lasts for 

one period (Tc). Waveform-c represents the next phase shifted waveform. In the 

remaining waveforms, the phase is incremented every second period to produce a SSB 

signal at 𝑓𝑐 + 𝑓ssb. Here 𝑓ssb refers to the offset frequency, foffset. The waveforms-d, e, f, g, 

and h indicate the constantly incrementing phase. Interestingly, at the 8
th

 period, the 

waveform-ishows a double pulse width (𝛼 = 2) where the high pulse of its first period 

joins the high pulse of the beginning of the second period. The wider high pulse is shown 

clearly at this waveform (line blue). After that, the waveform returns to waveform-b (red 

line) and the process is repeated.  
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5.3  Mathematical Analysis of Harmonic      

Distortion 

 A mathematical analysis is carried out to determine the harmonic distortion at the 

output of the „Polar to PWM/PPM‟ block. The approach in [79] will be followed with 

modifications to enhance the analysis.  

The mathematical analysis is based on a single SSB tone. Either an Upper Side 

Band (USB) or Lower Side Band (LSB) carrier is generated at frequency,  𝑓𝑐 + 𝑓ssb  or 

 𝑓𝑐 − 𝑓ssb  Hz respectively. The phase slope  
𝜕𝜃

𝜕𝑡
  determines the side band frequency, 

𝑓𝑠𝑠𝑏 , where 

𝑓𝑠𝑠𝑏 =
1

2𝜋

𝜕𝜃

𝜕𝑡
                                (5.1) 

therefore   
𝜕𝜃

𝜕𝑡
  = 2𝜋 𝑓ssb                                                                  (5.2) 

Tc

Tclk

αTclk

s0(t)

s1(t)

s2(t)

sk(t)

sOSR-1(t)

g(t) at fssb

y(t)

γ

 
 

Figure 5.2: Phase shifted oscillators generate a SSB signal [79].   
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The phase linearly ramps up. After quantisation with step size, ∆𝜃, the ramp 

changes to a staircase signal with OSRRF steps in 2π radians, given 

    ∆𝜃 =  
2𝜋

OSRRF
                                (5.3) 

Figure 5.2 illustrates SSB generation from a bank of phase-shifted oscillators. 

Each oscillator has an output of a quantised phase of 𝑠(𝑡) where 𝑠0 𝑡  is the first 

quantised phase. The k
th

 oscillator has an output signal 𝑠𝑘(𝑡) with quantised phase shift of  

𝑘∆𝜃, where 𝑘 = 0, 1, … , (OSRRF − 1). There are OSRRF clock periods in each carrier 

signal period, where 

𝑇𝑐 = 𝑇𝑐𝑙𝑘   ×   OSRRF                               (5.4) 

So, 𝑠1(𝑡), for instance, is 𝑠0(𝑡) delayed by Tclk. Therefore, the expression for the output 

signal 𝑠𝑘 𝑡  can be written by, 

𝑠𝑘 𝑡 = 𝑠 𝑡 + 𝑘𝑇𝑐𝑙𝑘                                 (5.5) 

In the PWM/PPM process, the PWM maintains the pulse width constant  𝛼𝑇𝑐𝑙𝑘   

and the PPM controls the increment (or decrement) of the pulse position. Therefore, all 

oscillators have the same pulse width, 𝛼𝑇𝑐𝑙𝑘  at frequency 𝑓𝑐 .  

In Figure 5.2, the output 𝑦(𝑡) is obtained from a switch which rotates at a 

constant speed of fssb rotations/sec. Each waveform, 𝑠𝑘 𝑡 , is selected for a period by 𝑇𝑔 . 

The switch operates in a counter clockwise direction to delay the signal by 2π radians in 

𝑇𝑠𝑠𝑏  (=
1

𝑓𝑠𝑠𝑏
) seconds. The frequency of  𝑦(𝑡) is (fc - fssb). The switch must rotate 

clockwise to give fc + fssb (USB).  

𝑇𝑔  is the duration that each of the OSRRF  oscillators is connected (or gated) to the 

output. Hence, 
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𝑇𝑔 =
𝑇𝑠𝑠𝑏

OSRRF
                                (5.6) 

Figure 5.2 is functionally equivalent to Figure 5.3 which shows the generation of 

SSB signal from the input 𝑠(𝑡) and 𝑔(𝑡), so the mathematical analysis can be expressed 

in more detail.  
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Figure 5.3: SSB generation for mathematical analysis [79]. 
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Inputs 𝑠(𝑡) and 𝑔(𝑡) are single reference oscillators for generating the OSR 

phased waveforms of 𝑠0(𝑡) and 𝑔0(𝑡) respectively. The „k
th

‟ delayed version of the input 

signals become 𝑠𝑘 𝑡  and 𝑔𝑘(𝑡) respectively as per Equation 5.5 for the carrier signal and 

Equation 5.7 for the gating waveform. 

𝑔𝑘 𝑡 = 𝑔 𝑡 + 𝑘𝑇𝑔          (5.7) 

 

The 𝑔𝑘(𝑡) gating waveform effectively selects each  𝑠𝑘 𝑡  output in turn. The output 

from the k
th 

gate is given by 

𝑦𝑘 𝑡 = 𝑠𝑘 𝑡  𝑔𝑘 𝑡                                           (5.8)  

and the total output 𝑦 𝑡  is the summation from all OSRRF multiplexed output gates, 

derived as   

𝑦 𝑡 =   𝑦𝑘 𝑡                                                          (5.9)

OSRRF−1

𝑘=0

 

To obtain the spectrum of 𝑦 𝑡 , all operations must be transformed to the 

frequency domain using Fourier transform. In this case, 𝑌  𝑓 = 𝐹 𝑦 𝑡   is calculated. 

For simplicity, the derivation has been done in three distinct sections, they are: the 

derivation of 𝑆  𝑓 = 𝐹 𝑠 𝑡  , the derivation of 𝐺  𝑓 = 𝐹 𝑔 𝑡  , and the convolution of 

𝑆  𝑓  with 𝐺  𝑓 . Note that the expression in Equation 5.8 is a multiplication in the time 

domain that is equivalent to convolution in the frequency domain. 



CHAPTER 5. PROPOSED IMAGE AND NOISE CANCELLATION 
 

  105 

 

 

5.3.1 The Reference Carrier Signal 𝑺 𝒌 𝒇  

Since the reference carrier signal, 𝑠0(𝑡), is a repeating pulse signal, then the 

properties of the discrete-time Fourier series method are used to calculate the spectrum 

[98]. Therefore, 

𝑆 0 𝑓 =   𝑆0 𝑛 𝛿(𝑓 − 𝑛𝑓𝑐)

∞

𝑛=−∞

                                     (5.10) 

where 

 

𝑆0 𝑛 =  
𝛾× 𝛼𝑇𝑐𝑙𝑘

𝑇𝑐
 𝑠𝑖𝑛𝑐  

𝑛 × 𝛼𝑇𝑐𝑙𝑘

𝑇𝑐
                                 (5.11) 

𝑆0 𝑛  is the Fourier series of pulse train of  𝑠0(𝑡). From Equation 5.4,  𝑇𝑐 = 𝑇𝑐𝑙𝑘  ×

 𝑂𝑆𝑅𝑅𝐹 , the expression of Equation 5.11 now can be simplified and written as   

𝑆0 𝑛 =  
𝛾 × 𝛼

OSRRF
 𝑠𝑖𝑛𝑐  

𝑛 × 𝛼

OSRRF
                                          (5.12) 

The sinc function controls the amplitude of the series of delta function of 𝑆0 𝑛  at the 

harmonics of 𝑓𝑐 . Since 𝑠𝑘 𝑡  is a delayed version of 𝑠𝑜 𝑡  (see Figure 5.3), we can define 

𝑆𝑘 𝑛  by using the time shifting property of the Fourier transform, by 

𝑆𝑘 𝑛 =  𝑆0 𝑛 𝑒
𝑗2𝜋𝑛𝑘

𝑂𝑆𝑅 𝑅𝐹                                                   (5.13) 

Therefore, the spectrum of the delayed waveform and the delay waveform can be written 

as  

𝑆 𝑘 𝑓 =   𝑆𝑘 𝑛 𝛿 𝑓 − 𝑛𝑓𝑐 

∞

𝑛=−∞

                                       (5.14) 

or 

𝑆 𝑘 𝑓 =   𝑆0 𝑛 𝑒
𝑗2𝜋𝑛𝑘

𝑂𝑆𝑅 𝑅𝐹   𝛿(𝑓 − 𝑛𝑓𝑐)

∞

𝑛=−∞

                        (5.15) 
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5.3.2 The Gate Signal 𝑮 𝒌 𝒇  

 The novel contribution to the analysis starts here. Previous work constrained the 

period of the SSB gating waveform to be an integer number of samples, so the formulae 

developed only apply to a few discrete frequencies [79]. This constraint will now be 

relaxed and the formulae will be valid for any value of fssb (foffset). The analysis approach 

is described in Figure 5.4. 

When the edge of a SSB gating waveform,  𝑔0 𝑡 , is not quantised on the sample 

grid, it experiences jitter. Figure 5.4(i) shows the desired input gating,  𝑔0 𝑡 ; the signal 

and its spectrum is shown by the Fourier series of this repeating pulse 𝑔0 𝑡  of period of 

𝑇ssb. 𝐺 𝑘 𝑓  consists of harmonics of fssb (= 
1

𝑇ssb
) weighted by a sinc function with nulls at 

1

𝑇𝑔
. 

𝐺 𝑘 𝑓 =   𝐺𝑘 𝑚 𝛿 𝑓 − 𝑚𝑓ssb 

∞

𝑛=−∞

                                 (5.16) 

where 

 

𝐺0 𝑚 =  
1

OSRRF
 𝑠𝑖𝑛𝑐  

𝑚 

OSRRF
                                           (5.17) 

and the delayed version of 𝐺0 𝑚  is  

         𝐺𝑘 𝑚 =  𝐺0 𝑚 𝑒
𝑗2𝜋𝑚𝑘

𝑂𝑆𝑅 𝑅𝐹 .                   (5.18) 
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Figure 5.4: The gate signal generation. (a) in time domain, (b) in frequency domain,  

(i) input signal, (ii) sampling function, (iii) sample image, (iv) 𝐺 0 𝑓  output signal. 

 

 

Figure 5.4(ii) shows the sampling function with period 𝑇𝑠  (the sample period of 

the Σ∆) as a series of impulses,  𝜕 𝑡 − 𝑞𝑇𝑠 
∞
𝑞=0 .  The spectrum of the sampling function 

is also a series of delta functions  𝜕 𝑓 − 𝑝𝑓𝑠 
∞
𝑝=0 .  After sampling the gating signal 

 𝑔0 𝑡  the waveform of Figure 5.4(iii) is obtained.  Multiplication in the time domain is 

equivalent to convolution in the frequency domain, and so the sampled spectrum 

becomes: 

𝐺 𝑘 𝑓 =   𝐺𝑘 𝑚  𝜕 𝑓 − 𝑚𝑓𝑠𝑠𝑏 − 𝑝𝑓𝑠 

+∞

𝑚=−∞

+∞

𝑝=−∞

                                      (5.19) 

The time domain samples are convolved with a square pulse of width Ts to get the 

jittered gating window shown in Figure 5.4(iv).  In the frequency domain the repeating 

spectrum is now multiplied by  𝑇𝑠  𝑠𝑖𝑛𝑐  𝜋
𝑓

𝑓𝑠
 ; see the red sinc shape on Figure 5.4(b)(iv). 

Therefore, the total spectrum of the sampled gating signal is 

𝐺0 𝑚 𝛿 𝑓 − 𝑚𝑓ssb  

𝑇𝑠 𝑠𝑖𝑛𝑐 𝜋𝑇𝑠𝑓  
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𝐺 𝑘 𝑓 = 𝑇𝑠 𝑠𝑖𝑛𝑐 𝜋
𝑓

𝑓
𝑠

   𝐺𝑘 𝑚  𝜕 𝑓 − 𝑚𝑓ssb
− 𝑝𝑓

𝑠
 

+∞

𝑚=−∞

+∞

𝑝=−∞

                        (5.20) 

or 

𝐺 𝑘 𝑓 = 𝑇𝑠 𝑠𝑖𝑛𝑐 𝜋
𝑓

𝑓
𝑠

   𝐺0 𝑚 𝑒
𝑗2𝜋𝑚𝑘

𝑂𝑆𝑅 𝑅𝐹  𝜕 𝑓 − 𝑚𝑓
ssb
− 𝑝𝑓

𝑠
 

+∞

𝑚=−∞

+∞

𝑝=−∞

                (5.21) 

5.3.3 The Convolution of 𝑺 𝒌 𝒇 and 𝑮 𝒌 𝒇  

The reference carrier signal, 𝑠𝑘 𝑡 , is now multiplied with the gating signal, 

𝑔𝑘 𝑡 , to get the intermediate output 𝑦𝑘 𝑡  (Equation 5.8). The convolution in the 

frequency domain sees the spectrum of 𝐺 𝑘 𝑓  with all its sampling images imprinted on 

each harmonic, 𝑛𝑓𝑐 , of the carrier pulse spectrum 𝑆 𝑘 𝑓 . The convolution of 𝑆 𝑘 𝑓  and  

𝐺 𝑘 𝑓  gives 𝑌 𝑘 𝑓  in Equation 5.23. Finally the total of the spectrum is 𝑌  𝑓  is the sum 

of each gated phase spectrum of  𝑌 𝑘 𝑓 . 

Figure 5.5 describes the convolution that gives the spectra of  𝑌  𝑓 . Figure 5.5(a) 

is the series of carrier pulses with digital clock period 𝑇𝑐  and with the Fourier transform 

that gives the harmonics at 𝑛𝑓𝑐  weighted by the sinc function of 𝑆0 𝑛 𝛿(𝑓 − 𝑛𝑓𝑐) from 

Equation 5.10.  

 Figure 5.5(b) shows an example for the condition OSRRF= 8 and 𝛼 = 2 (the pulse 

width is 𝛼𝑇𝑐𝑙𝑘 ). The zero crossing of the sinc function,𝑧𝑐 , is at  

   𝑧𝑐 =  
1

𝛼 ×  𝑇𝑐𝑙𝑘
                  (5.22) 

or±4𝑓𝑐  for this example. 

The spectrum of 𝑌 𝑘 𝑓  is given by the convolution 

  𝑌 𝑘 𝑓 =  𝑆 𝑘 𝑓  ⊗ 𝐺 𝑘 𝑓       (5.23) 
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Figure 5.5: The convolution of 𝑆 𝑘 𝑓  and 𝐺 𝑘 𝑓  gives 𝑌 𝑘 𝑓 . (a) 𝑆 𝑘 𝑓 , (b) zoom of 

𝑆 𝑘 𝑓  with 𝑂𝑆𝑅𝑅𝐹= 8 and α = 2,  (c) Summation of 𝐺 𝑘 𝑓 − 𝑛𝑓𝑐  that form  𝑌  𝑓 . 
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Substituting Equation 5.15 and Equation 5.21 into Equation 5.23, as a result,   

𝑌 𝑘 𝑓 =   

𝑆0 𝑛 𝑒
𝑗2𝜋𝑛𝑘

𝑂𝑆𝑅 𝑅𝐹   𝛿 𝑓 − 𝑛𝑓𝑐 

⊗      

𝑇𝑠  𝑠𝑖𝑛𝑐  𝜋
𝑓

𝑓𝑠
   𝐺0 𝑚 𝑒

𝑗2𝜋𝑚𝑘

𝑂𝑆𝑅 𝑅𝐹  𝜕 𝑓 − 𝑚𝑓ssb − 𝑝𝑓𝑠 

+∞

𝑚=−∞

+∞

𝑝=−∞

∞

𝑛=−∞

 

 (5.24) 

Or after simplification 

𝑌 𝑘 𝑓 = 𝑇𝑠  𝑠𝑖𝑛𝑐  𝜋
𝑓

𝑓𝑠
    𝑆0 𝑛  𝐺0 𝑚 𝑒

𝑗2𝜋 𝑛+𝑚 𝑘

𝑂𝑆𝑅 𝑅𝐹

 𝜕 𝑓 − 𝑛𝑓𝑐 −𝑚𝑓ssb − 𝑝𝑓𝑠 .

+∞

𝑛=−∞

+∞

𝑚=−∞

∞

𝑝=−∞

 

(5.25) 

where n, m, and p are the harmonic bin number in the spectrum at fc, fssb and fs 

respectively. The total 𝑌  𝑓  spectrum is the sum of each  𝑌 𝑘 𝑓 , 

𝑌  𝑓 =  𝑌 𝑘 𝑓 

OSRRF−1

𝑘=0

                                                                  (5.26) 

𝑌 𝑘 𝑓 =  𝑇𝑠𝑠𝑖𝑛𝑐  𝜋
𝑓

𝑓𝑠
    𝑆0 𝑛  𝐺0 𝑚 𝑒

𝑗2𝜋 𝑛+𝑚 𝑘

𝑂𝑆𝑅 𝑅𝐹

 𝜕 𝑓 − 𝑛𝑓𝑐 −𝑚𝑓ssb − 𝑝𝑓𝑠 

+∞

𝑛=−∞

+∞

𝑚=−∞

∞

𝑝=−∞

OSRRF−1

𝑘=0

 

 (5.27) 

Since 𝑓𝑐 = 𝐾 𝑓𝑠 (see Equation 3.16) the images sit on top of each other (diagram shows K 

= 1).  The signal of interest is sitting at 𝑓𝑐 , and the images of interest are shown in the 

dotted green box in Figure 5.5(c).  Moreover, Equation 5.27 can be simplified if the 

summation of k is implemented first. A harmonic is produced only when  𝑛 +𝑚 = 𝑖 ×

 𝑂𝑆𝑅𝑅𝐹  where n and m are the sample number harmonics at fc and fssb respectively and i is 
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an integer. The exponential term sums to zero for all other combinations of n and m. Only 

when  𝑚 =  𝑖 ×  OSRRF − 𝑛,  i.e 𝑒0 = 1 the output becomes: 

𝑌  𝑓 =
OSRRF

𝑓𝑠
   

𝑆𝑜 𝑛 𝐺𝑜 𝑛  sinc  𝜋
 𝑓 − 𝑛𝑓𝑐 

𝑓𝑠
 

𝜕 𝑓 − 𝑛𝑓𝑐 −𝑚𝑓ssb − 𝑝𝑓𝑠 

+∞

𝑚=−∞

+∞

𝑛=−∞

+∞

𝑝=−∞

 

(5.28) 

 The basic amplitude of the harmonic is given by  
OSRRF

𝑓𝑠
 𝑆𝑜 𝑛 𝐺𝑜 𝑛  and the delta 

function gives its position in the spectrum. The 𝑠𝑖𝑛𝑐  𝜋
 𝑓−𝑛𝑓𝑐 

𝑓𝑠
  weighting indicates that 

the interest in the spectrum is around 𝑓𝑐 . Therefore,  𝑛𝑓𝑐 + 𝑝𝑓𝑠 = 𝑓𝑐  gives  𝐾 𝑛 − 1 =

−𝑝. This will be substituted into Equation 5.28 that becomes 

𝑌  𝑓𝑐 +𝑚𝑓ssb =
OSRRF

𝑓𝑠
   

𝑆𝑜 𝑛 𝐺𝑜 𝑛  sinc  𝜋
  𝑓𝑐 +𝑚𝑓ssb − 𝑛𝑓𝑐 

𝑓𝑠
 

𝜕 𝑓 − 𝑛𝑓𝑐 −𝑚𝑓ssb − 𝑝𝑓𝑠 

+∞

𝑚=−∞

+∞

𝑛=−∞

+∞

𝑝=−∞

 

=
OSRRF

𝑓𝑠
   

𝑆𝑜 𝑛 𝐺𝑜 𝑛  sinc  𝜋  𝑚
𝑓ssb

𝑓𝑐
+ (1 − 𝑛) 𝐾 

      𝜕 𝑓 − 𝑓𝑐 −𝑚𝑓ssb 

+∞

𝑚=−∞

+∞

𝑛=−∞

+∞

𝑝=−∞

 

(5.29) 

The list below is a sample calculation that shows the location of the more dominant 

harmonics: 

1. The first harmonic zone (𝑓𝑐 ) is the location of the desired main SSB signal with: 

𝑛 = 1, 𝑚 = −1, 𝑝 = 𝐾 𝑛 − 1 = 0.  

𝑌  𝑓𝑐 − 𝑓𝑠𝑠𝑏 =
OSRRF

𝑓𝑠
𝑆𝑜 1 𝐺𝑜 −1  sinc  −𝜋𝐾

𝑓ssb

𝑓𝑐
                (5.30) 
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Relative main =
𝑌  𝑓𝑐−𝑓ssb 

𝑌  𝑓𝑐−𝑓ssb 
= 1                                       (5.31) 

2. The negative harmonic zone (−𝑓𝑐) is the image with: 

𝑛 = −1, 𝑚 = 1, 𝑝 = 𝐾 𝑛 − 1 = −2𝐾. 

               𝑌  𝑓𝑐 + 𝑓𝑠𝑠𝑏  =
OSRRF

𝑓𝑠
𝑆𝑜 −1 𝐺𝑜 1  sinc  −𝜋𝐾

𝑓ssb

𝑓𝑐
+ 2𝜋𝐾                  (5.32)                  

                Relative image  =
𝑌 𝑓𝑐+𝑓𝑠𝑠𝑏  

𝑌 𝑓𝑐−𝑓𝑠𝑠𝑏  
 

                                    =  
sinc   −𝜋𝐾

𝑓ssb
𝑓𝑐

+2𝜋𝐾 

sinc   −𝜋𝐾
𝑓ssb
𝑓𝑐
 

 

= (−1)2𝐾  
−𝑓ssb

2𝑓𝑐+ 𝑓ssb
                                                      (5.33) 

3. The third harmonic zone (𝑓𝑐 − 3𝑓ssb) is the 3
rd

 harmonic with: 

𝑛 = 3,𝑚 = −3, 𝑝 = 𝐾 𝑛 − 1 = 2𝐾. 

                   𝑌  𝑓𝑐 − 3𝑓ssb =
OSRRF

𝑓𝑠
𝑆𝑜 3 𝐺𝑜 −3  sinc  −𝜋𝐾

3𝑓ssb

𝑓𝑐
− 2𝜋𝐾                 (5.34) 

              Relative 3
rd

 harmonic  =
𝑌 𝑓𝑐−3𝑓ssb 

𝑌 𝑓𝑐−𝑓ssb 
 

=  
𝑆𝑜 3 𝐺𝑜 −3 𝑠𝑖𝑛𝑐  −𝜋𝐾

3𝑓ssb

𝑓𝑐
− 2𝜋𝐾 

𝑆𝑜 1 𝐺𝑜 −1  sinc  −𝜋𝐾
𝑓ssb

𝑓𝑐
 

=  (−1)2𝐾  
𝑓ssb

3𝑓ssb + 2𝑓𝑐
  
𝑠𝑖𝑛  𝜋𝐾

3𝑓ssb

𝑓𝑐
 

𝑠𝑖𝑛  𝜋𝐾
𝑓ssb

𝑓𝑐
 
 

1

9
 
𝑠𝑖𝑛  

3𝛼𝜋

OSRRF
 

𝑠𝑖𝑛  
𝛼𝜋

OSRRF
 
  

𝑠𝑖𝑛  
−3𝜋

OSRRF
 

𝑠𝑖𝑛  
−𝜋

OSRRF
 
  

(5.35) 
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4. The negative third harmonic zone (𝑓𝑐 + 3𝑓𝑠𝑠𝑏 ) is the -3
rd

 harmonic with: 

𝑛 = −3,𝑚 = 3, 𝑝 = 𝐾 𝑛 − 1 = −4𝐾.  

𝑌  𝑓𝑐 + 3𝑓ssb =
OSRRF

𝑓𝑠
𝑆𝑜 −3 𝐺𝑜 3  sinc  𝜋𝐾

3𝑓ssb

𝑓𝑐
+ 4𝜋𝐾                (5.36)

 Relative -3
rd

 harmonic  =
𝑌 𝑓𝑐+3𝑓ssb 

𝑌 𝑓𝑐−𝑓ssb 
 

=  
𝑆𝑜 −3 𝐺𝑜 3 𝑠𝑖𝑛𝑐  𝜋𝐾

3𝑓ssb

𝑓𝑐
+ 4𝜋𝐾 

𝑆𝑜 1 𝐺𝑜 −1  sinc  −𝜋𝐾
𝑓ssb

𝑓𝑐
 

=  (−1)4𝐾  
−𝑓ssb

3𝑓ssb + 4𝑓𝑐
  
𝑠𝑖𝑛  𝜋𝐾

3𝑓ssb

𝑓𝑐
 

𝑠𝑖𝑛  𝜋𝐾
𝑓ssb

𝑓𝑐
 
 

1

9
 
𝑠𝑖𝑛  

−3𝛼𝜋

OSRRF
 

𝑠𝑖𝑛  
𝛼𝜋

OSRRF
 
  

𝑠𝑖𝑛  
3𝜋

OSRRF
 

𝑠𝑖𝑛  
−𝜋

OSRRF
 
  

(5.37) 

 

Table 5.1: Comparison between simulation and calculation of the harmonics size 

(K = 1,  fssb= 64 MHz, OSRRF = 32,  fc= 1024 MHz). 

 

Harmonic size 

(dB) 

Odd quantisation 

α = 5, 𝒗 𝒓 = 0.6002 

Even quantisation 

α = 6,  𝒗 𝒓= 0.7074 

Simulation Calculation Simulation Calculation 

Image 29.6533 30.3703 29.821 30.3703 

3
rd

 harmonic 24.4384 24.9554 26.2643 26.5090 

-3
rd

 harmonic 30.1255 30.5955 35.2057 32.1491 

 

 

Table 5.1 shows the comparison between the simulation results of Figure. 3.10 

and the calculation from Equations 5.33 (relative image), 5.35 (relative 3
rd

 harmonic) and 

5.37 (relative -3
rd

 harmonic). Two scenarios for the odd quantisation and even 

quantisation are chosen for this comparison at values of K = 1, fssb= 64 MHz, OSRRF = 32, 
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and fc = 1024 MHz. The pulse width, α, is based on Table 3.1 which gives the expected 

pulse width for a given input signal amplitude. As can be seen the results are close. 

Agreement between simulation and calculation degrades as OSRRF is reduced. Two 

reasons for this are the increasing noise floor that masks the signals and the Σ∆ action 

which oscillates between various pulse widths.  

The analysis in this section only applies to a SSB tone with constant amplitude. 

For modulated signals with varying phase and amplitude, the high order products (3
rd

 

harmonic and above) become complex convolutions with smeared spectrum as per Figure 

4.2 (for OFDM modulation). A different type of analysis is required for such signals. 

5.4  Image Cancellation in a Multi-carrier 

Environment 

 When the signal is frequency offset, a number of distortions become visible in the 

spectrum as previously discussed in Sections 3.5 and 4.3. The distortion products of the 

image and 3
rd 

harmonic are most dominant in the spectrum. Some of the distortions, the 

image for instance, can be cancelled by pre-distorting the input signal; however the 3
rd 

harmonic is much more difficult to regenerate. This section demonstrates image 

cancellation by simulations and physical measurements.  All simulations were performed 

in MATLAB®. 
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Figure 5.6: The proposed Cartesian Σ∆ architecture with the pre-distortion (top) and the 

pre-distortion coefficients for image cancellation (bottom). 

 

 

A block diagram of the proposed Cartesian Σ∆ architecture with the pre-distortion 

unit is shown in Figure 5.6. The baseband input signal in complex I-Q form,  𝑢𝑖 , 𝑢𝑞   is 

firstly pre-distorted resulting in  𝑢′𝑖 , 𝑢′𝑞  , which is the baseband input into the Σ∆ filter. 

The goal of the pre-distorter is to generate a –ve image which will cancel the image 

generated by the „Polar to PWM/PPM‟ block after the Σ∆. First the image is generated 

through the conjugate process, a = u*. Then the image is scaled to the correct amplitude 

and phase given by Equation 5.33. Since the image magnitude depends on its offset 

frequency from the nominal fc, the scaling is frequency dependent, and this is provided by 

a first order FIR filter, H(z). 
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5.4.1 Derivation of Pre-distortion Coefficients 

The key part to implementing the pre-distortion system into the proposed design, 

is to calculate the coefficients 𝑔1 and 𝑔2.   

The desired signal is at 𝑓𝑐 + 𝑓offset (USB), and the image is at 𝑓𝑐 − 𝑓offset (LSB). In 

terms of the baseband signal, these frequencies become +𝑓ssb = +𝑓offset and −𝑓ssb =

−𝑓offset. 

The general transfer function of H(z) is a defined as 

𝐻 𝑧 =
𝐴′ (𝑧)

𝐴(𝑧)
= (1 − 𝑧−1𝑔2) 𝑔1                                   (5.38) 

The frequency response can be expressed by substituting 𝒛 = 𝑒𝑗𝑤 𝑇𝑠 =  𝑒
𝑗2𝜋 

fssb
𝑓𝑠 . Therefore 

it can be substituted into Equation 5.38, to give 

𝐻 𝑗𝜔 =  1 − 𝑒
−𝑗2𝜋 

fssb
𝑓𝑠 𝑔2  𝑔1                                   (5.39) 

When 𝑔2 ≅ 1 this becomes a high pass filter, with an output that is dominated by 

an imaginary component that grows linearly with frequency. The relative image is given 

by 
fssb

2𝑓𝑐  − fssb

 (from Equation 5.33). Therefore, the expression Equation 5.39 can be written 

by  

 1 − 𝑒
−𝑗2𝜋 

fssb
𝑓𝑠 𝑔2  𝑔1 =  

fssb

2𝑓𝑐  − fssb

     (5.40) 

 

If 𝑔2 is selected to make the term in the parenthesis purely imaginary at the nominal f
ssb

 

then                     

𝑔2 =  
1

cos(2π 
fssb
fs

)
                                                    (5.41) 
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now we can obtain a simplified value of 𝑔1, to give the correct scaling 

𝑔1 =  

fssb
2𝑓𝑐   − fssb

−j tan (2𝜋
fssb
𝑓𝑠

)
                  (5.42) 

By keeping 𝑔1 and 𝑔2 either real or imaginary the use of a full complex multiply is 

avoided.  

5.4.2 Simulation Results 

Using a pre-distorted signal at the input of the Σ∆ filter allows the formation of 

the cancelling image by the generation of a duplicate conjugate signal. There are two 

simulation scenarios based on the proposed model that have been discussed in Chapter 4. 

They are: image cancellation for baseband tuning and image cancellation for IF tuning. 

A QPSK-modulated OFDM input signal was used to test the architecture. The 

OSRRF  is 16 and defines the sampling frequency of the Σ∆ modulation. The OFDM 

signal has 8 subcarriers rather than the normal 64, to limit the PAPR ratio to 9 dB, reduce 

simulation times, and meet memory requirements of the laboratory test equipment.  It is 

anticipated that the performance would be similar to a WiFi signal with PAPR restricted 

to 9 dB. The signal was shifted by one channel to examine the resultant spectral images.  

5.4.2.1 Image Cancellation for Baseband Tuning 

The block diagram used is the proposed Cartesian Σ∆ in Figure 5.6. Figure 5.7(a) 

shows the baseband spectrum of the pre-distortion process. It shows the baseband input 

spectrum 𝑈(𝑓) shifted by 𝑓ssb = 30 MHz. The complex conjugate of baseband 𝑈(𝑓) is the 

image 𝐴(𝑓). Both  𝐴(𝑓) and  𝑈(𝑓) have the same real part but with the imaginary parts 
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of equal magnitude and opposite signs. 𝐴’ 𝑓  is the scaled  frequency response when the 

transform function H(z) is applied. The spectrum 𝑈’(𝑓) contains both the original signal 

and the scaled image. Figure 5.7(b) shows the spectra at various points of the Cartesian 

Σ∆ upconversion scheme. 𝑉𝐼𝑄 𝑓  and 𝑉 𝑅𝜃  𝑓  are the baseband spectra, output from Σ∆ 

filters and quantiser respectively (Figure 5.6). 𝑉𝐼𝑄 𝑓  has a high noise floor that partially 

masks the image. After the quantiser,  𝑉 𝑅𝜃 (𝑓) has a much lower noise floor due to the Σ∆ 

suppression, and the image is clearly visible. Finally 𝑊 𝑓  is the RF spectrum after 

„Polar to PWM/PPM‟ block in which it is shown that the image has been fully cancelled, 

however the 3
rd

 harmonics are still present.  
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Figure 5.7: Image cancellation using baseband tuning with OSRRF= 16. 

(a) Spectrum at the pre-distortion unit. (b) Spectrum at 𝑉𝐼𝑄 𝑓 , 𝑉 𝑅𝜃  𝑓  and 𝑊 𝑓 .   

5.4.3.2  Image Cancellation for IF Tuning 

Figure 5.8 (top) shows the block diagram scheme for image cancellation using 

Cartesian Σ∆ with baseband tuning. As for the first scenario (baseband tuning), the pre-
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distorted signal is part of the input to the Σ∆ filter. However, the shaping is different 

because of the additional rotation of the IF frequency inside the Σ∆. The shaping should 

be for fssb = foffset+ fIF instead of fssb = foffset as used in the first scenario. An additional 

rotation of fIF is applied to the pre-distorted input signal prior to image generation and 

spectral shaping, H(z). This would produce the correct frequency response slope of the 

image prior to cancelling. The frequency shift is reversed prior to summing with the 

desired signal.  

 

Figure 5.8: Pre-distortion for IF tuned Cartesian Σ∆ architecture (top). The pre-distorter 

architecture for image cancellation (bottom). 

 

 

 

Figure 5.9 shows the spectra from the pre-distortion unit. For comparison 

purposes, there are three different spectrum plots corresponding to three different values 

of foffset and fIF. The frequency response of 𝑈(𝑓), 𝐵(𝑓), 𝐶(𝑓), 𝐶’(𝑓), 𝐵′(𝑓) and 𝑈’(𝑓)  are 
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the spectra at points  u, b, c, c’, b’ and u’ respectively from Figure 5.8. 𝑈 𝑓  is the input 

baseband, which includes any offsets, foffset. When fIF= 0, Figure 5.9(a) has the same 

outcome as the first scenario for baseband tuning. The complex coefficient, 𝑒
𝑗2𝜋

𝑓𝐼𝐹
𝑓𝑠
𝑛

 is 

only active when fIF is applied. Figure 5.9(b) shows the condition fIF= 50 MHz and foffset= 

0 MHz. 𝑈(𝑓) shows the signal baseband; 𝐵(𝑓) shows the frequency shift of fIF; 𝐶(𝑓) 

shows the signal in the image position at -fIF; 𝐶′(𝑓) shows the spectral shaping of the 

filter H(z); 𝐵′(𝑓) shows the removal of fIF which causes the image sit as -2fIF; 𝑈′(𝑓) is the 

composite signal provided to the Σ∆. Figure 5.9(c) shows the combination of both fIF and 

foffset. In this way, the image enters the shaping filter at fssb = foffset + fIF to give a relative 

image gain of 

fssb

2𝑓𝑐  − fssb

=
𝑓offset  +  𝑓𝐼𝐹

2𝑓𝑐  −(𝑓offset  +  𝑓𝐼𝐹 )
                                            (5.43) 
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Figure 5.9: Spectrum at the pre-distortion unit for IF tuning with OSRRF= 16.  

Three different foffset and fIF scenarios are compared. 

 

 

Figure 5.10 shows the spectrum results with image cancellation applied as per the 

example scenarios of Figure 5.9. 𝑉𝐼𝑄 𝑓  is the spectrum after the Σ∆ filter and has the 
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shape of the input spectrum 𝑈′(𝑓) with a high noise floor. 𝑋 𝑓  is the spectrum after 

applying the fIF rotation which moves the desired signal and image into the correct 

frequency location. 𝑉 𝑟𝜃  𝑓  is the spectrum at the quantiser output and shows a reduced 

noise floor due to the Σ∆ action. 𝑊 𝑓  shows the spectrum of RF PWM/PPM signal with 

the image cancelled but the 3
rd

 harmonics still present. Note: the PWM/PPM process 

increases the noise floor near the signal compare to 𝑉 𝑟𝜃  𝑓  in case-b and case-c. 
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Figure 5.10: Image Cancellation for IF tuning with OSRRF= 16. The three different foffset 

and fIF scenarios are shown for comparison.  

5.4.3 Measurement Results 

The experimental setup for measurement is similar to the physical measurement 

setup procedure that was explained in Chapter 3 (Section 3.7). 

Figure 5.11 shows the spectrum measurement for OSRRF= 16 and 𝑓offset= 30 MHz.  

The figure on the left shows that the image still appears on the spectrum (before image 

cancellation) whereas the figure on the right shows that the image no longer appears after 

image cancellation. Since 𝑓ssb= 30 MHz is positive, the desired signal is USB and the 
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image is LSB. Figure 5.12 shows the opposite of Figure 5.11 with the signal of interest at 

𝑓offset = -30 MHz. It is quite evident that the image can be cancelled from the band of 

interest, however the noise lumps at the extreme of the frequency spectrum are the 3
rd

 

order distortion, which remain.  

 

Figure 5.11: The desired signal (USB) and the image (LSB). Image cancellation, before 

(left) and after (right).  foffset = 30, OSRRF= 16. 

 

 

 
 

 

Figure 5.12: The desired signal (LSB) and the image (USB). Image cancellation, before 

(left) and after (right).  foffset = 30, OSRRF= 16. 
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5.5  Noise Cancellation in a Multi-carrier 

Environment 

The noise floor increase around the desired channel during  fIF  application is now 

discussed. Although the image has been removed and other distortions have been moved 

away, the band of interest is no longer in such a deep  noise null due to the action of 

the „Polar to PWM/PPM‟ block. These noise (and distortion) components partially 

destroy the good in-band noise shaping performance of the  filters. The noise floor 

around the band of interest increases significantly when applying large fIF. The RF 

spectrum in Figure 5.13 describes the different offset frequencies 𝑓offset at fIF=110 MHz. It 

shows that the noise floor problem affects the area of the band of interest. The spectrum 

of the quantised  feedback signal 𝑣 ′  (green dash line) shows the reference output 

spectrum frequency aligned with the PWM/PPM output RF signal (black). The RF 

spectrum should have the same noise shaping but has up to a 10 dB worse noise floor. 

The additional noise folds are from the image and other distortion products. The problem 

was also identified in [91] for a burst-mode PWM modulation and solved by adding a 

fractional delay in the feedback circuit. In this sub-section we cancel the image noise by 

generating an inverse copy using a post-distortion network after the quantiser.  
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Figure 5.13: Noise floor problem around the band of interest for OSRRF= 4. 

 

 

 

Figure 5.14 shows the proposed scheme for IF tuning of noise cancellation. The 

post-distortion function unit is put at the output of the quantiser but before the –δ rotation 

in the feedback path. The post-distortion function unit is the same as that used in Section 

5.4. The conjugation operation, 𝑑 =  𝑦 ∗  generates the image and the 𝑔1 and 𝑔2 network 

gives the correct frequency scaling. Applying the post-distortion unit in polar format is 

also possible.   
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Figure 5.14: The proposed IF tuning with the post -distortion (top) and the post-distortion 

coefficients for noise cancellation (bottom). 

 

 

Adding additional processing in the feedback is generally not a good idea from an 

implementation perspective. The post-distortion circuit increases the loop delay and 

reduces the maximum sample rate, fs. However careful observation of the two processing 

blocks after the quantiser, shows that the input signal signals are quantised to OSRRF  ×

(
OSRRF

2
+ 1) possible values. Since there is one memory (z

-1
) in the post-distortion unit 

then the combined „Polar-to-Cartesian‟ and „Post-Distortion‟ blocks can be implemented 

in a LUT with   OSRRF  × (
OSRRF

2
+ 1) 

2

 entries, or just 144 entries for OSRRF= 4. 
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5.5.1 Simulation Results 
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Figure 5.15: Noise cancellation for IF tuning for OSRRF= 4.The original spectrum 

before noise cancellation (left) and the spectrum after noise cancellation (right). The 

image is increased when the noise floor is cancelled (right black).  

 

 

The simulation results are shown in Figure 5.15. In Figure 5.15 (left), the original 

spectrum before applying post-distortion noise cancellation shows that the spectrum of 

the „Polar to PWM/PPM‟ output (black) has an increased noise floor around the band of 

interest. The signal image and other distortion products do not appear due to the high 

noise floor caused by coarse quantisation from the low over sampling (OSRRF= 4). Figure 

5.15 (right), shows significant reduction in the noise floor (right black) which has a 

similar noise shape to the spectrum of the quantised  signal, 𝑣  of Figure 4.4 (dash 

green). Interestingly, the 𝑣  signal after post-distortion of Figure 5.14 (dash blue) has a 

very similar noise shape of the „Polar to PWM/PPM‟ spectrum before the noise floor is 

cancelled (left black). This is expected since it contains the inverse noise signal that will 

cancel the PWM to PPM generated image noise.  
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Figure 5.16: Image and Noise cancellation for IF tuning. Post-distortion for noise 

cancellation and pre-distortion for image cancellation. 

 

 

An undesirable by-product of using post-distortion to cancel the image noise is a 

further increase in the signal image, since the signal also goes through to feedback post-

distortion network. As can be seen in Figure 5.15 (right), the black spectrum shows the 

visibility of the image after noise cancelling. Therefore, the proposed scheme needs to 

have two distortion function units: post-distortion for noise cancellation and pre-

distortion for image cancellation, see Figure 5.16. 

In Figure 5.16, the first pre-distortion function unit is for image cancellation. It is 

put at the input to the Σ∆. The second post-distortion function unit is for noise 

cancellation. Figure 5.17 shows both the image and the noise floor have been cancelled 

allowing the spectrum to be located at the noise floor null.  
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Figure 5.17: Spectrum of the image and noise cancellation for OSRRF= 4.  

5.5.2 Measurement Results 

The measurement setup follows a similar procedure to the other measurement 

schemes in this thesis. Figure 5.18 (left) shows the original spectrum in which the noise 

floor is high near the signal. Figure 5.18 (right) shows the spectrum with noise 

cancellation. It is evident that the noise floor is reduced and the signal band is in the  

noise null. 
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Figure 5.18: Measurement results of noise cancellation for IF tuning. OSRRF= 4. 

The marker is at the nominal carrier frequency, fc. 

 

5.5.3 Correction at Higher OSR 

The previous sub section showed the image of the noise cancellation in an 

OSRRF= 4. Image cancellation system at high or OSRs is less effective because noise and 

distortion folding in-band from higher order products dominate. These products include 

the 3
rd

‟s and -3
rd

‟s which, can have similar or larger amplitudes to the image signal as 

indicated by Table 5.1 for an SSB tone. Figure 5.19 illustrates the problem for OSRRF= 8. 

These are only about 1 dB of improvement. The quantised feedback with noise 

cancellation shows only a small increase in noise over the ideal quantised feedback, 

indicating the inverse image noise is not large enough to completely cancel the noise 

generated in the „Polar to PWM/PPM‟ block. Clearly there are other noise and distortion 

sources generated by the PWM/PPM process that need to be modelled to further improve 

the cancellation.  
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Figure 5.19: The spectrum with after and before noise cancellation (NC) for OSRRF= 8. 

 

5.6 Summary 

This section has identified the phenomenon of distortion problems that are 

generated by the „Polar to PWM/PPM‟ block. The rectangular nature of the output 

PWM/PPM pulse generates a number of unwanted harmonics and distortion products 

such as the image and 3
rd 

harmonics which are the most dominant. These distortions 

reduce the dynamic range of the operating band, therefore, image and noise cancellation 

by using pre-distortion technique is proposed so all the operating bands can meet the 

spectrum mask requirements.  
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In this chapter the mathematical expression from [79] has been modified to 

predict the amplitude and frequency of the distortion products from a SSB input signal at 

any offset frequency. With this mathematical analysis, the structure of the distortion is 

known. The location of the image and the ±3
rd

 harmonic are established in this 

investigation. Image generation using pre-distortion is easy to predict since its location is 

exactly symmetric with the desired signal.  However, the ±3
rd

 harmonics are much more 

difficult to generate. They involve a complex generation function involving multiple 

convolutions, which is not in the scope of this thesis. „IF-tuning‟ frequency shifts both the 

signal and the noise null together, but the final PWM/PPM processes generates an image 

of both the noise and signal, which results in a higher than expected noise floor and a 

spurious image. Image and noise cancellation are proposed to solve this problem. 

The simulation and measurement results show that nulling the baseband channel 

is now possible, however it only works with OSRRF= 4.  Even so, OSRRF= 4 will meet 

WLAN out-of-band specification (-40 dB ACP) over a bandwidth of 5% of the carrier 

frequency (30 MHz/600 MHz from Figure 5.1). 
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Chapter 6 

Conclusion and Further 

Research 

6.1 Conclusion 

In this thesis, the focus was on a concept design for a low-power transmitter with good 

linearity and high efficiency. The work concentrated on the digital upconversion of 

modulated signals such as required for LTE and WLAN standards. A number of 

improvements were developed for the Cartesian Σ∆ upconverter architecture. The 

proposed scheme is potentially an all-digital and therefore low-cost solution for multi-

standard SDR.  

 In the literature review of Chapter 2, traditional and switched-mode power 

amplifiers are studied. To support the idea of a Cartesian Σ∆ upconverter, the basic 

concepts of Σ∆ systems were investigated and the methodology for designing the Σ∆ 

filters explained. This is followed by an overview of transmitter architecture designs 
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suitable for today‟s modulation schemes. Key results from [31, 76, 79, 90], on which this 

work is based, were emphasized.  

 The improvement to the proposed Cartesian Σ∆ upconverter quantisation scheme 

is explained in Chapter 3. The first contribution is the development of the odd 

quantisation scheme which reduces quantisation noise, particularly at low signal levels. A 

constant phase reference is maintained whatever the pulse widths. An analysis of the 

noise and distortion products of the odd quantisation compared to the even quantisation 

schemes was investigated. It is shown that both schemes produce the same distortion 

products that increase with frequency offset. The odd quantisation scheme, however, has 

an improved SNR by approximately 2 dB. In both cases separate quantisers for amplitude 

and phase enable simple implementation. The work was extended to joint-quantisation, 

which uses both odd and even pulse widths and gives a 5 dB reduction in noise floor. The 

best quantiser for joint quantisation does the quantisation of the odd and even points 

separately and then selects the closest point to the input signal vector.  

 A key radio transmitter requirement is the ability to tune to different channels in 

the transmission band. Chapter 4 describes alternative tuning methods that do not require 

changing the clock frequency. Many digital -RF upconverters have poor performance 

when the carrier frequency is tuned away from the centre of the band. The offsetting of 

signals from the nominal carrier frequency position generates unwanted distortion 

products which are dominated by the image and 3
rd

 harmonics. It is shown that these 

products can be moved out of band by the correct choice of intermediate frequency (fIF). 

A novel technique for shifting both the signal and the noise null to the new frequency 

position is explained and performed. The new method involves additional phase rotators 
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before and after the quantiser. There is a reducing SNR with increasing offset that limits 

the amount of practical frequency shift. 

In Chapter 5, the focus was on methods to eliminate noise and distortion products 

caused by the tuning process. Firstly the phenomenon of unwanted spectral components 

generated by the „polar to PWM/PPM‟ block was analysed using a mathematical 

approach. The extension of the mathematical derivation in [79] achieved results over a 

continuous frequency range rather than at a few spot frequencies. The new mathematical 

approach enabled the derivation of a new pre-distortion function unit and post-distortion 

function unit that predicted the size of the image signal and the image noise components. 

Image cancellation and noise cancellation techniques are presented in order to solve the 

image problem. Measurements are made and compared with computations to test the 

reliability, accuracy and validity of the developed formulations.  

6.2 Further Research 

6.2.1 Third Harmonic Cancellation 

 Image generation by using pre-distortion is easily achieved since the image is 

exactly symmetric with the desired signal about the nominal carrier frequency. However, 

the ±3
rd

 harmonics are much more difficult to generate in pre-distortion because the 

distortion is spread over a number of channels. Therefore, in future work, research should 

look at removing these distortion products with emphasis on the dominant harmonics 

such as ±3
rd

 harmonics and ±5
th

 harmonics. The cancellation scheme should consider 
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using the extended mathematical analysis in Chapter 5 with multi-carrier signals as a 

starting point. 

6.2.2 FPGA Implementation  

To demonstrate the schemes‟ viability, implementing a prototype in digital 

hardware using a Field-Programmable Gate Array (FPGA) is suggested. FPGA 

implementation can prototype the proposed structure. This part is important for finding 

an accurate power and efficiency estimation of the proposed transmitter.  

6.2.3 Increased Power Outputs 

To improve the applicability of the scheme, high output powers are needed. This 

includes developing a suitable SMPA scheme for interfacing to the FPGA. At this stage 

the lack of high speed high power switching devices makes this structure not suitable for 

traditional wireless communications.  The output power of ~8 GHz high speed logic 

device driving 50 Ohms with a 1 Volt swing is 
1

50
 Watt. When this is included with a 

coding efficiency of 8% for an OSRRF of 8 [32] and an OFDM signal with a PAPR of  8 

(9 dB) the RF output power is  
1

50
 x 0.08 x 

1

8
 = 

1

5
 mW or -7 dBm. The efficiency would be 

small (<<1%) because of the large FPGA power overhead.  Output power must be 

increased to improve efficiency. With todays devices this can only be achieved at lower 

carrier frequencies, requiring lower speed devices.  It might be possible to achieve carrier 

frequencies of the order of 10 MHz to 100 MHz using high power GaN devices to switch 

amps of current at sub-ns speeds. This is left for future work. 
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