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Abstract

CDMA cellular mobile systems find widespread acceptance particularly in regional centres

where there are large geographical areas to cover. However, temporal changes of user

density due to formation of congregated population centres (called hot spots) can seriously

undermine the system design goals in terms of quality of service (QoS) and system capacity.

This investigation deals with the problem of hot spots in a bid to improve system capacity

at acceptable quality of service levels. Among the techniques considered is the adaptive

sectorisation and its implementation with finite antenna beam switching.

The future wireless communications systems are expected to offer a wide variety of

services, which have vastly differing QoS requirements. To handle this, the third generation

cellular mobile communication systems are designed to carry packet mode traffic. This

investigation also deals with the impact of third generation cellular system traffic on

system capacity. It examines the system activity in the presence of mixed mode traffic

and the capacity and QoS trade-offs possible in Wideband CDMA (WCDMA) cellular

systems. Application of adaptive sectorisation to improve capacity in such systems when

confronted with hot spots is also investigated.

It is found that in all situations the adaptive sectorisation brings an overall improve-

ment to system capacity and this is particularly significant when the user concentration

in hot spots is substantially bigger than that of the rest of the cell.
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Chapter 1

Introduction

This chapter provides an overview of the investigation that forms the subject of this

thesis. It introduces the basic concepts on which the investigation has been launched and

provides a historical development of the subject. It identifies the author’s contribution to

the knowledge in this field and outline the thesis layout.

1.1 Capacity of CDMA cellular systems

Personal mobile communication has become a way of life in the present day society. Its

widespread acceptance among people in all walks of life has created an ever increasing

demand on the services of cellular mobile phone systems. Adding to that is the range of

services that continually expand covering a vast variety of applications that involve traffic

arising from voice, data, multimedia, and the like. The aim of mobile communications has

always been the extension of all wireline service facilities to wireless environment. With

the emergence of the third generation cellular systems this aim has become close to reality

and the issue of system capacity has moved to the fore front.

1
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In CDMA cellular systems the capacity is a function of interference and reducing

interference leads to capacity improvement. The interference that a user confronts consists

of back ground noise and the signals generated by other users in the system. Therefore,

the user distribution in a cell is a crucial factor in estimating the capacity of a cell. With

the power control mechanisms employed in CDMA systems the base station (BS) of a cell

is able to control the power generated by the mobile station (MS) within the cell but it

has no control over the power generated by the mobile stations in the neighbour cells.

Since the interference consists of the signals generated by other users including those in

neighbour cells, the location of these other users in neighbour cells plays an important

part in estimation of the systems capacity.

1.2 Hot Spots and Adaptive Sectorisation

Most of the studies that deal with the capacity estimation assume that the users are evenly

distributed in cells throughout the coverage area of the system. In practice however this

is an unlikely situation and users are more likely to be distributed unevenly. What is of

particular importance is the occurrence of small areas within a cell where there are col-

lections of users densely packed. These areas (called hot spots) generate disproportionate

amount of interference and can seriously effect the system capacity.

Adaptive sectorisation is one way the system can adapt to changing traffic environ-

ment. By judiciously selecting sector size and positioning them in such a way so as to

distribute the interference arising from hot spots as evenly as possible among the sectors

the system capacity can be improved. the sector size and boundaries can be varied so as
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to include either fully or partially a given hot spot in a cell, and hence, limit the interfer-

ence appearing at a given BS. There are many techniques that can be used to implement

adaptive sectorisation. Among these, a simple and robust techniques is the employment

of finite beam switching using linear antenna arrays. By adjusting the length and the

spacing of the antenna array elements, and the phase of their feed currents, its is possible

to stear the main beam of the array to cover a sector of desired size, in a cell.

1.3 System Capacity with 3G Traffic

Third generation cellular systems are poised to cater for mixed mode traffic consisting

of voice, data, interactive multimedia, and the like, much of it associated with the Inter-

net. The third generation partnership project (3GPP) has identified this need and has

developed a traffic model that can closely resemble the practical situations that are most

likely to be confronted by the 3G cellular systems. This model consists of 3 tiers in which

packets, packet calls, and sessions are included in a single packet connection. The arrival

and duration statistics of each category (i.e., packet, packet calls, and sessions) determine

the particular traffic environment and hence can represent most types of traffic commonly

found in Internet.

Third generation systems which deal with packet mode traffic can extend system ca-

pacity by employing inactivity periods inherently present among packets, packet calls,

and sessions. Depending on the quality of service, if bandwidth is not reserved for nomi-

nated connections, this system inactivity periods could be utilised to increase the system

capacity quite substantially.
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This investigation looks at each of the above aspects in order to examine the ways

in which the system capacity can be improved in the third generation cellular mobile

communication systems.

1.4 Results and Conclusions

It is shown in this report that in almost all situations irrespective of the traffic environment,

in CDMA cellular systems dealing with hot spots, the system capacity can be increased

by the employing adaptive sectorisation. This capacity increase is particularly significant

when the user density in hot spots is considerably higher (by several orders of magnitude)

when compared to the user density in rest of the cell.

1.5 Contribution to Knowledge

This thesis, except where otherwise stated, is author’s own. In particular the section 4.3

and chapter 5 describe the analysis of influence of hot spots on the capacity of multicell

CDMA cellular systems, and the examination of possible improvement to capacity using

adaptive setorisation. Similarly, the chapter 5 describes the modeling of traffic in third

generation cellular systems and the examination of the capacity performance of WCDMA

cellular mobile systems with adaptive sectorisation.
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1.6 Layout of the Thesis

The rest of the thesis is organized as follows: Chapter 2 reviews the cellular mobile commu-

nication systems and their capacity estimation. Chapter 3 reviews some of the techniques

used to improve the capacity of CDMA cellular systems. In Chapter 4, the methods of

evaluating interference in CDMA cellular systems in multicell structures are developed.

Chapter 5 discuses the capacity improvement of CDMA cellular systems in non-uniform

traffic environments using adaptive sectorisation. Chapter 6 describes the WCDMA air

interface to lay the foundation for the study of 3G systems and their capacities. Chapter 7

describes the modelling of 3G traffic in WCDMA cellular systems and its application in

estimating the system capacity. Finally, the Chapter 8 presents the conclusions and some

thoughts for future work on this subject.



Chapter 2

Cellular Mobile Communication
Systems and Their Capacity

This Chapter provides the background material necessary for the study of the capacity

of cellular mobile communication systems. The concepts of FDMA, TDMA, and CDMA

are explained, and a basic introduction to the first, second, and third generation cellular

systems is given. The issues involved in the estimation of capacity of these systems are

highlighted.

2.1 Mobile Communication and Cellular Concept

The cellular concept arose out of the necessity to share the spectrum which is a premium

and a limited resource in mobile communication. It is centered around the ability to

control the radio frequency energy within a confined area of space (called a cell) so that

the same spectrum can be reused as many times as desired, within each cell. Thus the

capacity of the system can be increased by making cells smaller in area and also by sub

dividing a cell area into smaller parts (called sectors). The users in a cell are allowed to

6
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get access to the available spectrum by employing a multiple access technique. In cellular

mobile communication systems, the widely adopted multiple access techniques are the

Frequency Division Multiple Access (FDMA), Time Division Multiple Access (TDMA),

and Code Division Multiple Access (CDMA), as described below.

2.1.1 FDMA

In FDMA system, the time frequency plane is divided into N discrete frequency channels,

continuous along the frequency axis as shown in Fig. 2.1. Each user is assigned a channel

for the entire duration of the user’s conversation. Other users can access the channel after

the first user’s conversation has ended.
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2.1.2 TDMA

In TDMA the time frequency plane is divided into N discrete timeslots, continuous along

the time axis as shown in Fig. 2.2. With this technique, multiple users can make use of

the band assigned to the communication at different moments of time.

Mixed TDMA-FDMA techniques are used, where the bandwidth assigned to an oper-

ator is divided among different FDMA carriers, each of which is shared by the users with

the TDMA technique. This technique is used by the second generation digital cellular

systems such as Global System for Mobile (GSM) and Personal Digital Cellular (PDC).

2.1.3 CDMA

In CDMA system, the signal energy is continuously distributed throughout the entire time

frequency plane. Each user employs a wideband coded signalling waveform, as shown in

Fig. 2.3. The user data to be transmitted is uniquely coded such that it can be distin-

guished from those of the other users. Each data bit is subdivided to accommodate the

code word in it and as a result this technique leads to spectrum spreading. CDMA is a

direct sequence spread spectrum system and is the subject of the present investigation.

2.2 Early Cellular Systems

Early cellular systems were all analog systems and need FDMA with Frequency Division

Duplexing (FDD). The systems were designed to handle voice and the voice signal was

frequency modulated. Part of UHF spectrum were utilised to cover sizable areas where in

today’s terms could be categorised as macro cells. The capacity was not a main issue in
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these systems as demand was not great.

2.2.1 First Generation Systems

The first successful cellular mobile communication system was the Advanced Mobile Phone

Service (AMPS) developed in USA in 1970s. It used FDMA technology with FDD and

employed 20 MHz bandwidth in the 800 MHz region. AMPS at present operates with a 25

MHz bandwidth in each direction over the frequency allocations of 824-849 MHz for the

Uplink (UL) (from mobile to base station), and 869-894 MHz for the Downlink (DL) (from

base station to mobile) [1]. This spectrum is divided into 832 frequency channels leaving

416 channels in the uplink and another 416 channels in the downlink. Some of these

channels are used to carry system information and control signal while the rest carries

voice and data in analog form. In AMPS, each channel occupies 30 kHz of bandwidth

using analog Frequency Modulation (FM) [1]. TACS, NMT and AMPS are among the

first generation cellular systems.

Although cell division techniques are frequently employed by the first generation sys-

tem, reduction of cell sizes below a few hundred meters eventually renders cell division

infeasible. Moreover, analog modulation is sensitive to interference from other users in

the system, and the voice quality is quite vulnerable to various kinds of noise. As a

consequence of these, other means of capacity improvement such as efficient modulation

schemes were sought for the second generation.
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2.2.2 Second Generation Systems

In the second generation cellular systems, digital technology enabled the use of signal

processing techniques to increase the robustness against interference. It also reduced the

spectral bandwidth required for each user and hence provided a higher capacity. The

second generation systems provide about 3 to 4 times the capacity of the first generation

system for the same spectral resource without adding new base stations. Since digital

systems are more immune to noise, an Interference-to-Signal (ISR) ratio of about 15 dB

is acceptable in digital systems (whereas 18 dB is required for the analog systems under

same circumstances [3]). This allowed the use of smaller reuse clusters, thereby increasing

the capacity of the system.

The second generation cellular mobile systems were based on Time Division Multiple

Access (TDMA) technology, or a combination of TDMA and FDMA. The IS-54 TDMA

digital cellular system employs digital voice produced at 10 kbps (8 kbps speech plus over

head), and transmitted with π/4 Differentially encoded Quadrature Phase Shift Keying

(π/4 DQPSK) modulation. The IS-54 system permits 3 callers per 30 kHz channel spacing

(30 kHz/10 kbps), therefore, increasing capacity three times that of AMPS.

In 1990, Qualcomm, Inc., proposed a digital cellular telephone system based on Code

Division Multiple access (CDMA) technology. In July 1993, the second U.S digital cel-

lular standard (IS-95) was adopted. Using spread spectrum techniques, the IS-95 system

provides a very high capacity [1].
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2.2.3 Third Generation Systems

WCDMA Air Interfaces

In principle, all third generation cellular systems have adopted WCDMA as the air inter-

face. However, there are minor differences between the WCDMA air interface adopted by

cdma2000 and IMT-2000.

The cdma2000 (USA)

Within the standardization committee of Telecommunications Industry Association (TIA),

the subcommittee TR45.5.4 was responsible for the specifications of the basic cdma2000

scheme [4]. Like for all other wideband CDMA schemes, the goal for cdma2000 has been

to provide data rates that meet the IMT-2000 performance requirements. That is at least

144 Kbps in a vehicular environment, 384 Kbps in a pedestrian environment, and 2048

Kbps for indoor office environment. The main focus of standardization has been to provide

144 Kbps and 384 Kbps bit rates with approximately 5 MHz bandwidth.

There are two main alternatives currently existing for the down link channel structure

of cdma2000. They are the multicarrier and direct spread options [4]. The multicarrier

approach maintains orthogonality between the cdma2000 and IS-95 carriers. In the down-

link this is important because the power control can not balance the interfering power

between different layers, as it can in the uplink. Transmission on the multicarrier down-

link is achieved by using three consecutive IS-95B carriers where each carrier has a chip

rate of 1.2288 Mcps as shown in Fig. 2.4. For the direct spread option, transmission on

the downlink is achieved by using normal chip rate of 3.6864 Mcps [4].
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(a) (b)

1.25 MHz 3.75 MHz

Figure 2.4: Illustration of (a) multicarrier and (b) direct spread downlink for cdma2000.

The starting point for bandwidth design for cdma2000 has been the PCS spectrum

allocation in the United State. The PCS spectrum is allocated in 5 MHz blocks and 15

MHz blocks. One 3.6864 Mcps carrier can be deployed within 5 MHz spectrum allocation

including guardbands. For a 15 MHz block, three 3.6864 Mcps carriers and one 1.2288

Mcps carrier can be deployed [4] [5].

The cdma2000 system chip rate is in fact three times the chip rate used in the IS-95

standards, which is 1.2288 Mcps. Higher chip rates on the order of M×1.2288 Mcps,

M = 6, 9, 12 are also supported. In the Direct-Spread Modulation Mode (DSMM), the

symbols are spread according to the chip-rate and transmitted using a single carrier, giving

a bandwidth of M×1.25 MHz. In Multicarrier modulation, the symbols to be transmitted

are de-multiplexed into separate signals, each of which is then spread at a chip rate of

1.2288 Mcps. M different carrier frequencies are used to transmitted these spread signals,

each of which has a bandwidth of 1.25 MHz [6] [7].

By using multiple carriers, cdma2000 is capable of overlaying its signals on the existing

IS-95 1.25 MHz channels and its own channels, while maintaining orthogonality. Similar,
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to UTRA and IMT-2000, cdma2000 also supports TDD operation in unpaired frequency

bands [8].

In contrast to UTRA and IMT-2000, where the pilot symbols are time multiplexed with

the dedicated data channel on the downlink, cdma2000 employs a common code multi-

plexed continuous pilot channel on the downlink. The advantage of a common downlink

pilot channel is that no additional overhead is incurred for each user. Another difference

with respect to UTRA and IMT-2000 is that the BSs are operated in synchronous mode

in cdma2000 [9].

IMT-2000 (Europe)

The Europe Telecommunications Standards Institute (ETSI) has been working on the

Universal Mobile Telecommunication Services (UMTS), which is to be the European stan-

dard for the third generation mobile systems. UMTS will appear as one of the family

members within the IMT-2000 family. (Any system/network based on specification that

supports the IMT-2000 capabilities and interfaces defined by the ITU will be considered

as an IMT-2000 system/network.) ETSI has agreed on UTRA (UMTS Terrestrial Ra-

dio Access) as the radio transmission technology for UMTS. This Radio Transmission

Technology (RTT), which utilizes WCDMA with FDD for paired frequency bands and a

hybrid WCDMA/TDMA with TDD for unpaired frequency bands, has been submitted

to the ITU-R as a candidate for IMT-2000 [5]. UMTS will utilize the GSM network in-

terfaces as the basis for its network interfaces and proposals. The current GSM network

capabilities, which include General Packet Radio Service (GPRS), High Speed Circuit
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Switched Data (HSCSD), and Customized Application for Mobile Enhanced service Logic

(CAMEL), will be enhanced to support UMTS capabilities in terms of services like virtual

home environment and multimedia, as well as higher bit rates [5].

The WCDMA technology in Japan is very similar to that of Europe. The Association

of Radio Industries and Businesses (ARIB) in Japan has their technology in line with

ETSI’s WCDMA. The outcome of the ARIB selection process in 1997 was WCDMA, with

both FDD and TDD modes of operation [5]. Since the creation of 3GPP for the third

generation standardisation framework, ARIB has contributed to 3GPP, in the same way as

ETSI has contributed UTRA. In Japan, the IMT-2000 standardization is divided between

two standardization organization: the Association of Radio Industries and Businesses

(ARIB) and the Telecommunication Technology Committee (TTC). ARIB is responsible

for the standardization of radio interface while TTC is responsible for the standardization

of network interface.

In Korea, two wideband CDMA air interfaces are being considered: Telecommunica-

tions Technologies Association’s standard I (TTA I) and Telecommunications Technologies

Association’s standard II (TTA II) [5]. The Electronics and Telecommunications Research

Institute (ETRI) in Korea has established an R&D consortium to define the Korean pro-

posal for IMT-2000 during 1997 and 1999. The main features of these air interfaces are

listed in Table 2.1. TTA II concept is closer to cdma2000 while TTA I resembles WCDMA

[5].

The IMT-2000 system is aiming to be flexible in order to operate in any propagation

environment, such as indoor to outdoor, outdoor to indoor, and vehicular environments.
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Table 2.1: Parameters of Korean WCDMA Schemes

TTA I TTA II

Channel spacing 1.25 MHz / 5 MHz / 1.25 MHz / 5 MHz /
20 MHz 10 MHz / 20 MHz

Chip rate 0.92 Mcps / 3.68 Mcps / 1.024 Mcps / 4.096 Mcps /
14.77456 Mcps 8.192 Mcps / 1.384 Mcps

Frame length 20 ms 10 ms
Spreading Walsh and long codes Walsh and long codes
Pilot for coherent detection UL: pilot symbol based UL: pilot symbol based

DL: common pilot DL: common pilot
Base station synchronization Synchronous Asynchronous

It is also aiming to be sufficiently flexible to be able to handle circuit as well as packet

mode services, and services involing variable data rates [10].

The spectrum allocation for WCDMA in Europe, Japan, Korea, and USA is shown in

Fig. 2.5 [6]. In Europe and in most of Asia, the International Mobile Telecommunication

(IMT) - 2000 band consists of 2×60 MHz (1920 -1980 MHz plus 2110-2170 MHz). In Japan

and Korea, the IMT-2000 FDD band is the same as that of the rest of Asia and Europe.

In USA no new spectrum has yet been made available for the third generation systems.

Third generation services can be implemented by reforming second generation systems

within the existing Personal Communication Systems (PCS) spectrum [10]. Table 2.2

summarises the main features related to the WCDMA air interface [6].

2.3 Capacity of Early Cellular Systems

The capacity of first and second generation cellular mobile systems was governed by the

available number of r.f. channels within the allocated spectrum. Once the acceptable



17

� � � � � � �� � � � � � �� � � � � � �� � � � � � �� � � � � � �� � � � � � �

� � � � � � � � � � � � � �� � � � � � � � � � � � � �� � � � � � � � � � � � � �� � � � � � � � � � � � � �� � � � � � � � � � � � � �� � � � � � � � � � � � � � � � � � � � � � � � � �� � � � � � � � � � � �� � � � � � � � � � � �� � � � � � � � � � � �� � � � � � � � � � � �� � � � � � � � � � � �
� � � �� � � �� � � �� � � �� � � �� � � �� � � �� � � �� � � � � � � � �� � � � �� � � � �� � � � �� � � � �� � � � �� � � � �� � � � �� � � � �

� � � � �� � � � �� � � � �� � � � �
IMT−2000 Uplink IMT−2000 Downlink

IMT−2000 Uplink
IMT−2000 Downlink

IMT−2000

DECT MSS Uplink

TDD

IMT−2000IMT−2000
Uplink

TDD
GSM1800/
Downlink Downlink

IMT−2000

PCS/DownlinkPCS/Uplink

EUROPE

JAPAN

KOREA

USA

190018501800 1950 2000 2200215021002050

MHZ

Downlink
MSS

PHS

Figure 2.5: Spectrum allocation for WCDMA in Europe, Japan, Korea, and USA [6].

Table 2.2: Main WCDMA features [6]

Multiple access method Direct Sequence Code Division multiple Access
Duplexing method Frequency Division Duplex / Time Division Duplex
BS synchronisation Asynchronous
Chip rate 3.84 Mcps
Frame length 10 ms
Service multiplexing Multiple service with different QoS requirements

multiplexed on one connection
Multirate concept Variable spreading factor and multicode
Detection Coherent using pilot symbols

or common pilot
Multiuser detection, smart antenna Supported by the standard. Optional in

the implementation
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Table 2.3: 7-cell OMNI channel grouping scheme

Cell number, K 1 2 3 4 5 6 7

Channel Number:
K 1 2 3 4 5 6 7
K + 7 8 9 10 11 12 13 14
K + 14 15 16 17 18 19 20 21
. . .
. . .

grade of service (GoS) is specified, the amount of traffic that could be offered in the

system with the given number of channels is determined, and this has set a hard limit

on the system capacity. The GoS in turn is determined by the signal to interference (or

carrier-to-interference) ratio of the system.

2.3.1 Capacity in AMPS System

The AMPS cellular system at 850 MHz, is a high capacity system. There are two separate

frequency bands, adjacent to each other, each band providing 416 channel pairs, having 30

KHz channel separation [11]. Out of 416 channels, 21 channels are designated as control

channels. Control channels are used for call setup and management. The remaining

channels (395) are used as voice channels. Channel assignment is based on the following

sequence: (K,K + 7,K + 14, ...) where K is the cell number (K = 1, 2, ..., 7 for 7-cell

cluster). The channel grouping scheme is shown in Table 2.3 and the corresponding cell

cluster is shown in Fig. 2.6,

As seen in Fig. 2.6 that the minimal separation (DS) required between two nearby
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Figure 2.6: Channel allocation in 7-cell cluster system.

co-channel cells is based on specifying a tolerable co-channel interference, which is mea-

sured by the carrier-to-interference ratio (CIR). The CIR is also a function of minimum

acceptable voice quality of the system. The CIR of AMPS is defined [12] as,

(
C

I

)

AMPS

= 10log

[
1

j

(
DS

R

)γ]

(2.3.1)

where j is the number of co-channel cells (j = 1, 2,.., 6), γ is the propagation exponent,

DS is the frequency reuse distance, and R is the cell radius. The co-channel interference

reduction factor, qs, is defined as,

qs =
DS

R
(2.3.2)

With γ = 4, Ds = 4.6, and j = 6, the CIR becomes
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(
C

I

)

AMPS

= 18dB (2.3.3)
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Figure 2.7: GSM spectrum allocation.

2.3.2 Capacity in GSM System

GSM uses a Time Division Multiple Access (TDMA) with Frequency Division Duplex

(FDD) technique on a total of 125 carrier pairs in the 900 MHz band as shown in Fig. 2.7.

Each carrier conveys 8 time divided channels making a total of 125×8=1000 channels. The

GSM used Gaussian minimum shift keying (GMSK) modulation with a bandwidth-to-bit-

period product (B.T) of 0.3. The spectrum of this signal is tailored to enable it on a radio

frequency carrier of 200 KHz bandwidth. The TDMA frame is produced by multiplexing

eight channel encoded speech sources in time division. Eight timeslots each of duration

0.577 ms make up one TDMA frame of 4.62 ms and is transmitted on the radio path at a

bit rate of 270.833 kbps [13]. The salient features of the air interface of GSM system are

shown in Table 2.4. Because of the inherently greater robustness to interference, the GSM

system is designed to operate at a lower carrier-to-interference ratio of 12 dB (compared

with 18 dB for AMPS).
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Table 2.4: Basic air interface parameters of GSM

Feature Parameter

Channel spacing 200 kHz
Modulation GMSK
Modulation depth B.T = 0.3
Data transmission rate 1270.833 Kbps
Number of channels/band 8 (16) Kbps
User data rate (nominal) 16 (8) Kbps
TDMA frame period 4.62 ms
Time slot duration 0.58 ms

2.4 Conclusions

This chapter reviewed early cellular networks with particular emphasis to their capacity

aspect. The fundamentals of FDMA, TDMA and CDMA access strategies and the evo-

lution of first, second and third generation cellular systems were examined. It was shown

that the second generation systems provide three to four times capacity of the first gener-

ation systems with the same infrastructure (i.e., Base Station) layout. It was also shown

that the capacity of the third generation systems are determined by the amount of the

co-channel interference that can be tolerated, and is to be discussed in detail in the next

chapter.



Chapter 3

Capacity of CDMA Cellular
Systems

Due to increasing demand in cellular mobile communications, the efficient use of spectrum

resource to maximize system capacity remains an important issue in system design. The

capacity of a CDMA cellular network is determined by the amount of co-channel interfer-

ence it can tolerate. This chapter introduces the concept of Signal-to-Interference ratio

(SIR) in CDMA cellular systems (section 3.1), and then derive expressions for intra-cell

and inter-cell interference (section 3.2). System capacity estimation with blocking proba-

bility as a performance measure is given in section 3.3, the factors effecting the capacity

of CDMA cellular systems are discussed in section 3.4, and section 3.5 we present our

conclusions.

3.1 Signal-to-Interference Ratio (SNR)

In digital systems, we are primarily interested in the link metric called Eb/N0 or energy per

bit to noise power spectral density ratio. This quantity can be related to the conventional

22
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Signal-to-Noise-Ratio (SNR) by recognizing that energy per bit equates to the average

signal power allocated to each bit duration, such that

Eb = ST (3.1.1)

where S is the average signal power and T is the time duration of bit. We can further

analyse (3.1.1) by substituting the bit rate Rb, which is the inverse of bit duration T :

Eb =
S

Rb
(3.1.2)

The noise-power-spectral-density N0, is the total interference power I divided by the

transmission bandwidth W , i.e.,

N0 =
I

W
(3.1.3)

The total interference power I at the Base Station (BS) receiver could be defined as,

I = Iintra + Iinter + η

≡ same cell interference power

+ other cell interference power + background thermal noise power

(3.1.4)

Therefore,

(
Eb

N0

)

=

(
S

I

)

·
(
W

Rb

)

(3.1.5)
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The ratio W/Rb is known as the processing gain of the system. Therefore, in general,

we can write,

(
S

I

)

=
S

Iintra + Iinter + η
=
Eb/N0

W/Rb
(3.1.6)

where S is the received signal power. The power control in the uplink is used to ensure

that the power received at the BS from every mobile user is the same. Iintra and Iinter

will be discussed in the next section.

3.2 Interference

As mentioned previously the interference consists of intra-cell interference, inter-cell in-

terference, and background noise due to thermal activity. Quantitative analyses have

shown that the amount of back ground thermal noise is often insignificant in comparison

to interference occurring due to the presence of other users in the system.

3.2.1 Intra-cell Interference

The same-cell (Iintra) interference on the reverse link consists of the superposition of

signals from other mobile stations (MSs) at the base station (BS) receiver. Almost all of

the noise received at the BS receiver is due to interference signals. The system capacity is

maximized by making each signal’a power the same at the BS and as low as possible while

achieving satisfactory link performance [1]. Let N denote the number of mobile users per

cell (or sector). Assume that S is the signal power received by a cell BS when perfect

power control is in place, so that this value is the same for every mobile in the same cell
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(Fig. 3.1). The interference from the intracell mobiles is equal to,

Iintra = S · (N − 1) (3.2.1)

Thus given N mobile users per cell, the total intracell interference is never greater

than S(N − 1). But this interference is reduced further with the employment of the voice

activity factor, υ, which will be discussed in more detail in section 3.4.3.

3.2.2 Inter-cell Interference

Let the interfering MS is in the neighbour cell (Fig. 3.2), at a distance r from its respective

controlling base station, BS1, and r0 from the home cell base station, BS0. Fig. 3.3 depicts

the geometry of this situation. The inter-cell interference on the reverse link (with perfect

power control in place), can then be observed as,

I(r, r0)inter = S ·
(

10ζ0/10

rn
0

)(
rn

10ζ/10

)

= S ·
(
r

r0

)n

10(ζ0 − ζ)/10 ≤ 1

(3.2.2)

where n is propagation loss exponent, r is the distance of the MS from its own base

station, BS1, r0 is the distance of the MS from the home cell base station, BS0, and ζ0

and ζ are random variables representing the log-normal shadowing process in neighbour

cell and home cell respectively. Since ζ0 and ζ are independent random variables of zero

mean and standard deviation, δ, the difference (ζ0 - ζ) is also a random variable of zero
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mean and variance 2σ2. The equation (3.2.2) takes into account of the fact that perfect

power control is in place in the uplink in all cells. Let d be the distance between the base

stations BS0 and BS1, and θ be the direction in which the MS is located with respect to

the line joining the two base stations. Then,

r0 =
√

r2 + d2 − 2rd cos θ (3.2.3)

Assume that there areN users in the interfering cell, and they are uniformly distributed

in the cell. Then the user density in the cell, ρ is 2N/(3
√

3R2). (Please refer to appendix B)

The total interference power received at the home cell base station, BS0, due to users

in the interfering cell can be found as,

Iinter = 2

π∫

0

dθ

R∫

0

(
2N

3
√

3R2

)

· S
(
r

r0

)n

10(ζ0−ζ/10) · Θ(ζ0 − ζ, r0/r) · r · θdr (3.2.4)

and

Θ(ζ0 − ζ, r0/r) =







1, if

(
r

r0

)n

10(ζ0−ζ)/10 ≤ 1

0, otherwise

(3.2.5)

Therefore the SIR of reverse link can be found by substituting (3.2.1) and (3.2.4) in

(3.1.6),
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(
S

I

)

=
S



S(N − 1) + 2S

π∫

0

dθ

R∫

0

(
r

r0

)n

10(ζ0−ζ/10)

(
2N

3
√

3R2

)

· rdr + η





=
1



(N − 1) + 2

π∫

0

dθ

R∫

0

(
r

r0

)n

10(ζ0−ζ/10)

(
2N

3
√

3R2

)

· rdr + η/S





(3.2.6)

3.3 Estimation of Capacity in a CDMA Cellular System

When an MS chooses to access a certain sector’s BS, the sector’s BS will check whether

the SIR prevailing there is greater than the minimum (threshold) value required. If the

SIR is less than the threshold, the MS is blocked. This threshold value, SIRth, is

(
S

I

)

th

=

(
Eb/N0

W/Rb

)

(3.3.1)

The quantity Eb/N0 is the bit energy-to-noise power spectral density ratio and W/Rb is

the processing gain of the system. The Eb/N0 required in a CDMA system is about 7 dB

if it were to have a bit-error rate (BER) not exceeding 10−3 [14]. If outage probability is

also taken into account this value is about 7.4 dB [15].

The SIRth based algorithm for call administration is a distributed mechanism [15].

It can be used by each sector’s BS to determine whether or not a sector admits a call.

If SIR > SIRth, the call request is accepted. Otherwise, the call request is rejected.

Therefore, the call blocking probability can be defined as,

Pb = Pr(SIR ≤ SIRth) (3.3.2)
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Estimation of capacity involves the placement of users in the system (in home sector

as well as adjacent and neighbour sector) in a random fashion, successively increasing the

number of users in the system. Every time a new user is to be added, the prevailing S/I

ratio in the uplink at all base stations are evaluated. New users are added as long as the

prevailing S/I is greater than the SIRth. At the point when a new user causes the SIR

to fall below the SIRth the new user is blocked and the system capacity is evaluated as

the total number of users already in the system.

3.4 Factors Influencing the Capacity of CDMA Systems

The actual capacity of a CDMA cell depends on the actual interference power introduced

by other users in the same cell and in neighbouring cells. This in turn depends on many

different factors, such as sectorisation, power control accuracy, voice activity, antenna

gain, etc.

3.4.1 Sectorisation

The capacity of a CDMA system can be increased by cell sectorisation as it reduces the

intra-cell interference (Iintra). Since the capacity is directly affected by the interference,

less interference yield a higher system capacity. With uniform traffic distribution, the

capacity of cellular system with sectorisation is increased by a factor equal to the number

of sectors because the interference is effectively reduced by the same factor. That is, if Ns

is the number of users per sector, the cell capacity (i.e. number of users per cell), N , is

given by
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N = ∆ ·Ns (3.4.1)

where ∆ is the number of sectors per cell. In the case of a three sector cell (∆ = 3), (1200

sectors) the interference sources seen by an antenna are approximately one-third of those

seen by an omnidirectional antenna. Therefore, the number of users per sectorised cell is

given by,

0120

ε

ε

Figure 3.4: Sector coverage with an imperfect directional antenna with overlap angle ε and 1200 sectors

N = 3Ns (3.4.2)

Sectorisation is proposed as a method of increasing the system capacity in CDMA/WCDMA

cellular systems. However, the obtainable capacity increase is often less than the theoret-

ically predicted value. For instance, a 3-sector configuration tends to perform better than

the 6-sector system at small cell radii [16] [17]. Also, higher sectorisation increases the
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inter-cell interference level of the system. Capacity gain at higher sectorisation will expe-

rience diminishing returns. The biggest problem in higher sectorisation is the control of

the sector overlapping due to too wide antenna beam width [18]. With increasing overlap

there will be an increase in soft/softer handovers creating unacceptable load on the switch

gear of the system [18]. Since practical antennas have side lobes, perfect sectorisation does

not exist in practice.

To model imperfect sectorisation, the overlap angle ε is introduced as shown in Fig. 3.4.

The the capacity with imperfect sectorisation N(imp) is given by,

N(imp) =
360

(360/∆) + 2ε
·Ns (3.4.3)

If overlap angle is too big, interference is leaking through to the other sectors directly

reducing it’s capacity. The overlap in the antenna radiation patterns as well as the influ-

ence of the propagation environment on the pattern itself make it difficult to control the

interference leakage into neighbouring sectors [18].

3.4.2 Tilted Antenna

Tilted antenna is another technique that can be used to improve the system capacity.

The tilted antenna generally reduces the interference (Fig. 3.5) by controlling the range

of coverage over a sector. This is because the main beam when tilted does not deliver

as much power towards other BS as it normally does, and therefore most of the radiated

power is directed to an area where it is intended [15] [19]. However, the tilted antenna

will shrink the coverage area [15]. It causes the signal strength to be less at the mobile
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station (MS) when the MS is close to the sector boundary.
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Figure 3.5: Tilted antenna cell coverage.

3.4.3 Channel Activity

Equation (3.2.6) assumes that users are active in transmitting 100% of the time. In

practice, the vocoder (such as the one used in IS-95 system) is a variable rate vocoder,

which means that the output bit rate of the vocoder is adjusted according to a user’s

speech pattern [20].

Therefore, CDMA system can take advantage in voice transmission in that the inter-

ference can be further reduced with the use of voice activation. The studies have shown

that a speaker is active only for about 35% to 40% of the time [14] [21]. We assume that

the voice activity factor, υ = 37.5% or 3/8, throughout, this investigation. Thus with

voice activity factor employed, the equation (3.2.6) becomes,
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(
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π∫
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(

2N

3
√

3R2

)

· r · θdr + η/S





(3.4.4)

3.4.4 Power Control

Power control is critical in CDMA systems to keep interference under control. Each base

station (BS) controls the transmit power of its own users. However, a given BS is unable

to control the power of users in neighbouring cells; and these users introduce intercell

interference, thereby reducing the capacity of the reverse link [22] [23]. Thus, to minimize

the total received power in a cell while all users get their minimum required power, the

cell should be sectored such that each sector has the same number of active users [24].

� � �� � �� � �� � �� � �� � �� � �� � �� � �� � �� � �
� � �� � �� � �� � �� � �� � �� � �� � �� � �� � �� � �

� �� ���
 !" "#

BS

MS2

MS1
Power control command
to the mobiles

levels P1 and P2 equal
Keep received power

P2

P1

Figure 3.6: Closed-loop power control CDMA/WCDMA

Tight and fast power control is perhaps the most important aspect in WCDMA, in
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Figure 3.7: The non-uniform user density distributions [26]: (a) linear, (b) exponential, (c) gaussian
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particular on the uplink. Without it, a single overpower mobile could block a whole cell.

The solution to power control in WCDMA is fast closed-loop power control [6], (Fig. 3.6).

In closed-loop power control in uplink, the BS performs frequent estimates of the received

SIR and compares it to a target SIR. If the measured SIR is higher than the target

SIR, the BS will command the MS to lower its power, and if measured SIR is too low, it

will command the MS to increase its power [6]. Closed-loop power control will prevent any

power imbalance among all the uplink signals received at the BS. The same closed-loop

power control techniques also used on downlink, though here the motivation is different [6].

These power control mechanisms are based on constant bit rate traffic and is not directly

applicable to the case of WCDMA when non-uniform and mixed traffic are involved.

3.4.5 Non-uniform Traffic

The analysis so far assumed that the user distribution in a cell or a sector is uniform.

However, this is not the case always. In case of non-uniform traffic loads in cells, the

inter-cell interference factor can be in the range from zero (no external interference) to

highest (all the interference is external) [25].

Further it is necessary to make the SIR as small as possible, to satisfy the needs

of the dynamic range characteristics of transmitters/receivers, as well as to adhere to

power consumption requirements [25]. When compared with the more general case of

non-uniform user distributions, the uniform user distribution leads to lower multi-user

interference and consequently higher system capacity [26]. The results in [26] indicate

that intra-cell multi-user interference dominates the total interference levels in most cases.
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However, the works of [27] [26] have been limited only to non-uniform user density models

described by a) linear, b) exponential, and c) Gaussian distributions (Fig. 3.7). In reality

the non-uniform traffic occurs in a more sporadic and discrete fashion (as hot spots) in a

cell space.

3.5 Conclusions

This chapter discussed fundamentals of capacity assessment in CDMA cellular systems

taking into account of both intra-cell and inter-cell interference. The cases of sectorisa-

tion, tilted antenna, as well as channel activity factor have been considered. The system

capacity estimation with blocking probability as a performance parameter and the fac-

tors that effecting the capacity estimation have been studied. The effects of non-uniform

user distribution within cell and sector areas have also been discussed. The affects of

non-uniform user distribution in multi-cell environment are to be discussed next.



Chapter 4

Interference in CDMA Cellular
Systems: Multicell Structures

The capacity of a CDMA cellular mobile system is determined by the interference asso-

ciated with it. In a multi-cell (or sector) system this interference consists of intra-cell

interference generated within the cell and inter-cell interference arriving from neighbour

cells. In estimating system capacity of these systems it is customary to consider the ac-

tivity in uplink as it is the weaker link in terms of signal-to-interference ratio. Further, it

is not unrealistic to assume that perfect power control is in place in the up link.

Under these conditions, the interference power received at a the Base Station (BS) of

a given cell can be estimated by knowing the number of users in the cell, and the number

of users and their locations in the neighbouring cells. In a macro cell environment, it is

more likely that there exist small areas of higher user concentration (called hot spots). It

would be of interest to the cellular mobile system designers to know the effects of this Hot

Spot (HS) formation and its influence on the system capacity.

This chapter investigates the effect of HSs in a CDMA macro cellular system. The

38
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chapter layout is as follows: In Section 4.1 we present the system model considered for the

present investigation. The mobile radio channel is described in Section 4.2. Section 4.3

deals with the estimation of interference due to uneven distribution of user populations

(hot spots) in the cell. The section concludes with the results obtained from a simulation

study.

4.1 Multicell System Model

In this investigation, the system model considers only the first tier of interfering cells,

which means that there are six interfering (neighbouring) cells. Therefore, the geometry

of the interference model can be represented as shown in Fig. 4.1(a). The interference from

second and third tiers to the home cell is extremely small [15] [1], and thus is ignored.

The Fig. 4.1(b) shows the rotational symmetry of the hexagonal grid system that has

hexagonal rings of cells round a center [1]. The diagram consists of the center cell and

one of six 600 sectors around the origin. The coordinates of a cell in the sector are (a, b),

where a is the ring number and b = 1, 2, ...a, indexes the cells in the sector that are in ring

a. The distance of the bth cell in the ath ring is

d(a, b) = 2R
√

a2 + b2 − ab (4.1.1)

With this notation, the normalized distance of an interfering cell is,

ra,b =
d(a, b)

R
= 2
√

a2 + b2 − ab (4.1.2)
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Figure 4.1: 4.1(a) Geometry of the system model for interference evaluation, 4.1(b) Ring cellular coor-
dinate system [1].
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Table 4.1: Reverse link intercell interference calculation

a = Ring b d(a, b)/R I

1 0 2 0.2844 · (υNS)

2 0 4 0.2940 · (υNS)

1 2
√

3 0.3120 · (υNS)

3 0 6 0.3138 · (υNS)

1 2
√

7 0.3168 · (υNS)

2 2
√

7 0.3198 · (υNS)

: : :
. . .

100 0 20 .
: : :

99 2
√

9901 0.33 · (υNS)

I = (NυS) · 6
n∑

a=1

a∑

b=1

2

[

2r2 ln

(
r2

r2 − 1

)

− 4r2 − 6r2 + 1

2(r2 − 1)2

]

r=ra,b

(4.1.3)

Using (4.1.2) and (4.1.3), it is possible to evaluate n tiers of interfering cells. According

to [1], a 100 tier evaluation shows that only the interference from first tier has a significant

effect (Table 4.1).

It shows that the first tier interference is approximately 28.4% of intracell interference

and the total interference from 100 tiers is approximately 33% of the intracell interference.

Thus the contribution to interference from the second and higher tiers is extremely small

compared to that of the first tier.

4.2 Mobile Radio Channel

A mobile radio channel is usually characterised by the superposition of three different,

mutually independent, multiplicative and approximately separable components with small,
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medium and large scale propagation effects. The small scale quasi-stationary variations,

mostly referred to as multipath fading, are fairly rapid in space. Medium scale effect,

mostly referred to shadowing, is influenced by the spatial movements of the order of tens

of wavelengths and creates random variation in the average power of the received signal

which typically follows a lognormal distribution. In the large scale, spatial movement

of the order of hundreds of meters make the median average power level vary in power-

law fashion with path length. Large scale variation is mostly referred to as path loss.

Shadowing creates local variation (narrow area median), while path loss creates long range

variation (wide area median).

Local scatterers around the mobile produce several time delayed and attenuated ver-

sions of the original transmitted signal. consequently, the received signal comprises a

summation of several signals which can add together either constructively or destruc-

tively. The resultant field strength in such an environment follows a spatially fluctuating

standing wave pattern with minimum and maximum values a quarter wavelength apart.

Movement of a mobile station through such a space selective fading field makes the re-

ceiver sense a time selective fading signal. The rate of fluctuation depends on the velocity

of the mobile and the result is a received signal level which experiences vary large and

fast variations. The assumption that different scattered wave components are mutually

uncorrelated with random phase leads to the conclusion that the local statistics of the

received signal envelope follows a Rayleigh distribution.

As the mobile station moves, changes in the obstacles along the propagation path lead

to the gradual changes in local mean signal level. Analysis of mobile radio propagation
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measurement results from different surveys has shown that the local mean of the signal

envelope r is adequately described by a lognormal distribution. That is, the mean s =

20log10γ in dB is a Gaussian random variable, with a probability density function given

by

f(s) =
1√

2πσs

e

−(s− µ)2

2σ2
s (4.2.1)

where σs is the standard deviation of the local mean in dB due to the shadowing of the

signal (location variability) and µ = 〈s〉 is the average of the received signal local mean

level (area average) in dB. Area average reflects the median logarithmic attenuation and

can be determined by the path loss.

In the mobile radio environment, due to the fact that the mobile antenna height is close

to the ground, the signal received from the base station is affected by three main sources of

loss, namely, free space loss, ground wave loss and diffraction loss. The path attenuation

depends on many variable, some of which can be controlled (e.g., frequency, antenna

height); some can be measured (e.g., distance) and some can neither be controlled nor

be measured deterministically (e.g., terrain, topograph of the environment). Considering

all these factors, it is apparent that the path loss prediction of mobile radio signal is a

formidable task. Although, there is no easy analytical solution to the problem, it is possible

to create a propagation prediction model to estimate the median path loss. These ,models

vary in complexity, accuracy and capability. Among different methods, Hata’s empirical
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formula based on Okumura’s measurements is the most widely used relation that predicts

the median propagation path loss in macro-cells [28]. The median path loss, Lp, in decibels

between two isotropic base and mobile antennas, with a separation distance denoted by d

in kilometer is formulated as:

Lp = A+ 10γlog(d) (4.2.2)

where γ is the slope factor and depends on the base station effective antenna height

hb and is weakly affected by the carrier frequency. A good approximation yields γ =

4.49− 0.655log(hb). The value of A for different frequency and environment settings such

as urban area, suburban area, open area can be obtained through Hata and Okumura

recommendations [28]. Therefore, in the case a transmitter emits a signal with the power

of Ptx[dB], the received signal level Prx[dB] due to the path loss will be

Prx = Ptx − LP = K1 −K2log(d) (4.2.3)

where K1 = Ptx − A and K2 = 10γ. Hata’s formula does not consider propagation from

low base station antenna heights (less than 30 m) or over the short distance (less than 1

Km). Therefore, in a micro-cellular environment, where cell radius is usually below 1 Km

and base station antenna height is lowered down the surrounding building at the street

lamp elevation, Hata’s formula is not valid.

One of the main distinctions between the propagation characteristics of the microcell
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and macrocell is the existence of a line-of-sight (LOS) wave. The presence of a LOS path

in the microcell environment implies that near the base station, the environment features

are unlikely to have a prominent influence on the propagation conditions, and the path

loss exponent will be very close to that of free space propagation. When the link distance

grows beyond a limit, namely a breakpoint distance, environmental factors dominate and

the path loss exponent increases, leading to extra attenuation.

A relatively simple semi-empirical propagation model used to calculate path loss is

Lonley-Rice model [1]. According to Lonley-Rice model, the path lose is given by,

L(dB) = Aref (dB) + Lfs(dB)
︸ ︷︷ ︸

Lmed

+σ(dB) ×G(0, 1) (4.2.4)

where G(0, 1) denotes a zero mean Gaussian random variable (RV) with unit variance, σ is

the standard deviation of shadow fading (Fig. 4.2), Lfs is the free space propagation loss

and Aref is the reference (median) excess attenuation or propagation loss due to terrain.

A typical value of σ is between 8 to 10 dB. Equation (4.2.4) can be written as

L(dB) = Lmed(dB) + σ(dB)χ (4.2.5)

where χ is a Gaussian random variable of zero mean and unity variance. Then, in absolute

number, the propagation loss is the RV La, where

La = 10[Lmed(dB)+σ(dB)χ]/10 (4.2.6)

The variation in Lmed is due to many factors, including the presence or absence of
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Figure 4.2: Lognormal shadow zone

obstacles in line of sight (LOS) that can cast shadows on the receiver. The term shadowing

refers to the fact that a hill or other obstruction can block the radio signal, much like it

does for the light from the sun, as depicted in Fig. 4.2

The zero mean, unit variance Gaussian RV X can be between −∞ and ∞; however,

over 99% of its variation is within the range −3 < X < 3. Thus that over 99% of the

variation in the propagation loss is within ±3σ (dB) or

−3σ + Lmed < L < Lmed + 3σ with probability > 0.99 (4.2.7)

In this investigation, the signal propagation in the mobile channel is modeled as a prod-

uct of two components, one inversely proportional to a power of the distance representing

the path loss and the other a random variable with lognormal distribution representing

the shadowing losses. The shadowing represents slow variations in signal strength even for
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Figure 4.3: Geometry of the home and neighbour sectors.

mobile users. On the other hand, fast fading, which is largely due to multipath propaga-

tion, can be assumed to have no effect in the average signal power level [29] and therefore

can be ignored. Hence, for a user at a distance r from a Base station (BS) at an angle θ

as per Fig. 4.3, the total propagation path loss is a function of r, ζ, and A(θ), given by

PL(r, ζ, θ) = r−n · 10ζ/10 ·A(θ) (4.2.8)

where ζ is the standard deviation of a gaussian random variable representing the log-

normal shadowing process, A(θ) is the antenna gain in the direction of MS, and n is the

propagation path loss exponent which has a typical value of 4.
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4.3 Interference due to uneven distribution of user popula-

tion - Hot Spots

Most interference studies found in the literature are based on uniformly distributed mobile

populations over cell and sector coverage area. However, in practice, situations arise where

users are congregated in a small area within a cell or a sector. Such areas are called Hot

spots (HS) and systems confronted with hot spots require special consideration when

dealing with capacity estimation.

In this investigation, the system model considers only the first tier of interfering cells,

which means that there are six interfering (neighbouring) cells. Therefore, the geometry

of the interference model can be represented as shown in Fig. 4.4. The interference from

second and third tiers to the home cell is extremely small [as shown in the previous section]

and thus is ignored. In Fig. 4.4 home cell A consists of sector A1, A2, and A3 of which

A1 is the home sector. The hot spot is located in the neighbour sector B1. A2 and A3

are adjacent sectors, and B1, B2, B3, C1, C2, and C3 are neighbour sectors from which the

home sector may receive interference. In this investigation the mobility characteristics of

users are ignored. Also, the effects of soft handover are ignored. Cells are assumed to be

hexagonal in shape and identical in size.

4.3.1 Case of Hot Spots in Macro Cells

The occurrence of HSs in macro cells corresponds to the situation where a large number

of users gather in a relatively small area in a cell (or sector). An example of this is a
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Figure 4.4: Geometry of the system model for interference evaluation. The HS is located in neighbour
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joining the BSs of B1 and A1.

crowd gathering in a sports stadium. Evaluation of the cell (or sector) areas and HS areas

(in a macro cell environment) reveals that for most purposes a HS in a macrocell can be

considered (geometrically) as a single point in a cell (or sector), (Fig. 4.5(a)). Fig. 4.5(b)

shows the dimensional significance of hot spot in a macro and micro cell. It can be seen

(Fig. 4.5(b)) that when the HS dimension is of the order of a tenth or less of the dimension

of the sector, the area occupied by the HS is negligibly small in comparison to the sector

area. Thus the interference arising from a HS in a macrocell consisting of M users could

be considered as M times the interference due to one user, in the same location.

Let I(r, θ) be the interference power received at home cell (sector) BS due to a user at

location (r, θ) in the neighbour cell (sector), where r is the distance of interfering MS from
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its BS and θ is its direction from the line joining the BSs at home and neighbour sectors

(Fig. 4.4). Then the total interference due to the presence of a HS of M users at location

(r, θ) in the neighbour cell is M · [I(r, θ)]. If N is the number of users in the home cell

(sector), and S is the signal power received at every BS, the S/I at the home cell (sector)

BS is given by,

(
S

I

)

=

(
S

(N − 1) · S + I(r, θ) ·M

)

=




1

(N − 1) + M
S · I(r, θ)





(4.3.1)

Using (4.3.1), system capacity could be estimated in terms of number of users that

can be accommodated in the home sector, N , in relation to a HS with a given user

concentration, M , in a neighbour sector at a given location, (r, θ), for an acceptable (S/I)

at the home sector BS. In the present study, the acceptable (S/I) is taken as -13.6 dB

[15].

Profile of I(r, θ)

For the purpose of determining the profile of I(r, θ) we can ignore the effects of shadowing

and consider the interference power received by the home sector A1 base station, due to the

presence of a mobile station in the neighbour sector, B1 (Fig. 4.4). The three dimensional

view of the profile of I(r, θ) shown in Fig. 4.6 exhibits the strong non-linearity of I(r, θ)

associated with its parameters r and θ. It is to be emphasized that r is the distance of

the interfering MS from its own BS and not from the home sector BS. Similarly, θ is the

direction of the interfering MS measured from the BS of the interfering MS, and not from
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Figure 4.6: Interfering signal strength at home sector A1 due to a user in neighbour cell B (in terms of
the signal power received at home sector BS due to a MS in home sector) (Please refer to Fig. 4.4).
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Figure 4.8: S/I ratio at home sector BS against the number of users in home sector, with different hot
spot concentrations. (Hot spot location r = 0.75R, θ = 00)

the BS of the home sector. Fig. 4.7 highlights these results and shows that the location of

the MS is significant in estimating its interference power. When the MS distance from the

neighbour BS is approximately 0.2 of cell radius or less, the interfering power at the home

sector BS is about 40 dB or more below the received signal power at the BS irrespective

of which direction the MS is located. On the other hand, when the distance of the MS

(from the neighbour BS) is greater than 0.4 (of the cell radius) the interfering power is

dependent on the direction of the MS location, and its variation could be as much as 20

dB. (Note that when the distance of the MS from the neighbour BS gets larger, it gets

closer to the home sector BS and hence interference gets bigger.)

Fig. 4.8 to Fig. 4.10 show the S/I at the home sector BS as evaluated per (4.3.1)

against the number of users in the home sector. Shown also (in Fig. 4.8 to Fig. 4.10) is the
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threshold S/I required for satisfactory operation [15]. It can be observed (Fig. 4.8) that

as the neighbour sector hot spot intensity rises from 10 to 30 the home sector capacity

falls from 23 to 19. Fig. 4.10 shows the effect of movement of hot spot in the neighbour

sector. As the hot spot (in this case consisting of 30 users) move from the sector boundary

to halfway towards the neighbour sector BS, the home sector capacity increases from 20

users to 24 users. In this case the direction of the hot spot movement is kept at an angle

of 600 from the line joining the sector BSs.

Influence of Shadowing

To obtain a more realistic picture of the HS phenomenon we can incorporate lognormal

shadowing into (4.3.1). Then the S/I at the home cell (sector) BS is given by,

(
S

I

)

shad

=




1

(N − 1) + M
S · I(r, θ) · 10ζ/10



 (4.3.2)

where ζ is the standard deviation of a gaussian random variable representing the log-

normal shadowing process. Fig. 4.11 shows the results corresponding to the case of Fig. 4.6

but obtained with a simulation which incorporates shadowing process. The amount of

shadowing is taken as 8 dB. It shows that at moderate shadowing the predictable inter-

ference profile is not significantly affected.

Fig. 4.12 to Fig. 4.15 show the S/I at the home sector BS as evaluated against the

number of users in the home sector with different locations and concentrations of hot spot,

obtained by simulation (4.3.2). The amount of shadowing was kept at 8 dB. Fig. 4.12 shows

that the movement of HS in the direction θ = 00 causes a significant variation in the home
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Figure 4.11: Interfering signal strength at home sector A1 due to a user in neighbour cell B1 (in terms of
the signal power received at home sector BS due to a MS in home sector), standard deviation of shadowing
fading = 8 dB (1000 averaging) (Please refer to Fig. 4.4).
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Figure 4.12: S/I ratio at home sector BS against the number of users in home sector, at different hot
spot locations. Shadowing = 8 dB.
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Figure 4.13: S/I ratio at home sector BS against the number of users in home sector, at different hot
spot locations. Shadowing = 8 dB.
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Figure 4.15: S/I ratio at home sector BS against the number of users in home sector, at different hot
spot locations. Shadowing = 8 dB.

5 10 15 20 25
−15

−10

−5

0

S
/I 

ra
tio

 in
 h

om
e 

se
ct

or
 B

S
 [d

B
]

Number of users in home sector

θ = 00

θ = 300

θ = 600

θ = 900

sir
th

r = 1.0R      
σ = 8 dB 
M = 20 users  

Figure 4.16: S/I ratio at home sector BS against the number of users in home sector, at different hot
spot locations along the sector boundary. Shadowing = 8 dB.



59

sector capacity, when the (normalized) distance of HS is in the range 0.9 to 1.0 (i.e., close

to the home sector boundary). At θ = 100 (Fig. 4.13), and θ = 300 (Fig. 4.15), this

influential region shifts to be in the range 0.8 to 0.9 and 0.7 to 1.0 respectively of the

(normalized) distance to HS.

Fig. 4.16 shows the S/I at the home sector BS as evaluated against the number of

users in the home sector when the hot spot concentration is 20 users and the hot spot is

on the neighbour sector boundary. The extent of shadowing is kept at 8 dB. The results

show that the hot spot has a significant effect on the home sector capacity only when the

direction of HS is at ±300 and its (normalized) distance is greater than 0.9.

4.4 Conclusions

The influence of non-uniform traffic distribution (hot spots) on the capacity of a CDMA

cellular system was studied in this chapter. A macro cell environment was considered

using a one-tier multi-cell model. Both slow frequency shadowing and free space path

loss were incorporated in the propagation model. The simulation results indicate that the

location of the hot spot is a significant factor in determining the system capacity. The use

of adaptive sectorisation to improve the system capacity under hot spot conditions is to

be examined in chapter 5.



Chapter 5

Capacity Improvement in
Non-uniform Traffic Environment
Using Adaptive Sectorisation

This Chapter discusses the application of adaptive sectorisation in the capacity enhance-

ment of a CDMA cellular system dealing with non-uniform traffic. It considers the partic-

ular case where the traffic distribution consists of isolated areas of congested traffic called

Hot Spots (HS). It is envisaged that the traffic density inside a HS is many times more

than that outside the HS. A more even traffic distribution among sectors is attempted by

re-adjustment of sector boundaries using finite antenna beam switching. System capacity

is estimated on the basis of tolerable interference in a sector taking both intrasector and

intersector interference into account in a multicell environment. Interference is evaluated

under the assumption of perfect power control in the uplink. Normal propagation envi-

ronment is assumed in the cell that allows path losses and shadowing losses in the mobile

radio signal. Variation in the antenna gain is also accommodated by taking appropriate

radiation pattern into account. It is shown that successive sector size adjustment with

60
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increasing HS traffic intensity can deter call blocking in the HS sector. It is also shown

that a significant improvement in system capacity could be obtained with adaptive sectori-

sation particularly when the HS user density is several orders of magnitude higher than

that outside the HS.

5.1 Adaptive Sectorisation

5.1.1 Sector Size Variation

Consider a hot spot in the home sector (BSA1), Fig 5.1(a). It is assumed that the hot

spot is confined to a strip of dimension L×W (Fig. 5.1(b)) where W is the width of HS

and L is its length. Table 5.1 gives the relative magnitude of the hot spot area in relation

to 1200 sector area. The table shows that for the hot spot dimensions indicated, the area

covered by the hot spot is 10% or more of the normal 1200 sector area. This is a microcell

situation and therefore the actual location of the mobile station within the hot spot has

to be considered in the estimation of intercell interference.

Table 5.1: Relative magnitude of Hot Spot area in a 1200 sector.

L W % Area of HS = HS area
1200 sector area

0.3R 0.35R 10%
0.3R 0.52R 15%
0.3R 0.70R 20%
0.3R 0.87R 25%
0.3R 1.05R 30%

We consider a BS antenna structure that produces twelve fixed 300 beams per cell
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(Fig. 5.2(a)). These beams can be combined to obtain 3 fixed beams which would substi-

tute for the beams provided by the normal 1200 directional antennas. Next, keeping the

number of sectors fixed at 3 per cell, we may adaptively change the sector size by com-

bining appropriate number of narrow (300) beams (Fig. 5.2). This adaptive sectorisation

allows sector beamwidths to be approximately 30, 60, 90, 120, 150, 180, or 210 degrees.

Switched beams can adjust the sector size to include a hot spot either fully or partially.

Using adaptive beam switching, operators can shift the traffic from a heavily loaded HS

sector to sectors that are underutilized.

5.1.2 Capacity Estimation with Adaptive Sectors

In this investigation of CDMA system capacity, the number of users the system can support

is evaluated using a computer simulation according to (3.3.1) and (3.3.2). The simulation

software was written in MATLAB employing random number generators to represent call

arrivals and MS locations. The simulation is based on the system parameters shown in

Table 5.2.

Table 5.2: Simulation parameters

Data rate, Rb 9.6 kbps
Chip rate, W 1.2288 Mcps
Required Eb/N0 7.4 dB
Standard deviation of shadow fading, δ 8 dB
Cell radius R unity
Reverse link SIRth -13.6dB
Number of sectors Z 3

Consider a HS in the home sector (BSA1), Fig. 5.1(b). As mentioned above, the HSS
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(a)  120   HSS size0 (b)  90   HSS size0

(c) 60   HSS size0 (d) 30   HSS size0

Figure 5.2: Adaptive sectorisation using switched beams, (a) before adaptation and (b, c and d) after
adaptation. (HSS = Hot Spot Sector)
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can vary from 1200 to 300. In this investigation, we consider two cases, (i) hot spot area

(HSA) completely inside the HSS and (ii) HSA extends beyond the HSS. The cell radii in

all scenarios are normalized to unity. The conventional hexagonal cell pattern is assumed.

Perfect power control in the uplink is also assumed so that the received power at the

sector’s BS from all mobiles within the sector is the same.

A uniformly distributed mobile population is generated with random locations within

the home and the six neighbour sectors. This is done by generating two sets of random

numbers that assign an angular position and a radial distance to each mobile. The radial

position is the distance of the MS from the home BS. The individual path losses (coupled

with the shadowing effect) are calculated for each MS in order to evaluate the SIR at the

sector BS.

The system capacity is evaluated in terms of possible number of users in each sector

when at most 1% new call blocking is experienced in any of the sectors. The cell capacity

is the sum of three sector capacities.

The simulation starts with empty system (no users any where) and proceeds by adding

users progressively, one user at a time, positioning each user at a randomly selected location

in each sector and in HS region. Every time a user is added (anywhere in the system) the

SIR at the BSs of all sectors are evaluated to see that with the added user the system

blocking probability does not exceed the stipulated value. When the blocking probability

does exceed the stipulated value the simulation terminates and the number of users in

each sector is noted. The sector causing the simulation to terminate is also noted.
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5.1.3 Case of Perfect Antenna

The case of a perfect antenna serves as a reference to examine the system under ideal

conditions and to compare it with the practical case. The sector coverage in this case

(with perfect antenna) is assumed to be uniform over the entire sector and there is no

spillover of main lobe or occurrence of sidelobes in the radiation pattern.

Case of HS with W = 0.35R

Fig. 5.3(a) shows the number of users that can be accommodated in respective sectors

when the overall system blocking probability is 1%. As mentioned earlier, in Fig. 5.1(a),

A1 is the HSS, A2 and A3 are the adjacent sectors, and B1, B2, B3, C1, C2, C3 are the

neighbour sectors. In the absence of HSs there is uniform traffic in all sectors (HS to non-

HS user density ratio is 1) and the system offers a traffic capacity of 34 users/sector. This

serves as the reference. The results (Fig. 5.3(a)) indicate that when all sectors are of the

same size (i.e. A1 = 1200), the possible number of users in hot spot sector A1 increases

with increasing user density in HS while the possible number of users in adjacent (A2

or A3) and neighbour (B1, C1, ..) sectors decreases with increasing user density in HS.

Simulation shows that in this situation blocking always occurs first in A1. This is in

contrast to the situation when A1 is 600 or 300. In these cases blocking first occurs in

the adjacent sectors (A2 or A3) and then moves to A1 as the HS to non-HS user density

ratio reaches 5 and 10, respectively. Fig. 5.3(b) shows the change over of blocking sector

as the HS to non-HS user density ratio increases from 1, in the three cases of sector sizes

1200, 600, and 300. The system capacity (per cell) can be obtained as a function of HS
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Figure 5.3: 5.3(a) Sector capacity versus hot-spot to non-hot spot user density ratio (Case I, W = 0.35R)
(Case of perfect antenna), 5.3(b) The change over of blocking sector between HSS (A1) and adjacent sectors
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user density ratio at different HSS sizes. (1200, 600, and 300). W = 0.35R (Case of perfect antenna).

to non-HS user density ratio by summing up the number of users in each sector. Fig. 5.4

illustrates this situation and shows the cell capacity (both in home cell A and neighbour

cells B and C)as a function of HS to non-HS user density ratio. As could be expected the

cell capacity (in home cell as well as in neighbour cells) fall with increasing user density,

in the case of nominal 1200 sector cells. However, when the HSS size is changed to 600 (or

300) there is a relative increase in capacity in the home cell as well as in neighbour cells.

It can be seen that there is an overall capacity improvement in the case of 600 and 300

HSS sizes over the nominal 1200 sector size and that this improvement starts at a user

density ratio of about 5.
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Case of HS with W = 1.05R

Fig. 5.5 shows the system capacity in terms of number of users per sector paying attention

to home, adjacent, and neighbour sectors. It can be seen that the home sector capacity

increases with increasing user density ratio in all cases (i.e., HSS sizes of 1200, 600, and

300). However, it is clear that HSS size of 600 outperforms the other two indicating that

the control of HSS size has to be judiciously done. It is also clear that when the HSS size is

300, the capacity in adjacent sectors is virtually uneffected by the changes in user density

ratio. At other HSS sizes however, both the adjacent and the neighbour sector capacities

gradually fall with the increasing hot spot to non-hot spot user density ratio. For the case

of HS with W = 1.05R, the blocking first occurs in the adjacent sectors and then moves

to HSS when the HS to non-HS user density ratio reaches about 2 and 4, when HSS size

is 600 and 300, respectively. Fig. 5.6 presents the blocking sector for this case. The results

of Fig. 5.7 shows the case corresponding to Fig. 5.4 when the HS width W = 1.05R. The

overall capacity improvement in this case starts to occur at a user density ratio of about

2 and stays steady particularly when HSS size is 300.

5.2 Practical Realization of Adaptive Sectorisation

5.2.1 Sector Size Variation by Finite Beam Switching

Fig. 5.8 shows the radiation pattern of a typical 1200 commercial available (RFS Ltd.)

[30] antenna element. Fig. 5.9 shows the radiation pattern of an antenna array consisting

of 4 elements, corresponding to main beam directions −450, −150, 150 and 450. Fig. 5.10
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shows the resultant antenna patterns obtained by pattern multiplication (Appendix C).

Each element of the antenna array is an RFS dipole and the array spacing is d = λ/2.

The phase of the feed current is controlled to obtain the desired radiation pattern. It can

be seen that the main beam can be steered to cover a desired part of a sector.

5.2.2 Case of Practical Antenna Array

We assume that the radiation pattern of the practical antenna array can be represented

by a theoretical model given by the parabolic function [31] (Fig. 5.11)

Gth(θ) =







1 − (1 − b)

(π/2)2
θ2, |θ| ≤

√
1 − a

1 − b
π
3

a; elsewhere

(5.2.1)

where b represents the antenna gain level (normalized to the maximum gain) at π/3 sector
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crossover from the maximum gain direction and a represents the average normalized gain

level for the sidelobe. The values chosen (in the simulation) for a and b in (5.2.1) are -40

dB and -5 dB, respectively. Fig. 5.11 shows the comparison of antenna patterns for ideal,

theoretical, and practical (RFS) cases.

5.2.3 Capacity Estimation with Practical Antenna

In this case the overall gain factor of the antenna array is taken into account (according to

5.2.1) in the direction of the MS location. Due account is also made of the fact that some

sidelobes are present in the radiation pattern. Following a procedure similar to that of

section 5.1.2, the system capacity is evaluated using a computer simulation. Once again

the threshold measure of performance is taken as the system capacity at 1% blocking.

Case of HS with W = 0.35R

The blocking sector change over behaviour in this case is similar to the case of perfect

antenna (Fig. 5.3(b)). The blocking always occur in A1 when HSS size is 1200. When HSS

size is 600 and 300 the blocking first occurs in A2, A3 and then moves to A1 when the user

density ratio reaches about 5 and 7, respectively. Fig. 5.12 shows the cell capacity for the

case of practical antenna. It can be seen that there is an overall improvement in system

capacity with adaptive sectorisation although the improvement is not as much as in the

case of perfect antenna.

When there is uniform traffic in every cell (user density ratio is 1) the system offers

a traffic capacity of 32 users/sector, which is taken as the reference. The results indicate
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that, similar to the case of perfect antenna, the possible number of users in HSS increases

with increasing user density in HS while the possible number of users in adjacent and

neighbour sectors decreases with increasing user density in HS. Fig. 5.12 also shows that

the capacity improvement brought by reduction of HSS size (to 600 and 300) starts to

occur at a user density ratio of about 5, and remains superior to nominal 1200 sector

situation at all higher concentration of HS.

Case of HS with W = 1.05R

The blocking sector behaviour in this case too is similar to the corresponding case of perfect

antenna (Fig. 5.6). The blocking first occurs in A2, A3 and then moves to A1 as the user

density ratio reaches about 2 and 4, when HSS size is 600 and 300 respectively. Fig. 5.13

shows the cell capacity for this case and shows that the system capacity improvement with

adaptive sectorisation starts to occur at a user density ratio of about 2 and 3 for HSS size

600 and 300 respectively. This improvement reaches a maximum at a user density ratio of

4 when HSS size is 600. When the HSS size is 300 there is a steady increase in capacity

with increasing HS concentration.

5.3 Multi-rate CDMA and Adaptive Sectorisation

In DS/CDMA systems, there are three main options to implement multi-rate multiuser

communications. They are, the variable spreading factor (VSF), multicode (MC), and

variable chip rate (VCR) transmissions [32][33]. The VSF systems employ the same chip

rate for all the users, and data streams at different rates are modulated by spreading codes
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of different length. In other words, for a VSF CDMA system with M different data rates,

we have

Tc =
T0

N0
= · · · =

TM−1

NM−1
(5.3.1)

where Tc is the chip duration, and Ti and Ni (i=0,...,M -1) are symbol period and the

spreading factor for rate i users, respectively.

In the MC systems, all data rates are assumed to be multiples of a basic rate. Each

data stream is converted into several parallel basic rate substreams, followed by spread-

ing with different codes. Orthogonal codes are used to prevent interference between the

substreams [34]. However, the presence of a dispersive wireless channel results in a loss

of this orthogonality. Note that all the users share the same bandwidth in both VSF and

MC systems.

In the VCR systems, data streams at different rates are spread with different codes

of the same length, i.e., different rate users use different chip rates. This means that the

available bandwidths for the different rate users are different. Fig. 5.14 shows an example

of how two different rate users would be supported by these three access methods, where

the rate ratio is 2:3.

The best scheme for multi-rate transmission depends on many factors. Since the VCR

scheme introduces extra difficulty in chip synchronization and frequency planning [35], MC

and VSF solutions are preferred to the VCR scheme. Indeed, the 3G wireless networks

employ the VSF and MC multi-rate access strategies [6], [7].
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Compared to MC solution the provision of orthogonal channels in the forward link is

more difficult in VSF scheme. This is because in the VSF scheme, orthogonal codes can be

found only if the spreading factors are constrained to 2n where n is a positive integer, e.g.,

orthogonal variable spreading factor (OVSF) codes used in the 3G wireless systems [6],

[7]. Also, because of the larger spreading factor, MC multi-rate scheme experiences less

ISI than the VSF multi-rate signals. This leads to less complexity of the receiver in the

MC case compared to the VSF solution. However, the MC system requires linear power

amplifier, especially in the reverse link direction, since multiple channels for a particular

user can give rise to large amplitude variations. In this investigation we consider only the

MC multi-rate access scheme for capacity improvement.

5.4 High Bit Rate using Multicode Transmission

In the Multi Code (MC) CDMA system, as shown in Fig. 5.15, the high bit rate data stream

is split into M parallel data sreams, each of fixed basic data rate Rb. This basic data rate

is spread with the same spreading gain, but different code sequences Ci (i = 1, ..,M) over

the entire transmission bandwidth [36], where M denotes the maximum number of parallel

channels per Mobile Station (MS).M is limited by the MS hardware. According to [36] MS

is allowed to use up to M = 8 channels in parallel and each MS is capable of transmitting

and receiving multiple channels. All active channels of one MS are superimposed and

modulated afterward. The bit rate to be supported by a single MS is assumed to be

exactly equal to the nominal bit rate achievable by a single code. In case of a data bit rate

M times greater than the voice bit rate, this means that a data user causes an interference
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Figure 5.15: Multicode CDMA transmission.

to a voice user as if there were M voice users [37].

For MC transmission, pilot symbols may be inserted in one CDMA channel only (single-

code pilot) or in all parallel channels (multicode pilot) [38]. In the first case, the relative

pilot overhead is reduced as the number of parallel channels is increased, while, in the

second case, the relative overhead remains constant.

In all cases, reverse link power control is necessary to get acceptable performance.

With variable rate MC transmission, the transmit power of each channel does not vary

with the bit rate as long as at least one of the parallel channels is always transmitted. For

variable rate single code transmission, the transmit power on the CDMA data channel

will vary with the bit rate. Power control can not be based on power measurements on

the data channel, unless the rate is known in advance [15]. For MC transmission scheme,

reverse link code allocation is not a problem at all. Given the bit rate, the BS receiver
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will then implicitly know what codes to receive. The system only needs to make sure that

the total load in the cell does not exceed a certain level. Total self interference will be

the same as for a single code transmission. However, with MC transmission, each CDMA

channel will also receive interference from the M − 1 parallel channels.

5.4.1 System Simulation

In this investigation of CDMA system capacity, the number of users the system can support

is evaluated using a computer simulation. The cell radii in all scenarios are normalized

to unity. The conventional hexagonal cell pattern is assumed. No mobility model is

considered for this capacity simulation. A uniformly distributed mobile population is

generated with random locations within home and the 18 neighbour sectors. This is done

by generating random numbers that assign an angular position and a radial distance to

each MS with respect to the home BS (see Fig. 4.4). The individual path losses (coupled

with the shadowing effect) are calculated for each MS in order to evaluate the SIR at

sector BSs. The simulation software was written in MATLAB employing random number

generators to represent call arrivals. Simulations for three adaptive sector configurations

were performed to estimate the uplink capacity taking both intra-sector and inter-sector

interference into account. The sector coverage is obtained by using adaptive antennas in

practical settings with associated antenna patterns including sidelobes. For each loading

(in terms of users), we ran simulation more than 20,000 times and obtained an average

value for the blocking probability.

Fig. 5.16 shows the blocking probability of the system as a function of the number
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Figure 5.16: Blocking probability of the system with voice users only.

of voice users with constant bit rate (9.6 kbps). The voice activity factor is taken to be

37.5%. It can be seen from the plot that the capacity of system is 35 voice users per sector

(or 105 user per cell) at 1% blocking and 37 users (or 111 users per cell) at 5% blocking.

In Fig. 5.17, we plot the blocking experienced when only one data user per sector

(operating in circuit switched mode) at 38.4 kbps and 76.8 kbps respectively (8 − codes

and 2 ×8 − codes aggregated, each at 9.6 kbps). Since the M − codes corresponding to

the data user are active all the time, the activity factor of the circuit switched mode data

user is 1. We observe that when the data user is operating in circuit switched mode, the

system can support 23 and 12 users with M = 8 and M = 16, respectively, at 1% blocking.

In order to integrate voice and data service, we will have only one data user, and

use all the remaining capacity for voice users. Fig. 5.18 shows the number of voice users
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Figure 5.17: Blocking probability with one high speed data channel at 4 times and 8 times normal bit
rate, and data activity factor = 1.

against the number of parallel codes in a multi cells system. We see that there is a linear

relationship between the number of voice users and the number of multi codes used in

parallel transmission. Our simulation agrees with the results shown in [37] although the

results of [37] is focused on single cell systems only.

We study the system behaviour as the high data rate user is in a Hot Spot Sector (HSS)

and uniform traffic persists with normal bit rate, Rb, in every neighbour cell. The results

of Fig. 5.19 indicate how the possible number of users in HSS decreases with increasing

bit rate of the high data rate user in the HS.

The simulation also shows that in this situation (at 1% blocking), there is a capacity

improvement of about (37 - 23)/23 = 60% and (18 - 11)/11 = 63% at M = 8 and M = 26,

respectively, with adaptive sectorisation. At data user data rate of about 24 times the
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Figure 5.18: Number of users per sector Vs number of parallel codes at 1% blocking probability.
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normal (R = 24×Rb), there is only a very small improvement in system capacity. This is

to be expected because the interference caused by the data user is excessively large.

5.5 Conclusions

Adaptive sectorisation can be used to improve the capacity of a CDMA cellular system

when a cell or a sector contains an area of congested traffic (i.e., a hot spot). A simple

and robust technique to achieve adaptive sectorisation is to employ finite beam switching

with a suitable array antenna at the sector BS. The available capacity improvement is

a function of the ratio of the user densities in the congested and non-congested areas of

the sector and it appears that the improvement is particularly significant when the user

density in the congested area is an order of magnitude higher than that of the rest. A

simple beam forming dipole array antenna structure such as the one considered here, can

be used for the implementation of adaptive sectorisation. Adaptive sectorisation can also

be used for capacity improvement in multi-rate CDMA systems, that use multi-codes.



Chapter 6

Capacity of WCDMA Cellular
Systems

To investigate the capacity of WCDMA cellular systems it is necessary to examine the air

interface of third generation (3G) cellular systems. This chapter gives an overview of the

emerging 3G cellular systems and draws attention to IMT-2000 standard which employs

WCDMA as its air interface [39]. WCDMA is also known as UMTS Terrestrial Radio

Access (UTRA) scheme.

6.1 WCDMA Air Interface

WCDMA has been widely accepted as the air interface for the third generation cellular

systems. Its specifications have been drawn by the joint standardisation body called 3GPP

(3rd Generation Partnership Project).

6.1.1 Frequency Bands and Operation Of WCDMA

The proposed spectrum allocations for UTRA are shown in Fig. 6.1. 3rd Generation (3G)

radio access supports both Frequency Division Duplex (FDD) and Time Division Duplex

86
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Figure 6.1: The proposal spectrum allocation in UTRA.

(TDD) operations. As seen from Fig. 6.1, the paired bands of 1920-1980 MHz and 2110-

2170 MHz are allocated for FDD operation in the uplink and downlink, respectively, and

the remaining unpaired bands are allocated to TDD mode [10]. The operating principles

of these two schemes are shown in Fig. 6.2. The UL and DL signals are transmitted using

different carrier frequencies f1 and f2, respectively, separated by a frequency guard band

in FDD mode (Fig. 6.2(a)). On the other hand, the UL and DL transmission in the TDD

mode take place at the same carrier frequency fc, but in different time slots, separated by

a guard time (Fig. 6.2(b)).

6.1.2 Carrier Spacing in WCDMA

The carrier spacing of WCDMA spectrum has a raster of 200 kHz and can vary from 4.2

to 5.4 MHz. Fig. 6.3 shows the operator bandwidth of 15 MHz with three cell layers [4].

The result of [4] has shown that larger spacing can be applied between operators than

within one operator’s bands in order to avoid interoperator interference. Interfrequency

measurements and handovers are supported by WCDMA to utilize several cell layers and

carriers. UTRA defines several physical channels across the air interface.
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6.1.3 Uplink Dedicated Physical Channels

There are two types of uplink dedicated physical channels, the uplink Dedicated Physical

Data Channel (UL-DPDCH) and the uplink Dedicated Physical Control Channel (UL-

DPCCH). The DPDCH and the DPCCH are I/Q code multiplexed within each radio

frame. Fig. 6.4 shows the frame structure of the uplink dedicated physical channels. Each

radio frame of length 10 ms is split into 15 slots, each slot of length Tslot = 0.666 ms,

corresponds to one power-control period. Each slot has four fields to be used for pilot

bits, Transmit Power Control (TPC) commands, Feedback Information (FBI), and an

optional Transport Format Combination Indicator (TFCI). The pilot bits are used for

channel estimation in the receiver, the TPC bits carry the power control commands for

the downlink power control, the FBI bits are used when closed loop transmission for the

downlink diversity is used in the downlink (In FBI, the S field is (consisting of 0, 1, or 2
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bits) used for Site Selection Diversity Transmission (SSDT) signalling, while the D field

is (consists of 0 or 1 bit) used for closed loop mode transmit diversity signalling. The

D field consists of 0 or 1 bit). The TFCI informs the receiver about the instantaneous

transport format combination of the transport channels mapped to the uplink DPDCH

transmitted simultaneously. A change of TFCI in uplink (UL) means that the power in

the UL varies according to the change in data rate. A change of output power is required

during UL compressed frames since the transmission of data is performed in a shorter

time interval. The ratio of the amplitude between the DPDCH codes and the DPCCH

code will also vary. The power step due to a change in TFCI shall be calculated in the

User Equipment (UE) so that the power transmitted on the DPCCH shall follow the

inner loop power control. The power change by TFCI is defined as the relative power

difference between the averaged power of original (reference) timeslot and the averaged

power of target timeslot without transient duration [39]. There is one and only one uplink

DPCCH on each radio link; however, there may be zero, one or several uplink DPDCHs

on each radio link. Each DPDCH frame on a single code carries 150 × 2k bits, where k

= 0..6, corresponding to a spreading factor of 256/2k with the 3.84 Mcps chip rate. The

spreading factor of the uplink DPCCH is always equal to 256, i.e. there are 10 bits per

uplink DPCCH slot.

Multi-Code (MC) operation is possible in the uplink dedicated physical channels when

higher data rates are needed. It allows up to six parallel codes to be used. Fig. 5.15 illus-

trates that we can transmit one DPCCH and up to six parallel DPDCHs simultaneously.

It is beneficial to transmit with a single DPDCH for as long as possible, for reasons of
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Figure 6.4: Frame structure for uplink DPDCH and DPCCH.

terminal amplifier efficiency, because MC transmission increases the peak-to-average ratio

of the transmission, which reduces the efficiency of the terminal power amplifier [6].

6.1.4 Uplink Common Physical Channels

Physical Random Access Channel (PRACH)

The Physical Random Access Channel (PRACH) is used to carry the RACH. The random-

access transmission is based on a Slotted ALOHA approach with fast acquisition indica-

tion. The User Equipment (UE) can start the random-access transmission at the beginning

of a number of well-defined time intervals, denoted by access slots. There are 15 access

slots per two frames and they are spaced 5120 chips apart. (See Fig. 6.5(a))

The structure of the Random Access Transmission (RAT) is shown in Fig. 6.5(b). The
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random-access transmission consists of one or several preambles of length 4096 chips and a

message of length 10 ms or 20 ms. Each preamble consists of 256 repetitions of a signature

of length 16 chips. There are a maximum of 16 available signatures.

Fig. 6.6(a) shows the structure of the message part of the RAT. The 10 ms message

frame is split into 15 slots, each of length Tslot = 2560 chips. Each slot consists of two

parts, a data part to which the transport channel is mapped and a control part that carries

Layer 1 control information. The data and control parts are transmitted in parallel. A

10 ms message part consists of one message part radio frame, while a 20 ms message part

consists of two consecutive 10 ms message part radio frames. The data part consists of

10 ∗ 2k bits, where k = 0, 1, 2, 3, with corresponding spreading factors of 256, 128, 64,

and 32 respectively.

The control message part consists of 8 known pilot bits to support channel estimation

for coherent detection and 2 TFCI bits. This corresponds to a spreading factor of 256 for

the control message part. The total number of TFCI bits in the random-access message

is 15 ∗ 2 = 30. The TFCI of a radio frame indicates the transport format of the transport

channel mapped to the simultaneously transmitted data message part of radio frame. In

case of a 20 ms PRACH message part, the TFCI is repeated in the second radio frame.

Physical Common Packet Channel(PCPCH)

The Physical Common Packet Channel (PCPCH) is used to carry the CPCH. The CPCH

transmission is based on CSMA-CD approach with fast acquisition indication. The UE

can start transmission at the beginning of a number of well-defined time-intervals, relative
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to the frame boundary of the received Broadcast Channel (BCH) of the current cell.

The structure of the CPCH access transmission is shown in Fig. 6.6(b). The PCPCH

access transmission consists of one or several Access Preambles (AP) of length 4096 chips,

one Collision Detection Preamble (CDP) of length 4096 chips, a DPCCH Power Control

Preamble (PCP) which is either 0 slots or 8 slots in length, and a message of variable

length N × 10 ms [6] [5].

Each CPCH message part consists of up to NMax 10 ms frames [8], with each 10 ms

frame split into 15 slots, each slot having Tslot = 2560 chips. Every slot consists of a data

part that carries higher layer information and a control part that carries Layer 1 control

information. The data and control parts are transmitted in parallel. The control part of

the CPCH message part has a spreading factor of 256, and it uses the same slot format as

the control part of the Common Packet Channel Power Control-Preamble (CPCH PC-P).

6.1.5 Deployment of WCDMA Air Interface

The channel structure of WCDMA air interface shows that it is to be deployed for the

packet mode operation in general. The system capacity and the quality of service are

governed by the way in which the available channels are utilized and how the interference

arising in the system is handled. The channel utilization ultimately depends on the type

of traffic the system has to handle and to this end it is necessary to examine the type of

traffic expected in the third generation cellular systems.
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6.2 3G Traffic Model

The third generation cellular mobile communication systems are expected to extend the

wireline communication system capabilities including the transport of voice, data, and

multimedia traffic, to wireless communication. Further, it recognizes that the bulk of this

traffic will consist of asymmetrical flows such as Internet traffic where a user inputs modest

amounts of traffic while attempting to receive traffic in bulk quantities. The traffic model

developed by the 3rd Generation Partnership Project (3GPP) reflects this nature and

supposedly represent the traffic in futures cellular mobile communication systems. The

3GPP traffic model has three tiers, namely, session, packet call, and packet as illustrated

in Fig. 6.7. A packet service session contains one or several packet calls depending on the

application. During a packet call several packets may be generated, so that the packet call

constitutes a bursty sequence of packet [6]. For instance, in a www browsing, a session

may correspond to the downloading of a www document [7], [40]. After a portion of the

document is downloaded to MS the user take some time to read it, before initiating the

downloading of the next part of the document. Thus it is possible that a session contains

several packet calls.

The traffic behaviour of Fig. 6.7 can be modeled by assuming that the respective events

involved can be represented by the following stochastic processes.

• Session arrival is a Poisson process, (Ns, Number of sessions per unit time)

• Packet call arrival is a Geometrically distributed random process (Npc = number of

packet calls per session, Dpc = packet call inter-arrival time)
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Figure 6.7: Three tier traffic model representing packet mode traffic.

• Packet arrival is a Geometrically distributed random process (Nd = number of pack-

ets per packet call, Da = packet inter-arrival time)

• Packet length, Sd, is a Pareto distribution with cut-off (k, α)

6.2.1 Sessions, Packet calls, and Packets

Sessions arrive according to Poisson process and are classified into new sessions or handover

sessions [40]. The duration of the inactivity periods of these sessions are classified as

belonging to a Pareto distribution [41]. A new packet for a given session is generated

in accordance with the data traffic type. After a packet is generated, the relevant buffer
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is updated. When all the packets corresponding to the given data session have been

generated, and there is no data in the buffer, the data session ends.

The models presented here can be viewed as source models that describe how data

packets are generated at the source and how they arrive at the buffers in the network.

The traffic model can use a packet size distribution that suits best for the traffic case

under consideration. Each layer of traffic can be modelled with an active (ON) period

and an inactive (OFF) period. In case of a packet call, an ON period may include one or

more requests by the user, and the user may make more requests before all the current

requests are completed [41]. The OFF period represents the thinking time of a user, and

typically indicates the existence of a significant pause in the communication activity. The

results in [41] suggest that the durations of ON and OFF periods belong to Weibull and

Pareto distributions, respectively.

6.2.2 Packet size

The packet size can be described by a Pareto distribution with cut off. Accordingly, the

packet size is defined with the following formula [42]:

packet size = min(P, m) (6.2.1)

where P is normal Pareto distributed random variable (α = 1.1, k = 81.5 bytes) and m is

maximum allowed packet size [42]. The data rate and average inter-arrival times for this

type of traffic is given in Table 6.1. The probability density function (PDF) of packet size

is given by [42],
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Table 6.1: Inter-arrival time between packets for Pareto traffic [42]

Date rates Average Inter-arrival time
[kbps] between packets [sec]

8 0.5
32 0.125
64 0.0625
144 0.0277
384 0.0104
2048 0.0019
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Figure 6.8: PDF of packet size (Pareto distribution) [41].
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fn(x) =
(α · kα)

xα+1
(6.2.2)

This is shown in Fig. 6.8. α determines the heaviness of the tail of the distribution. When

α is close to 1, the distribution becomes heavier and the traffic becomes more bursty [43].

6.2.3 On Period Distribution

The traffic can be modelled with an active (ON) period and an inactive (OFF) period. An

ON period may include more than one direct requests by the user, because the user may

make another requests before all the current requests are completed. These are described

in [41]. ON period can be described by a Weibull distribution. The PDF of Weibull

distribution s given by,

ρ(t) =

(
k

θ

)

·
(
t

θ

)k−1

· e−(t/θ)k
(6.2.3)

where k determines the shape of the distribution. The distribution is light tailed when

k > 1, heavy tailed when k < 1, and becomes negative exponential distribution when

k = 1 [41]. The results in [41] illustrates the Weibull distribution for k = 0.91 to 0.77 and

θ = e4.4 to e4.6, respectively Fig. 6.9(a).

6.2.4 Off Period Distribution

The results in [41] suggest that the duration of an OFF period belong to a Pareto distri-

bution with a probability density function
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ρ(t) =
(α · kα)

tα+ 1
(6.2.4)

where k represents the smallest value of OFF period. A Pareto distribution has infinite

mean if α ≤ 1, and infinite variance if α ≤ 2. The WWW traffic data suggests that an α

value of 0.91 to 0.58 [41], would be representative of Internet traffic. Fig. 6.9(b) shows an

example of an OFF period probability density function for different values of α

6.3 Conclusions

This chapter is reviewed the WCDMA air interface. It also described a framework for the

modelling and simulation of traffic in 3G cellular systems. It was shown that the basic 3G

traffic model stipulated for the cellular mobile communication systems can be constructed

for simulation using the next-event time advance approach. It was possible to examine

the system behaviour in terms of the number of users in the system, the delay in queue

per user, and the probability of a user being blocked by the system. The next stage of

this investigation is to expand the system model to include non-uniform user distribution

in cell space, as well as the multi-cell environment. The use of adaptive sectorisation to

enhance the overall system capacity is also to be investigated



Chapter 7

Modelling of 3G Traffic for
WCDMA Cellular Systems

In the last chapter, we described the 3G traffic model that has been proposed by the 3GPP.

This chapter deals with the computer simulation of this model for typical parameters

particularly related to Internet. We exploit this model to examine the cellular mobile

system activity under packet mode operation. We define a System Activity Factor which

could be used as a measure of interference in the system and then link it to the estimation

of system capacity.

7.1 Computer Modelling of 3GPP Traffic

The 3GPP traffic model when taken to represent www traffic, a session is characterised

by download of several web documents (i.e., packet calls) with long reading times between

the documents (Fig. 7.1). The packet call size is typically of the order of 12 Kbytes (480

byte packet × 25 packets) and the reading time ranges from few seconds to few minutes.

The packet size is taken as belonging to Pareto distribution with cut-off [42], with the

103
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Figure 7.1: 3G traffic model representing www traffic.

parameters shown in Table 7.1.

7.2 The 3GPP Traffic Model Simulator Features: Activity

Factors

The traffic simulator is a time driven program (written in MATLAB) which takes the

events into account as the simulated time advances. The events are recognized as the

start and ending of idle times, arrival of sessions, the departure of sessions, arrival of

packet-calls, and packets. The simulated time is advanced to the next event time at the

onset of next event. The active state of a user is indicated by the presence of a packet
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Table 7.1: Packet size in web traffic.

Sessions per user packet size

1 1 × 25 × 480 = 12 Kbytes
5 5 × 25 × 480 = 60 Kbytes
10 10 × 25 × 480 = 120 Kbytes
20 20 × 25 × 480 = 240 Kbytes

Table 7.2: Simulation parameters for 3GPP traffic simulator.

Data rate, R 64 kbps
Chip rate, W 3.84 Mcps
Sd (Pareto mean) 480 bytes
Npc(Geometric mean) 5 packet-calls
Dpc(Geometric mean) 10, 30, 60 sec
Nd (Geometric mean) 25 packets
Dd 62.5 ms
k 81.5
α 1.1
Idle time, Di (exp mean) 10, 60 sec
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within a packet call during a session. The simulation is based on the traffic parameters

shown in Table 7.2.

When the system completes serving a user, the number of users remaining in the

system is used to determine whether the system will become idle or go on to serve a new

user in the queue. An arrival event causes the system status to change from idle to busy

or the number of users in the system to increase by 1. Similarly, a departure event causes

the system status to change from busy to idle or the number of users remaining in the

system to decreases by 1. Note that the number of users in the system gives a direct

estimation of the system capacity.

7.2.1 Case of Single Session per Connection

The simulation begins with the system in empty state. A user enter the system starting

with an idle time Di. It is assumed that there is only one session per user and mean

packet size is 12 Kbytes. Fig. 7.2(a) shows the traffic generated by individual users with

a packet-call mean time of 10 sec. Fig. 7.2(b) shows how the number of active users in

the system at any given time is varied with simulation time. (An active user is one that

is engaged in the transmission of a packet) Fig. 7.3(a) shows the user activity during a

session as indicated by the User Activity Factor (UAF), which we define as,

UAF =
(Sum of ON periods of a user during a session)

(Total session time)
. (7.2.1)

Assume that there are 20 www users in the system. As mentioned before it is assumed

that there is only one session per user, and according to the parameters of Table 7.2



107

0 10 20 30 40 50 60 70

Simulation time [sec]

U
se

r

 

5 

10 

20 

15 

(a)

0 5 10 15 20 25 30 35 40 45
0

1

2

3

4

5

6

7

8

9

10

11

Simulation time [sec]

N
o.

 o
f a

ct
iv

e 
us

er
s 

in
 th

e 
sy

st
em

(b)

Figure 7.2: 7.2(a) Activity of individual users against simulated time. Average packet-call interarrival
time is 10 sec, 7.2(b) The number of active users in the system vs the simulation time. Average packet-call
interarrival time is 10 sec.



108

2 4 6 8 10 12 14 16 18 20
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

User number

U
se

r 
A

ct
iv

ity
 d

ur
in

g 
a 

se
ss

io
n 

(U
A

F
)

pkt−call iat = 10 sec
pkt−call iat = 30 sec
pkt−call iat = 60 sec

(a)

2 4 6 8 10 12 14 16

Simulation time [sec]

U
se

r 
nu

m
be

r

1 

20 

10 

(b)

Figure 7.3: 7.3(a) The user activity factor against different users, for different packet call inter arrival
times, 7.3(b) Activity (busy/idle) of individual users per session against simulated time. Average packet-
call inter arrival time is 10 sec.
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a varying number of packet calls are generated within the session. Similarly a varying

number of packets are generated within the packet call. Fig. 7.3(b) shows the busy/idle

state of the system with respect to each user against the simulated time, when the packet

call mean is 10 sec. Fig. 7.4(a) shows the active number of users in the system as a function

of simulated time. We define the System Activity Factor (SAF) at any given time as the

ratio between the active number of users in the system at that time, and the total number

of users in the system. Fig. 7.4(b) shows the behaviour of the system activity factor

against the simulated time over the duration of the shortest session. (Shortest session

is taken here to make sure that all 20 users contribute to the system activity with equal

probability). Fig. 7.4(b) also shows the time average of the system activity factor (Average

System Activity Factor) over the duration of the shortest session. Fig. 7.5(a) shows that

the Average System Activity Factor (ASAF) is a function of packet call inter-arrival time.

Note that it takes a negative exponential form.

7.2.2 Case of Multiple Session per Connection

Fig. 7.5(b), Fig. 7.6(a), and Fig. 7.6(b) show the dependence of ASAF on the number

of session involved. In all cases, the ASAF rapidly decreases with the increasing session

inter-arrival time, and reaches a steady value when the session inter-arrival time is of the

order of 500 sec. Also it is clear that the ASAF is less dependent on packet inter-arrival

time as the session inter-arrival time gets bigger. This convergence is most prominent

when a call consists of a large number of sessions (Fig. 7.6(a) and Fig. 7.6(b)).

To estimate the system capacity, it is assumed that perfect power control is in place
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Figure 7.4: 7.4(a) The number of active users in the system against the simulated time. (Average
packet-call interarrival time is 10 sec), 7.4(b) The system activity factor and its time average against the
simulation time. (Average packet-call inter-arrival time is 10 sec).
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Figure 7.5: 7.5(a) Average system activity factors against packet call inter-arrival time. Number of
sessions per user = 1, 7.5(b) Average system activity factors against session inter-arrival time. (Packet
call inter-arrival (mean) times are ,10, 30, 60 sec). Number of sessions per user = 5.
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Figure 7.6: 7.6(a) Average system activity factors against session inter-arrival time. (Packet call inter-
arrival (mean) times are 10, 30, 60 sec). Number of sessions per user = 10, 7.6(b) Average system activity
factors against session inter-arrival time. (Packet call inter-arrival (mean) times are 10, 30, 60 sec). Number
of sessions per user = 20
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Figure 7.9: The system blocking probability Vs the simulation time. Number of users in the system =
80 with 5 reserved users, average idle time = 60 sec, and session inter-arrival time = 100 sec.

and the single cell scenario prevails. Interference is generated only when a user is in

active state. Fig. 7.7 shows the system Interference-to-Signal-Ratio (ISR) when the total

number of users is 80. The system blocking probability is shown in Fig. 7.8. Fig. 7.9 shows

the system behaviour when a known amount of capacity is reserved for a given number

of users. In this case the reserved users are guaranteed the connection and therefore their

(user) activity factor is taken as 1. When a user chooses to transmit, the sector’s BS will

check whether the current ISR (ISRcurrent) is greater than the maximum (threshold)

allowed ISR (ISRth). If ISRcurrent is greater than the threshold, ISRth, the user is

blocked. Therefore, the call blocking probability can be defined as

Pb = Pr(ISRcurrent > ISRth) (7.2.2)
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In WWW services, where there are long inactivity periods within a connection and

similar inactivity periods between packet-calls within a session, it allows many users to

share the scarce radio resources. Monitoring this situation can lead to efficient resource al-

location and management providing high capacity and large throughput. Different services

pose different packet characteristics and the system performance can be quite different for

these services. A good radio resource management algorithm can exploit long inactivity

periods and bursty nature of data traffic to achieve large capacity and high throughput

at a reasonable quality of service [40].

7.2.3 Case of Reserved Capacity

Since the capacity of a CDMA system is determined by the tolerable interference, the

system activity factor has a direct bearing on the system capacity. To investigate this

relationship we can define a threshold value for the signal-to-interference ratio that is

acceptable for the quality of service intended, and then determine the number of active

users the system can support. In doing so, it is necessary to identify the services that

require guaranteed bandwidth and reserve capacity for those connections. The remaining

capacity could be shared by the rest of the users, subjected to the fact that at instants

of increased system activity, access to system would be denied for some. The system

performance under this condition can be measured in terms of the probability of blocking

of users seeking access to the system.

Fig. 7.10 shows the system activity in terms of interference-to-signal ratio (ISR) over

a period of time. As shown in Fig. 7.10, the system blocking probability (Pb) can be found
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with respect to a given interference-to-signal ratio threshold (which reflects the quality of

service), as the fraction of the time the system activity causes the ISR to exceed the

acceptable threshold (7.2.3).

i.e., Pb =
sum of times ISR exceeds threshold

total time duration
(7.2.3)

Fig. 7.11 shows the system blocking probability as a function of quality of service

(measured in terms of the acceptable interference-to-signal threshold). The results shown

in Fig. 7.11 corresponds to 80 users in the system, each, on average, having three sessions

per connection, session arrivals being Poisson. Each session, on the average, has 5 packet

calls and the packet-call arrival time is geometrically distributed. Each packet call contains

an average of 20 packets, and the packet arrival time is also geometrically distributed.

Fig. 7.11 also shows the situation arrising from reserving bandwidth for a set number of

users for guaranteed service.

7.3 Case of Adaptive Sectorisation and Hot Spots

In this investigation of WCDMA system capacity with packet mode operation, the number

of users the system can support is evaluated using a computer simulation. The simulation

environment follows that described in Chapter 4, and as shown there a multi-cell structure

with sectorised cells is considered. The cell radius is taken as unity and the conventional

hexagonal cell pattern is assumed. A uniformly distributed mobile population is generated

with random locations within home and the 18 neighbour sectors, along with a Hot Spot
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Table 7.3: Simulation parameters for WCDMA and Adaptive sectorisation.

Data rate, R 64 kbps
Chip rate, W 3.84 Mcps
ISRth 8 dB dB
Blocking probability 1% dB
Packet length 480 bytes
Number of packets per packet-call 25 packets
Number of packet-call per session 5 packet-calls
Number of session per connection 5 sessions
ASAF 6.5%

(HS) located in the home sector. The simulation is based on the system parameters

shown in Table 7.3. Simulations for three adaptive sector configurations were carried out

to estimate the uplink capacity taking both intra-sector and inter-sector interference into

account. For each loading (in terms of users), the simulation was run for more than 20,000

repetitions to obtain an average value for the blocking probability.

Fig. 7.12(a) shows the system blocking probability as a function of the number of

users all of whom operate in packet mode with a constant bit rate of 64 kbps. The

average system activity factor (found by previous results) is taken to be 6.5%. It can be

seen from the graph that the system capacity, at 1% blocking, is 65 users per sector for

an ISRth of 8 dB, and 150 users per sector for an ISRth of 12 dB. Fig. 7.12(b) shows the

case of reserved capacity for a set number of users in the system. It is clear that with

reserved capacity for five users the loss in system capacity is equivalent to about 40 packet

mode users.

Fig. 7.13 shows the case of adaptive sectorisation with hot spots involvement. Fig. 7.13(a)

shows the home sector and neighbour sector capacity against the hot spot to non-hot spot
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Figure 7.12: System blocking probability versus number of users per sector for different ISRth. (Average
idle time = 10 sec, packet inter-arrival time = 10 sec, and session inter-arrival time = 100 sec. 7.12(a)
Reserved capacity = 0 users. 7.12(b) Reserved capacity = 5 users)
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Figure 7.13: 7.13(a) Home and neighbour sector capacities versus hot spot to non-hot spot user density
ratio at different HSS sizes (ISRth = 8 dB), 7.13(b) Cell capacity versus hot spot to non-hot spot user
density ratio at different HSS sizes. (ISRth = 8 dB).
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user density ratio with and without adaptive sectorisation. (Adaptive sectorisation cor-

responds to the case of HSS = 600 and the neighbour sector = 1500). Fig. 7.13(b) shows

the cell capacity against the user density ratio with and without adaptive sectorisation.

It can be observed that, at an overall blocking probability of 1%, there is a capacity gain

of about 37 users at a user density ratio of 2, when adaptive sectorisatoin is in place.

7.4 Conclusions

This chapter presented the simulation results of capacity assessment based on the 3G

traffic model that incorporates packet mode operation. the performance parameters User

Activity Factor and a System Activity Factor were defined to take into account of the

two scenarios, namely, single and multiple sessions per user. The system blocking proba-

bility with capacity reservation for users requiring guaranteed bandwidth was examined.

The application of adaptive sectorisation in these situations was also studied. The re-

sults indicate that a significant capacity improvement can be achieved by using adaptive

sectorisation.



Chapter 8

Conclusions

In this investigation we reviewed the basic concepts underlying cellular wireless commu-

nication systems in order to bring the issue of capacity in CDMA cellular systems to the

forefront. In particular, we considered the case of capacity improvement in cellular CDMA

systems when non-uniform user distributions (hot spots) are involved in the coverage area.

The system capacity was estimated in terms of the number of users the cell (or sector)

could accommodate while providing an acceptable quality of service.

The quality of service is measured in terms of the system blocking probability which

in turn reflects the acceptable signal-to-interference ratio. In order to calculate the inter-

ference arising in the system we considered a sectorised multi-cell model, with a hot spot

located in the home sector, and the rest of the mobile population evenly distributed in the

neighbour sectors. In calculating interference at sector BSs, both intra and inter sector

interference were taken into account. The random locations of the mobile users in home

and neighbour sectors and the normal radio signal propagation environment, including

path-loss and slow fading (shadowing) were considered.
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We studied the possibility of using adaptive sectorisation as a means of reducing inter-

ference in sectors where it appears crucial in a bid to increase the overall capacity of the

system and found that this is achievable. We also found that the adaptive sectorisation

could be easily implemented using finite antenna beam switching, and for that purpose

practical array antennas could be employed.

The capacity improvement obtainable with adaptive sectorisation (in the presence of

hot spots) is a function of user density in the hot spot in comparison to the user density

in the rest of the cell, and we have shown that this improvement is significant particularly

when the user density in hot spot is an order of magnitude higher than that of the rest of

the coverage area.

We extended our investigation to cover the case of WCDMA systems by incorporating

a 3G traffic model and estimating the system capacity with defined performance measures

by given user activity and system activity factors. We have shown that with packet mode

operation, the system capacity is enhanced to a great deal and that this enhancement

is heavily dependent upon the type of traffic involved (as characterised by the 3G traffic

parameters). It is possible to trade-off the system capacity with quality of service by

allowing a limited number of users a guranteed bandwidth and still make capacity gains

for those that operate in packet mode, although this trade-off appears rather expensive.

The concept of adaptive sectorisation to combat the capacity diminishing effect asso-

ciated with hot spot formation, can be utilized in the case of WCDMA systems as well.

Our studies show that at particular user density ratios, adaptive sectorisation can provide

a higher capacity in comparison to normal case. However, when packet mode operation is
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in place the user density ratio depends not only on the user location but also on the user

activity factor. Therefore, further investigations are necessary to identify and quantify

the nature and amount of capacity improvement possible with adaptive sectorisation.
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Appendix B

Density of Mobile Population

Let ρ be the density of mobile population in a cell. If the hexagonal cell radius is R, and

there are N users in the interfering cell, assuming that the users are uniformly distributed

in the cell, the user density (users per unit area) is given by,

ρ =
Number ofusers per cell

Area of one hexagon

=
N

6

(
1

2
R2 sin(600)

)

=
N

6 × R2
√

(3)

4

=
2N

3
√

3R2

(B.0.1)
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Figure B.1: Hexagon cell.



Appendix C

Linear Antenna Array

C.1 A linear array consisting of N elements

Assume that all elements of the array are identical and fed with currents of same magnitude

but progressively increasing phase shift. The Array Factor (AF ) of such an array can be

obtained by considering its elements as point (isotropic) sources and taking the vector sum

of radiations from individual elements [67]. Accordingly (Fig. C.1(a)) the Array Factor is

found as,

AF (θ) =
N−1∑

n=0

exp(j · n(k · d · sin(θ) + β), (C.1.1)

where N is the number of elements, k is a constant with value 2π/λ, d is the spacing

between elements, λ is the free space wavelength, and β is the phase difference between

feed currents in successive elements.

Broadside Array

For a broadside array the direction of maximum radiation is when θ = 00 and for maximum

value θ = 00,
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Figure C.1: 4-element array of isotopic sources.

Since,

ψ = k · d · sin(θ) + β = 0 (C.1.2)

when θ = 00,

ψ = β = 0 (C.1.3)

Thus, for a broadside array, it is necessary that all the elements of the array have the same

phase excitation. To avoid any grating lobes the largest spacing between the elements

should be less than one wavelength (dmax < λ) [67].

End-Fire-Array

Some times it may be desirable to direct the main beam along the axis of the array

(end-fire). In this case we have θ = ±900. To direct the maximum toward θ = 900,
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ψ = k · d · sin(θ) + β |θ=900= 0 ⇒ β = −d · k (C.1.4)

If the maximum desired direction is θ = −900, then β = k · d. If the element separation is

d = λ/2, end-fire radiation exists in both direction (θ = 900 or (θ = −900). If the element

spacing is a multiple of a wavelength (d = n · λ, where n = 1, 2, ) then, in addition to

having end-fire radiation in both directions, there will be grating lobes. Again, to avoid

any grating lobes, the maximum spacing between the elements should be less than λ/2

[46].

C.2 Practical Antenna Array

A practical antenna array is obtained by replacing the isotropic radiators by practical

radiation elements. Typically they are based on half-wave dipoles. In this study, we use

the RFS (Radio Frequency System) Ltd dipole as the practical antenna element.

Adaptive Array

The arrays considered so far provide fixed beams which are directed towards the broadside

or the end-fire direction. In applications such as cellular mobile systems where adaptive

sectorisation is required, there is a need to scan the beam in various directions, and two

of the most common methods used are mechanical scanning and electronic scanning. In

case of mechanical scanning, the array can be rotated mechanically through 3600 to give

all-round coverage and is used when the rotating structure is not too large. In other cases

electronic scanning is preferred.
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In an array of several equally spaced elements, the main beam points in a direction at

an angle θs to the normal when the phase difference between adjacent elements is given

by [46],

β = k · d · sin(θs) (C.2.1)

Thus, by varying the phase difference β, the beam can be steared through various

directions θs as shown in Fig. C.2. However, it is to be noted that for element spacing

of about half wavelength, beam steering is restricted to about 600 to avoid grating lobes

[46].

Since the resultant AF of the linear array is a summation of exponentials, it can

be represented by the vector sum of phasors each of unit amplitude and progressively

increasing phase difference β relative to the adjacent. Fig. C.3 illustrates the case of an

array of 4 elements. For an N element antenna array with element spacing equal to λ/2,

the AF can be found by substituting (C.2.1) into (C.1.1). Then,

AF (θ) =

N−1∑

n=0

exp(j · n · π(sin(θ) + sin(θs)), (C.2.2)

where 00 ≤ θ ≤ 3600 and θs = [−450 − 150 150 450]. The resultant antenna pattern

(AP (θ)) is found by pattern multiplication (i.e., it is the product of the AF (θ) and the

pattern of a single element of the array, A(θ)).

i.e. AP (θ) = A(θ) ×AF (θ) (C.2.3)
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Figure C.2: (a) array of radiators fed with currents of progressive phase advance. (b) direction of the
main beam.
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Figure C.3: Phasor diagram of AF (θ) for a four element array.

AF (θ) is a function of the element spacing and the array excitation phase. By vary-

ing the element spacing d and/or phase difference β between excitation of elements, the

characteristics of AF (θ) and hence the resultant array pattern can be controlled.


