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Abstract

Orthogonal Frequency-Division Multiplexing (OFDM) is now regarded as a feasible

alternative to the conventional single carrier modulation techniques for high data

rate communication systems, mainly because of its inherent equalisation simplicity.

Transmitter diversity can effectively combat multipath channel impairments due to

the dispersive wireless channel that can cause deep fades in some subchannels. The

combination of the two techniques, OFDM and transmitter diversity, can further

enhance the data rates in a frequency-selective fading environment. However, this

enhancement requires accurate and computationally efficient channel state informa-

tion when coherent detection is involved. A good choice for high accuracy channel

estimation is the linear minimum mean-squared error (LMMSE) technique, but it

requires a large number of processing operations. In this thesis, a deep and thorough

study is carried out, based on the mathematical analysis and simulations in MAT-

LAB, to find new and effective channel estimation methods for OFDM in a transmit

diversity environment. As a result, three novel LMMSE based channel estimation

algorithms are evaluated: real time LMMSE, LMMSE by significant weight catch-

ing (SWC) and low complexity LMMSE with power delay profile approximation as

uniform. The new techniques and their combinations can significantly reduce the

full LMMSE processor complexity, by 50% or more, when the estimation accuracy

loss remains within 1− 2 dB over a wide range of channel delay spreads and signal-

to-noise ratios (SNR). To further enhance the channel estimator performance, pilot

symbol structures are investigated and methods for statistical parameter estimation

in real time are also presented.
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s variable used in the reduced complexity temporal channel estimation;
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S number of independent pilot symbols, each preceded with a CP;

SNR SNR value used for the LMMSE smoothing matrix calculation;

S̃NR true with no mismatch SNR;

∆SNR mismatch SNR parameter;

(·)s shifted uniform power delay profile;

σ2
x variance of data symbols;

Σ diagonal matrix with the singular values;

sinc(·) sinc function, sin(x)
x

;

t continuous time;

Tf OFDM symbol time interval;

Ts sampling rate;

τ channel multipath delay;

τm delay for the mth path;

τrms r.m.s. delay spread;

τ̂rms r.m.s. delay spread estimation;

τ̃rms true with no mismatch r.m.s. delay spread;

∆τrms mismatch r.m.s. delay spread parameter;

τx maximum excess delay of the channel power delay profile;

τ̂x maximum excess delay of the channel power delay profile estimation;

θ power delay profile;

trace[·] trace of matrix;

u variable used in the reduced complexity temporal channel estimation;

U unitary matrix;

(·)u uniform power delay profile;

v mobile terminal speed;

V unitary matrix;

w weight from the fixed weighting matrix, W;

w row vector of W;

W fixed weighting matrix;

W1 matrix with the first set of coefficients for W approximated by SVD;

W2 matrix with the second set of coefficients for W approximated by SVD;
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WK DFT operator, exp(−j2π/K);

x data or pilot symbol;

x data or pilot symbol vector;

X diagonal matrix containing the transmitted pilot points, x(k);

x̂ estimation of data or pilot symbol;

y OFDM demodulator output data;

y OFDM demodulator output data vector;

ỹ averaged received vector;

z correlation vector used in temporal channel estimation;

≈ approximately equal;

∪ union;

∈ belong to;

| · | magnitude of a scalar;

∆
= equal by definition;

(·|·) conditioning for probabilities.
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Chapter 1

Introduction

The main goals in developing the next generation of wireless communication systems

are for delivering multimedia services such as voice, data and image in local coverage

networks. These will be a complement to the existing wide area coverage systems,

for example to the third generation of mobile communications. In order to provide

these services, a high data rate and high quality digital communication system is

required in a restricted bandwidth. A major limiting factor is, however, the multi-

path propagation phenomenon. It causes frequency-selective fading due to different

echoes of transmitted symbols overlapping at the receiving end, which can lead to

the bit-error-rate (BER) degradation. One way to effectively combat the multipath

channel impairments and still provide high-data rates in a limited bandwidth is use

of an orthogonal frequency-division multiplexing (OFDM) modulation method and

multiple antennas at the transmitting end.

OFDM is an attractive multi-carrier modulation (MCM) technique because of

its high spectral efficiency and simple single-tap equaliser structure, as it splits the

entire bandwidth into a number of overlapping narrow band subchannels requiring

lower symbol rates. Furthermore, the inter-symbol interference (ISI) and inter-

carrier interference (ICI) can be easily eliminated by inserting a cyclic prefix (CP)

in front of each transmitted OFDM block. OFDM can be implemented using a

coherent or non-coherent detection technique. A coherent detection method gener-

ally provides the SNR gain over the non-coherent method as the former modulation

technique uses channel state information. This implies, however, a more complex

receiver as the channel state information is generally obtained using channel esti-
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mation.

Transmitter diversity can effectively combat multipath channel impairments due

to the dispersive wireless channel that can cause deep fades in some subchannels.

This is generally achieved by separating transmit antennas far enough so that to

make zero or very low correlation between the transmission paths. The combination

of the two techniques, OFDM and transmitter diversity, can further enhance the

data rates in a frequency-selective fading environment. However, this enhancement

requires accurate and computationally efficient channel estimation methods.

1.1 Motivations for the Research

Channel state information in coherent OFDM-based wireless communication sys-

tems can be obtained by sending pilot symbols from the transmitter to the receiver.

By introducing transmit diversity, the required pilot symbol overhead can cause

a significant signalling overhead and therefore a capacity loss in the system. One

possible way of this signalling reduction is to simply transmit pilot symbols on the

interleaved subcarriers in the frequency domain. At the receiving end, the channel

estimator can identify the channel characteristics in the non-measured subchannels

by interpolating the different subsets of measured subchannels from the specified

antenna. This approach introduces, however, an evident interpolation error in a

dispersive wireless channel, which can degrade the channel estimation accuracy, es-

pecially if the number of used transmit antennas is large. The linear minimum

mean-squared error (LMMSE) estimator, which takes advantage of the correlation

between subcarriers, can significantly improve the estimator accuracy, but it requires

a large number of processing operations. In addition, the complexity of the LMMSE

forces practical systems to preprocess the fixed weighting matrix using a single set of

expected values for signal-to-noise ratio (SNR) and root-mean square (r.m.s.) delay

spread (the latter variable is only used for channels with an exponentially decay-

ing power delay profile). This can cause estimator performance loss in a different

multipath channel environment.

The above concerns are addressed in this thesis. The motivation for the research

work is to develop high accuracy, low complexity and low pilot symbol overhead

2
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channel estimation algorithms for OFDM systems with transmitter diversity.

1.2 Organization of the Thesis

Chapter 2 introduces the discrete-time OFDM system using coherent detection. Ba-

sic OFDM parameters are presented and specifically the channel estimation problem

is stated. Further, impairments of the ISI and ICI due to a fading multipath channel

are covered. Particularly, the non-sample spaced channel problem is outlined using

indoor channel models, and channel estimation degradation due to the leakage of

the observed channel impulse response (CIR) is discussed. Time and frequency do-

main correlation is presented for modern OFDM-based wireless local area networks

(WLANs) and the channel estimation problem in a transmit diversity environment is

also introduced. Finally, the advantages and disadvantages for a number of different

pilot symbol structures are discussed within the 802.11a framework.

Chapter 3 presents the estimation of channel statistics for OFDM systems with

transmit diversity in an indoor, rich scattering channel environment. Specifically, the

coarse channel estimation is analysed for various pilot symbol structures. Techniques

for the parameter estimation are evaluated in the presence of the CIR power leakage

and null-guard tones presence (that are generally used in OFDM-based WLANs).

Numerical results are also presented.

Chapter 4 compares three channel estimation algorithms in WLANs with trans-

mit diversity. Two algorithms use a temporal approach (often called discrete Fourier

transform (DFT) based) for channel estimation and the third algorithm uses a fre-

quency domain approach. The algorithms are analysed in an indoor rich scattering

HIPERLAN/2 channels. The impact of CIR power leakage and null-guard tones

presence on channel estimation accuracy is thoroughly investigated for the three

channel estimation techniques. A mathematical analysis and numerical results are

presented.

Chapter 5 introduces an enhanced LMMSE channel estimation algorithm for

WLANs with transmitter diversity. Based on the initial parameter estimates that

are obtained in real time, the evaluated algorithm can significantly improve the

LMMSE channel estimation accuracy. The edge error problem is also highlighted
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when interleaved subcarriers are used for channel estimation. Numerical results are

presented.

Chapter 6 investigates two sparse approximation techniques for the LMMSE

channel estimation in OFDM with transmit diversity. A well known technique,

channel estimation by singular value decomposition (SVD), is analysed for various

transmit diversities, r.m.s. delay spreads and SNRs. Due to limited performance of

the optimal low rank approximation in channels with large delay spreads, a novel

sparse approximation method is evaluated. This is accomplished by applying a

significant weight catching (SWC) technique to the LMMSE fixed weighting matrix.

Chapter 7 describes a low complexity LMMSE channel estimation algorithm

in a transmit diversity environment. A novel LMMSE channel estimation method

reduces the complex fixed weighting matrix to all real values. This is accomplished

by approximating a power delay profile, generally exponential in wireless channels,

as uniform followed by positioning the CIR symmetrically around the time origin

using a cyclic shift. Numerical results are presented.

Chapter 8 concludes the thesis and highlights possible future work. A combina-

tion of the real time LMMSE, LMMSE with a power delay profile approximated as

uniform and SWC technique can significantly reduce the computational complexity

of the full LMMSE processor (by more than 75% in a 2 × 1 diversity scheme). De-

spite this, the estimation accuracy loss remains within 1 − 2 dB over a wide range

of channel delay spreads and SNRs.

1.3 Contributions of the Research

The main contribution of this thesis is a deep and thorough study of channel es-

timation problems in OFDM systems with transmitter diversity. As a result, a

number of novel LMMSE-based channel estimation algorithms and combinations

are proposed. Another contribution of the thesis is an investigation into the pilot

symbol structures of modern OFDM-based WLANs and their analysis in an indoor

rich scattering channel environment. In addition, this thesis presents techniques

for the estimation of channel statistics for OFDM systems in a transmit diversity

environment. These contributions are summarised in detail below.
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∗ Chapter 3 develops various techniques for the SNR, maximum excess delay and

r.m.s. delay spread of the power delay profile estimation in a transmit diversity

environment, based on the coarse (least-squares (LS)) channel estimation. The

mathematical expressions are derived and where necessary, the corresponding

block diagrams are presented. The receiver can use the initial parameters to

further improve, for example, a channel estimation quality.

∗ Chapter 4 compares temporal and frequency domain channel estimation meth-

ods in a transmit diversity environment. It concludes that the temporal chan-

nel estimation technique performs worse than the frequency domain method,

because of two limiting factors. These are the leakage problem in non-sample

spaced channels, which causes energy loss with CIR windowing, and the null-

guard tones (often used in WLANs), which can lead to an accuracy loss in

the CIR measurement when DFT processing is involved. The frequency do-

main approach is inherently robust to these two effects since an additional

transformation to the time domain is not necessary.

∗ Chapter 5 proposes an enhanced channel estimation algorithm that obtains

near LMMSE performance in a transmit diversity environment. This is achieved

by selecting an appropriate set of the fixed weighting matrix coefficients pre-

calculated in advance and stored in a number of look-up-tables (LUT). An

appropriate LUT can be selected in real time to perform fine filtering of the

initial LS observation. The selection criterion is based on SNR and r.m.s.

delay spread of the power delay profile values that are obtained from the LS

estimation. LMMSE channel estimation performance and complexity are also

investigated for various transmit diversity orders. The bounds of the estima-

tor’s tolerable performance are also discussed.

∗ Chapter 6 proposes a simplified LMMSE channel estimation algorithm in a

transmit diversity environment by applying the SWC technique to the LMMSE

fixed weighting matrix. The LMMSE by SWC can reduce the computational

complexity of the full LMMSE processor by more than 50% and it outperforms

the LMMSE by SVD over a wide range of channel delay spreads and SNRs.

The MSE analysis for the LMMSE by SWC technique is presented. A tolerable
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mismatch of the initial parameter estimates is also investigated for the 802.11a

system in HIPERLAN/2 channels.

∗ Chapter 7 proposes a low complexity LMMSE channel estimation algorithm

that derives an all real valued fixed weighting matrix in OFDM systems with

transmit diversity. This is accomplished by approximating a power delay pro-

file, generally exponential in wireless channels, as uniform followed by po-

sitioning the CIR symmetrically around the time origin using a cyclic shift.

The novel algorithm reduces computational complexity of the optimal LMMSE

processor (using an exponential power delay profile) by 50% in terms of re-

quired multiplications, when the loss of estimation accuracy remains within

1 − 2 dB over a wide range of channel delay spreads and SNRs in a 2 × 1

diversity scheme. The mathematical expressions are derived and a flowchat of

the algorithm is presented.
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Chapter 2

OFDM and Transmitter Diversity

This chapter introduces OFDM in a single-input single-output (SISO) environment

and its extension in a transmit diversity or multiple-input single-output (MISO) en-

vironment. OFDM is a high spectral efficiency type of MCM transmission system,

where the available spectrum is divided into a number of narrow band subchannels

[1]-[8]. This allows for individually modulating each subcarrier and then transmit-

ting the entire OFDM blocks at a significantly lower rate than in a single-carrier

system. OFDM parameters are generally chosen such that each subchannel expe-

riences flat fading, because the bandwidth of the modulated subcarrier becomes

narrow compared with the coherence bandwidth of the dispersive channel. To elim-

inate the multipath channel impairments, a simple single-tap equaliser is required

to adjust distorted magnitude and phase in each subcarrier. The high spectral effi-

ciency in OFDM is achieved by finding frequencies that are orthogonal, which means

that they are perpendicular in a mathematical sense, allowing spectrum in each sub-

channel to overlap another without interfering with it. The orthogonality between

the nearby subcarriers and the ISI between the consecutive OFDM symbols can be

completely maintained by a CP.

OFDM was first presented in 1966 [9], but the concept for the MCM system goes

back to the early 1950s [1]. In 1971 the discrete-time OFDM was introduced using

an efficient fast Fourier transform (FFT) technique at both transmitter and receiver

[10]. The ISI and ICI problems, due to a dispersive channel, were solved using the

CP extension of the OFDM symbols in 1980 [11].

OFDM has many applications in wired and wireless environments today [4].
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Figure 2.1: Discrete-Time SISO OFDM model.

These are discrete multitone (DMT) systems, digital audio broadcasting (DAB),

digital video broadcasting (DVB) and WLANs. An extension to modern SISO

WLANs introducing multiple antennas at both transmitter and receiver is also in

its standardisation phase [12].

2.1 Discrete-Time OFDM

The first OFDM transceivers were implemented as continuous-time systems using a

filter-bank implementation of the OFDM modem [5]. However, for a large number of

subchannels the continuous-time concept becomes impractical in terms of cost and

complexity. Suggested in 1971, the discrete-time implementation of the OFDM has

replaced the modulation and demodulation by the inverse DFT (IDFT) and DFT

respectively and since then the digital concept has been used in modern OFDM-

based systems [10].

2.1.1 Discrete-Time Model

A block diagram for a discrete-time SISO OFDM model is presented in Fig. 2.1.

The model can be partitioned into three subblocks: K -subcarrier OFDM modulator,

physical channel and K -subcarrier OFDM demodulator.

• OFDM modulator

The data symbols, x(i; k), at discrete-time instant i of an OFDM block are

individually modulated on K subcarriers by the IDFT using some conventional

types of phase shift keying (PSK) or quadrature amplitude modulation (QAM)

constellation. After the IDFT transformation, the complex baseband OFDM

signal in the time domain is given by

8
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x(i; l) =
1

K

K−1
∑

k=0

x(i; k)ej2πkl/K , (2.1)

where l is the discrete-time sample and k denotes the subcarrier number out

of k = 0, 1, . . . , K − 1.

Before sending the time domain OFDM symbol through the physical chan-

nel, the symbol is converted from parallel to serial (P/S) form and extended

with a CP of length L (shown by the “+ CP” block in the figure). The CP

extension is accomplished by inserting the last L samples of the OFDM symbol

in front of it.

• Channel

The complex baseband multipath channel, at arbitrary time t , can be described

by the M -tap CIR as follows [13]

h(t; τ) =

M−1
∑

m=0

αm(t)δ(τ − τm), (2.2)

where t represents the time variations of the channel due to motion and τ

denotes the channel multipath delay at a fixed time instant, t . τm is the delay

for the mth path, where m = 0, 1, . . . , M − 1. αm(t) is the corresponding

complex gain with a power delay profile, θ(τm), and δ(·) is the Dirac delta

function. The path gains, αm(t), are independent wide-sense stationary (WSS)

narrowband complex Gaussian processes [14]. The power delay profile, θ(τm),

is generally modelled as exponential or uniform and will be discussed in the

following sections.

From Equation 2.2, the channel frequency response (CFR) of the multipath

channel at time t can be given by [15]

H(t; f)
∆
=

∞
∫

−∞

h(t; τ)e−j2πfτdτ =
M−1
∑

m=0

αm(t)e−j2πfτm , (2.3)

where f is the continuos frequency.

For the CIR that is confined to the CP length and sample-spaced timing,
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the discrete-time CFR at the kth tone of one OFDM block can be expressed

as [16]

H(i; k)
∆
= H(iTf ; k∆f) =

L0−1
∑

l=0

h(i; l)W kl
K , (2.4)

where Tf and ∆f are the OFDM symbol time interval and subcarrier spacing

respectively. L0 is the discrete-time delay of the power delay profile. h(i; l)
∆
=

h(iTf , lTs) is the discrete-time CIR, where Ts = 1/(K∆f) is the sampling rate,

and WK
∆
= exp(−j2π/K).

The multipath channel is assumed to be slowly fading so that it remains

constant over one OFDM symbol interval. In the packet type OFDM systems,

such as IEEE 802.11a, the multipath channel can be considered constant even

over the packet length, as the packet length is chosen short enough to make

this assumption viable [4]. This simplifies the OFDM receiver complexity as

the channel tracking in the time domain can be avoided.

The channel noise, n(i; l), is assumed to be the independent identically

distributed (i.i.d.), additive complex Gaussian with zero mean and variance

N0.

• OFDM demodulator

After the CP is removed (shown by the “− CP” block in Fig. 2.1) in the

demodulator, the received signal is converted from serial to parallel (S/P) form

and then demodulated back to the frequency domain by the DFT. When the

CIR is confined to the CP length and also when a perfect time and frequency

synchronisation exists in the OFDM transceiver, the input-output description

is given by

y(i; k) = H(i; k)x(i; k) + n(i; k), (2.5)

where n(i; k) is the additive complex Gaussian noise with zero mean and vari-

ance N0, given by the DFT of the time domain i.i.d. noise vector, n(i) =

[n(i; 0), n(i; 1), . . . , n(i;K − 1)], of n(i; l) terms [17].
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2.1.2 Dispersive Wireless Channels

In the previous section, the multipath propagation was assumed to be a sample-

spaced channel. Also, it was confined to the CP length. However, these two as-

sumptions do not always exist in realistic situations, as it has been reported in

literature. Both effects can cause OFDM performance degradation, such as BER

performance loss due to the poor channel estimation quality. The channel estima-

tion accuracy can become poor because of the non-sample spaced channels or the

increased interference power due to the long echoes in the channels exceeding the

CP length. These are summarized below.

• Non-sample spaced channels

Generally, the channel paths are non-sample spaced that causes energy smear-

ing across the entire OFDM block [17]-[20]. This can result in poor channel

estimation quality especially when using a temporal estimation method (often

referred to as the DFT-based method).

The energy smearing can be described by the discrete-time CIR obtained

via the IDFT transformation of the CFR, H(t; f), defined by Equation (2.3).

Then, the observed impulse response at sample l can be expressed by [17], [19]

h(l) =

M−1
∑

m=0

αmgm(l), (2.6)

where gm(l) is given by

gm(l) =







δ(l − τm), if τm is an integer;

sin(π(l−τm))
Ksin(π(l−τm)/K)

ej(K−1)π(l−τm)/K otherwise.
(2.7)

If delay τm is an integer, then all the energy from the multipath complex

gain, αm, is mapped to gm(l) tap. Otherwise, if τm is not an integer, its energy

will leak to all taps. The latter is illustrated in Fig. 2.2 for a unity gain path

zero, which is lying in delay interval (0 < τm < 1).

After the inverse FFT (IFFT), the path energy becomes distributed over

the sample-spaced taps l = [0, 1, . . . , K − 1]. Most of the energy is kept

11



2.1. Discrete-Time OFDM

0
0.2

0.4
0.6

0.8
1

0
10

20
30

40
50

60
10

−3

10
−2

10
−1

10
0

τ m

Subcarrier (k)

|g
m

(l)
|

Figure 2.2: The leakage of a unity gain path zero due to non-sample spaced channel,
K = 64.

in the neighbourhood of the original tap location. The energy smearing is

maximum across all taps, when τm is right in the middle of the two adjacent

sample-spaced taps.

• Impairments due to the CIR exceeding the CP length

OFDM is generally implemented using the CP extension. In practice, CP

cannot be long enough for the complete elimination of interblock interference.

When this occurs, additional sources of interference arise, caused by the ISI

term from the preceding symbol and ICI term from the present symbol [21]-

[27].

Each of these two terms can be modelled as an additional source of un-

correlated additive complex Gaussian noise, with zero mean and combined

variance of the CIR taps that exceed the CP length [23], [24], [27].

Under this assumption, the complex baseband CIR of a wireless multipath

channel, given by Equation (2.2) and can be written as [28]
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h(t; τ) =

M ′
−1
∑

m=0

αm(t)δ(τ − τm) +

M−1
∑

µ=M ′

αµ(t)δ(τ − τµ), (2.8)

where M ′ denotes the number of channel taps that are within the CP lengths.

µ is the tail tap number, out of the remaining, (M −M ′), CIR samples that

are outside the CP length.

For a unit variance symbol, x(i; k), sent through a fading channel with

the CIR power normalised to unity, the interference power due to ISI and ICI

in the kth subcarrier, caused by the µth path, can be given by the variance,

ηµ(i; k), as follows [23]

ηµ(i; k) = 2|αµ(t)|
2. (2.9)

Thus, the frequency domain input-output description of the received signal,

y(i; k), given by Equation (2.5), can be written as

y(i; k) = H(i; k)x(i; k) + n(i; k) + e(i; k), (2.10)

where e(i; k) is the interference term presented by the additive complex Gaus-

sian noise with zero mean and variance of η(i; k), given by

η(i; k) =
M−1
∑

µ=M ′

ηµ(i; k). (2.11)

An alternative method to present the interference power, η(i; k), has been

evaluated in [27]. This method is based on the observations that the noise

is predominantly affecting the low-frequency components in DMT systems.

Accordingly, the ISI and ICI interference power, for the sample-spaced timing,

is given by

η(i; k) = 2

M−1
∑

µ=M ′

|Hµ(i; k)|2, (2.12)

where Hµ(i; k) is the DFT of the observed CIR tail taps, given by
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Hµ(i; k) =
M−1
∑

µ=M ′

h(i;µ)e−j2πµk/K . (2.13)

Generally, Equation (2.12) produces larger mean value of the estimated

ISI and ICI error power than Equation (2.11), as a result of iterative accumu-

lation of the interference component at lower frequency bins. In non-sample

spaced channels, the noise variance estimation using Equation (2.12) can also

be affected by the CIR smearing outside the CP length. The latter can cause

further rising of the mean interference power.

The interference power causes an irreducible mean square error (MSE) floor

for the OFDM data symbols and for channel estimation at high SNRs.

In the following, the interference power term will be modelled using Equa-

tion (2.11).

2.1.3 Detection Methods

In OFDM using PSK or QAM modulation, the phase and amplitude on each subcar-

rier are generally corrupted at the receiving end by frequency offset, imperfect time

synchronisation and multipath channels. Two common techniques are widely used

to demodulate these signals with distorted constellations: coherent and differential

detection. Coherent demodulation requires knowledge of the transmitted carrier

amplitude and phase, which can be obtained using channel estimation. This gener-

ally implies a more complex receiver. Differential detection requires no amplitude

and no phase information in order to perform demodulation. Thus, the receiver can

be much simpler and the pilot symbols can be omitted, at the price of a higher SNR,

which has to be provided by greater transmission power [4], [29], [30].

Differential detection can be applied over the time domain, frequency domain

or both. These imply, however, the use of differential encoding at the transmitting

end. Time domain differential detection is mostly affected by the Doppler spread,

especially in rapid dispersive fading channels. The performance of frequency domain

differential detection mostly depends on the r.m.s. delay spread of the multipath

channel power delay profile. Advanced topics on differential detection application in

OFDM, such as coded modulation for noncoherent reception and two-dimensional
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Figure 2.3: OFDM packet structure in the IEEE 802.11a WLAN.

demodulation, can be found for example in [31]-[34].

In general, the SNR after differential detection is approximately 3 dB worse than

the input SNR [4]. The SNR performance loss due to non-coherent modulation

makes the coherent detection more attractive and therefore a better choice for the

modulation method in OFDM systems. In practice, coherent detection also has

an SNR loss because of imperfect channel estimation and because a part of the

signal power is spent on pilot symbols [4], [35]. These problems are addressed in the

following chapters for OFDM-based WLANs using coherent detection and analysed

in a transmit diversity environment.

2.1.4 OFDM-based WLANs

OFDM-based communication systems can be classified as continuous transmission

systems, such as DAB [36] and DVB [37], and packet type communication systems,

such as IEEE 802.11a [38] and ETSI BRAN HIPERLAN/2 [39]. The packet type

systems have found their further extension in MIMO applications in recent years

[12]. MIMO OFDM wireless links will provide high data rates in home and office

environments, with peak rates up to 100 Mb/s [40].

IEEE 802.11a and HIPERLAN/2 can provide channel data rates up to 54 Mb/s

(in a 20 MHz channel spacing) in the 5 GHz frequency band and they employ

coherent detection [41]-[43]. The physical layer parameters for both standards are

very similar and summarised in Table 2.1.

The OFDM data packet structure in the IEEE 802.11a WLAN is depicted in

Fig. 2.3 [38].

Each data packet for transmission is preceded by a preamble that is used for

synchronisation and channel estimation, Fig. 2.3. The preamble consists of 10 short

and 2 long OFDM pilot symbols. The short symbols, ti, are used for coarse time

and frequency synchronisation. Two identical long pilot symbols, Tu, preceded by

a double length CP, are used for fine synchronisation and channel estimation. The
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Table 2.1: Physical layer parameters for OFDM-based WLANs

Parameter Value

FFT size, K 64
Sampling rate, fs = 1/Ts 20 MHz
Symbol part duration, Tu 64Ts = 3.2 µs
CP duration, Tcp 16Ts = 0.8 µs
Symbol interval, Tf Tcp + Tu = 4.0 µs
Long training sequence CP duration, Tg 2Tcp = 1.6 µs
Long training sequence duration, Tlong Tg + 2Tu = 8.0 µs
Short training sequence duration, Tshort 10 · 16Ts = 8.0 µs
Total number of used subcarriers, Kts 52
Subcarrier spacing, ∆f 1/Tu = 0.3125 MHz
Used subcarriers, k 1, 2, . . . , 26, 38, 39, . . . , 63
Null-guard subcarriers, k 0, 27, 28, . . . , 37

payload can vary from 1 to 4095 bytes and generally is chosen short enough to make

the assumption that a multipath channel is constant during the time of the packet

transmission [4]. This simplifies the receiver structure as the tracking of the packet

in the time domain can be avoided.

Additionally, 12 subcarriers out of 64 available are set to zero, including zero fre-

quency bin. The latter allows a direct conversion receiver structure implementation

avoiding a direct current offset at the receiving end. The former 11 subcarriers are

set to zero to meet the spectral channelisation requirement for the 802.11a system.

These 12 subchannels are often called the null-guard subcarriers.

Further information on the 802.11a system can be found in [38].

2.2 Time and Frequency Domain Correlation

The OFDM modulation technique allows exploitation of both, the time and fre-

quency domain correlations between the subchannels, which can be used to improve

the channel estimation accuracy [44]. The time and frequency domain correlations

are discussed in the following sections based on the physical layer parameters of

IEEE 802.11a WLAN.
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Table 2.2: HIPERLAN/2 Channel Models
Channel r.m.s. delay spread Max. excess delay Environment
A 50 ns 390 ns NLOS
B 100 ns 730 ns NLOS
C 150 ns 1050 ns NLOS
D 140 ns 1050 ns LOS
E 250 ns 1760 ns NLOS

2.2.1 Indoor Wireless Channel Models

WLANs have been deployed in a wide range of indoor environments, such as offices,

industrial buildings, exhibition halls and homes [41]. Five channel models – A, B, C,

D and E – have been specifically developed to represent this environmental diversity

[45]. They are summarised in Table 2.2.

The channels are non-sample spaced with an exponentially decaying power delay

profile. They are modelled as 18-tap delay lines in non-line-of-sight (NLOS) and

line-of-sight (LOS) condition. Each tap undergoes independent Rayleigh (NLOS

condition) or Rician (LOS condition) fading with a corresponding mean average

power. The maximum specified terminal speed is 3 m/s [45].

With multiple antenna technologies being considered as a viable solution for

the next generation of WLANs, a set of channel models for indoor MIMO WLAN

systems has been recently proposed in [46]. Some of these models are extensions

to the existing HIPERLAN/2 channels. The newly developed multiple antenna

channels are based on the cluster approach introduced in [47]. Angular spread

(AS), angle-of-arrival (AoA) and angle-of-departure (AoD) parameters are assigned

to each tap and cluster. Also, antenna correlation is used to realistically describe

the transmitting and receiving ends in MIMO WLANs [48]-[51].

2.2.2 Time Domain Correlation

The multipath channel environment causes time and frequency selective fading. This

is often described by the time domain and frequency domain correlation functions

[52]-[55]. The time domain correlation function shows the correlation between the

channel responses of two symbols that are (i′ − i) symbols apart. The frequency

domain correlation function shows the correlation between the channel responses of
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2.2. Time and Frequency Domain Correlation

two subcarriers that are (k′ − k) subcarriers apart.

For the total average power of the CIR normalised to unity, the channel correla-

tion function of the CFR, rH(i′ − i, k′ − k), can be separated into the multiplication

of a time domain correlation, rt(i
′−i), and a frequency domain correlation, r(k′−k),

defined by [15]

rH(i′ − i, k′ − k)
∆
= E{H(i′, k′)H(i, k)H} = rt(i

′ − i)r(k′ − k), (2.14)

where i′ and k′ are corresponding indices to i and k respectively, indicating time

or frequency separation and also denoting the correlation matrix row number. The

superscript (·)H denotes Hermitian transpose.

The time domain correlation of the channel is defined by the classical Doppler

spectrum [45], given by the time domain correlation function

rt(i
′ − i) = J0(2πTffD(i′ − i)), (2.15)

where J0(·) is the zeroth order Bessel function of the first kind and fD is a maximum

Doppler frequency, given by

fD =
vfc

C
, (2.16)

where v is the mobile terminal speed, fc is the carrier frequency and C denotes

speed of light.

In general, an OFDM receiver does not know the reference terminal speed, v ,

and also a maximum Doppler frequency, fD. To generate the time domain corre-

lation matrix, an expected value for fD may be used (the worst case scenario) or

alternatively velocity of a terminal can be measured in real time. The time domain

correlation matrix should also be updated in real time. One possible method for

velocity estimation in OFDM systems has been described in [56].

2.2.3 Frequency Domain Correlation

The frequency domain correlation of the channel is defined by the channel power

delay profile [52]-[55]. The channel power delay profile is generally classified as
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2.2. Time and Frequency Domain Correlation

exponentially decaying or uniformly distributed (often called uniform) [44].

Based on indoor measurements in 5 GHz band, HIPERLAN/2 channel models

specify the exponentially decaying power delay profile, given by [45], [57]

θe(τm) = Ae−τm/τrms , (2.17)

where the subscript (·)e denotes exponential, A is a constant and τrms denotes the

r.m.s. delay spread.

For uniformly and independently distributed delays τm over the CP length, L, the

frequency domain correlation coefficients, r(k′−k), of the matrix given by Equation

(2.14) can be expressed by [57]

r(k′ − k) =

L
∫

0

θ(τm)e−j2πτm(k′
−k)/Kdτm. (2.18)

After the integration over the given limits in Equation (2.18) for θ(τm) = θe(τm),

correlation coefficients re(k
′−k) for the exponential power delay profile, normalized

to unity for all k′ = k, are given by [57]

re(k
′ − k) =

1 − e−L((1/τrms)+j2π(k′
−k)/K)

τrms (1 − e−(L/τrms))
(

1
τrms

+ j2π k′−k
K

) . (2.19)

From Equation (2.19) can be found the coherence bandwidth of the channel that

is in strong relationship with the r.m.s. delay spread, τrms [13]. The coherence band-

width determines the range of frequencies over which the channel can be considered

flat.

Similar to the terminal velocity estimation, an OFDM receiver does not generally

know the reference r.m.s. delay spread of the channel. To generate the frequency

domain correlation matrix, an expected value for τrms may be used or alternatively

the r.m.s. delay spread can be measured in real time. One estimation method of

r.m.s. delay spread in MISO OFDM is evaluated in Chapter 3 [58].

2.2.4 Correlation Properties in HIPERLAN/2 Channels

HIPERLAN/2 channels have a τrms ranging between 50 ns and 250 ns and a mobile

terminal speed ranging between 0 m/s and 3 m/s [45]. The time domain correlation
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Figure 2.4: Frequency domain correlation in 802.11a for HIPERLAN/2 channels.

remains high for the two consecutive long OFDM pilot symbols (see Fig. 2.3), using

the specified Jake’s Doppler spectrum. For example, in a system with a carrier

frequency fc = 5 GHz and a terminal speed at 3 m/s, fD = 50 Hz. Given a

correlation function at rt(0) = 1, it can be found from (2.15) that rt(1) = 0.9999996

when Tf = 4 µs.

On the other hand, the frequency domain correlation for the exponential power

delay profile depends on the r.m.s. delay spread of the multipath channel. This

is shown in Fig. 2.4 for the first 9 subcarriers in a system with subcarrier spacing

of ∆f = 312.5 kHz when τrms is ranging between 0 ns and 250 ns [28]. As delay

spread τrms of a multipath channel increases, the coherence bandwidth of the channel

decreases, resulting in reduced correlation between the neighbouring subcarriers.

Thus for an 802.11a OFDM system in HIPERLAN/2 channel environment, the

correlation function, rH(i′ − i, k′ − k), given by Equation (2.14) for different pilot

symbols i and subcarriers k can be simplified to r(k′ − k) as follows [28]

rH(i′ − i, k′ − k) = rt(i
′ − i)r(k′ − k) ≈ r(k′ − k), (2.20)
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Figure 2.5: MISO OFDM Discrete-Time Model.

for i = 0, 1 and k = 0, 1, . . . , K − 1.

2.3 Transmitter Diversity in OFDM-based WLANs

Transmitter diversity is an effective way to mitigate multipath fading channels [59]-

[65]. Its goal is to generate multiple versions of the same signal by making use of

multiple antennas. Thus, even if some of the received versions of the signal are

deeply faded, it is highly probable that not all copies experience these deep fades.

2.3.1 OFDM WLANs and Transmitter Diversity

The channel estimation problem in modern OFDM-based WLANs using multiple

antennas (as a possible extension to existing standards) has been addressed in many

publications in recent years, for example in [58], [66]-[70]. The received signal in

the MISO OFDM system is formed as a superposition of the different signals si-

multaneously sent from all transmit antennas and therefore, this can affect channel

estimation performance and its complexity.

A block diagram for coherent MISO OFDM with Q transmitters and 1 receiver

is depicted in Fig. 2.5. The MISO scheme can provide a diversity order of Q × 1,

given that transmit antennas are separated far enough from each other so that the

transmitted signals have zero or minimum cross-correlation.

As shown in Fig. 2.5, the Q transmit antennas j = 1, 2, . . . , Q simultaneously

send Q different OFDM symbols, xj , each formed by K modulated subcarriers using
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2.3. Transmitter Diversity in OFDM-based WLANs

PSK or QAM constellation. The OFDM symbols, before the IDFT transformation,

are defined as follows

x1
∆
={x1(0), x1(1), . . . , x1(K − 1)}

x2
∆
={x2(0), x2(1), . . . , x2(K − 1)}

...

xQ
∆
={xQ(0), xQ(1), . . . , xQ(K − 1)},

(2.21)

where xj(k) is an arbitrary complex number with zero mean and variance σ2
x. The

time domain index, i , is omitted in Equation (2.21) for simplicity.

After the IDFT transformation and cyclic extension, each of these signals is sent

through a multipath fading channel and each of them experiences an independent

fading, hj(l). When the fading channel is confined to the CP length, the frequency

domain input-output description for MISO OFDM can be given by

y(k) =

Q
∑

j=1

Hj(k)xj(k) + n(k), (2.22)

where Hj(k) is the channel frequency response corresponding to transmit antenna

j .

The average SNR at the receiving end is defined by

SNR
∆
=

E

{

Q
∑

j=1

|Hj(k)|
2

}

N0

, (2.23)

assuming unit variance, σ2
x, of data symbols.

After the DFT transformation in the OFDM demodulator, the received signal,

y, is passed to the channel estimator, where Q channel estimation vectors, Ĥj, are

obtained. These vectors can further be used to equalise the following data from

Q transmit antennas. The channel estimator can also evaluate some other channel

statistics, such as the SNR estimation for example, that can be required to the

receiver. These are discussed in the following chapters.

22



2.3. Transmitter Diversity in OFDM-based WLANs

Antenna 1 long sequence 

µs

Data

Data

Data

DataTUUTCP2T

2TCP TU UT

TUUTCP2T

2TCP TU UT

Antenna 4 long sequence Antenna 3 long sequence Antenna 2 long sequence 

32

Figure 2.6: A time orthogonal long sequence in MISO OFDM.

2.3.2 Pilot Symbol Structures

One simple solution for a pilot symbol structure in MISO OFDM is to use an inde-

pendent long pilot sequence for each antenna, while the rest of the antennas remain

idle (also called a time orthogonal preamble) [66], [71]. This structure is presented

in Fig. 2.6 for a 4 × 1 MISO scheme within the 802.11a framework. The time or-

thogonal structure Q times increases an overall preamble length (4 · 8 = 32 µs for

Q = 4 in Fig. 2.6, refer to Table 2.1).

The above sequence may result in SNR and capacity loss, because a part of the

signal power is spent on pilot symbols and because the effective preamble length is

increased Q times (due to the idle periods) [4]. The idle periods may also give prac-

tical problems for the automatic gain control (AGC) unit in the receiver [67]. The

advantage of this structure is that the channel estimation accuracy and complexity

for each transmit antenna remains unchanged compared to a SISO OFDM.

An alternative method for the pilot symbol structure is a frequency orthogonal

long sequence, where interleaved subchannels are used as an orthogonal set of signals

to identify each of the transmitting paths [72]. The advantage of this approach is

that the frequency domain interleaving allows maintaining the same pilot symbol

overhead as specified for SISO OFDM. The disadvantage of the structure is that

interpolation is required between the measured subcarriers to obtain channel esti-

mation in the non-measured subchannels. This can degrade the channel estimation

accuracy and generally, advanced signal processing techniques are required (such as

for example LMMSE), to maintain an adequate performance of the estimator [4].

Fig. 2.7 presents three different subchannel interleaving structures for a Q × 1

diversity scheme in the frequency domain, requiring an equal average power from
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Figure 2.7: Frequency orthogonal long sequences in MISO OFDM.

each transmit antenna, Aj [28]. Fig. 2.7 depicts an example for Q = 4.

The binary phase shift keying (BPSK) modulated pilot tones are split into four

interleaved subsets x1(i), x2(i), x3(i) and x4(i) (one subset for each antenna) within

the time and frequency grids of the OFDM pilot symbols x(i). The channel charac-

teristics can be identified in the non-measured subchannels, by interpolating between

the different sets of measured subchannels from the specified transmit antenna.

The first two schemes form two consecutive OFDM pilot symbols, xj(i), i =

(0, 1), for each antenna j = (1, 2, . . . , 4). The third scheme forms only one pilot

symbol, xj(i), i = 0, for each antenna j . All three schemes have the same preamble

length of 8 µs.

The basic scheme, (a), consists of a standard pilot structure in which two long

pilot symbols are preceded with a double length CP of 1600 ns, similar to 802.11a.

The advantage of this structure is that the CP length remains unchanged as specified

by 802.11a and therefore the basic scheme remains tolerant to the ISI and ICI in

channels with long echoes. Its disadvantage is that the required interpolation can

cause a significant estimation error in the non-measured subchannels and especially

if the diversity order, Q , is high. The first modified scheme (modified -1), (b), splits

the two repeated pilot symbols into two independent pilot symbols, each preceded

with a single CP length of 800 ns. The modified -1 scheme doubles the number of

measured subcarriers at the expense of the shortened CP length. The double number

of measured subchannels can improve the channel estimation performance when the

interpolation process is involved [28]. The second modified scheme (modified -2), (c),

transmits a single pilot symbol preceded by a CP of 1600 ns, over twice the number
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of subchannels, but half the bandwidth of the first two schemes. The modified -

2 scheme utilizes the advantages of the two preceding schemes, but introduces a

twofold increase of the FFT length, when calculating vector y. Another disadvantage

of this scheme is that it imposes some tighter requirements on the frequency offsets

and phase noise due to the closer spacing between the subcarriers. Thus, this scheme

presents rather a theoretical than practical interest that enables MSE performance

comparison with two others consisting of an identical pilot symbol overhead. It

should be also noted that the data following the training sequences in the modified -

2 scheme are sent on normal, K -subcarrier FFT, as specified by [38].

In the following chapters, these three structures will further be used and anal-

ysed (individually or jointly). Additionally, two more alternative methods will be

compared to the basic pilot symbol scheme that allow simultaneous transmission

of Q different pilot symbols from Q antennas. The latter two methods have been

developed by other authors [16], [19].

2.4 Summary

In this chapter, the discrete-time coherent OFDM system was introduced. Basic

OFDM parameters were presented within the 802.11a framework and specifically,

channel estimation was discussed for packet type OFDM systems. The non-sample

spaced channels, which can cause channel estimation degradation, were outlined.

Due to power smearing, the observed CIR is no longer confined to the CP length.

This can cause MSE degradation of a channel estimation technique using a temporal

approach.

The impairments of the ISI and ICI in OFDM, caused by the fading multipath

channel that exceeds the CP length, were also covered. The ISI and ICI can result

in MSE degradation of both, data and channel estimation. Each of these two terms

can be modelled as an additional source of uncorrelated additive complex Gaussian

noise, with zero mean and combined variance of the CIR taps that exceed the CP

length.

Time and frequency domain correlation was analysed for modern OFDM-based

WLANs in indoor HIPERLAN/2 channel models. As r.m.s. delay spread of a fading
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channel increases the coherence bandwidth of the channel decreases resulting in the

interpolation performance degradation.

A channel estimation problem was also introduced in a transmit diversity envi-

ronment. The advantages and disadvantages of a number of different pilot symbol

structures were discussed within the 802.11a framework using time domain and

frequency domain orthogonal training sequences. The later structure can cause in-

creased estimator complexity, as the required interpolation forces using advanced

processing techniques such as LMMSE for example. The former structure may lead

to OFDM system capacity loss due to the increased pilot symbol overhead.
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Chapter 3

Estimation of Channel Statistics

in MISO OFDM

The Bayesian type estimators, such as for example LMMSE, exploit prior infor-

mation of multipath channel statistics that give better performance of the channel

estimation. These are generally the SNR, maximum excess delay of the power de-

lay profile, r.m.s. delay spread and velocity of a terminal. The latter parameter

estimation can be avoided in the packet type OFDM systems as the packet length

is generally chosen short enough such that the time variations of the channel can

be considered constant over the packet [4]. The former parameter estimations are

evaluated in the following sections based on the initial, coarse channel estimation.

3.1 Coarse Channel Estimation

When pilot symbols are used, the coarse channel estimation in MISO OFDM can

be obtained by multiplying the inverse of the diagonal matrix, containing training

symbols xj(i), by the received column vector, y(i), at a time instant, i . This

technique is well known as least-squares (LS) channel estimation and its advantage

is simplicity (one complex multiplication per one frequency bin is all what is required

for channel estimation) [17]. A drawback of the LS estimation is its high MSE. Thus,

frequency or time domain (or even both in doubly selective fading channels) post-

filtering is generally needed in order to obtain fine channel estimation. Alternatively,

more than one pilot symbol can be sent that will average out the channel noise from
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3.1. Coarse Channel Estimation

the observed channel estimation vectors at the receiving end, as for example in the

802.11a system [38].

The latter approach can lead to a capacity and SNR loss in an OFDM system

due to the increased pilot symbol overhead, the former approach can enlarge a

computational complexity at the receiving end.

LS estimation in MISO OFDM is described below for pilot symbol structures

presented in Fig. 2.7.

The Q transmit antennas j = 1, 2, . . . , Q simultaneously send Q different

OFDM pilot symbols. One or another structure (Fig. 2.7) is used to interleave K

subcarriers in the frequency domain.

By letting K/Q be an integer, the basic pilot symbol scheme (Fig. 2.7(a)) is

defined in vector notation as follows

x1(i)
∆
={x1(i; 0), 0, . . . , 0, x1(i; Q), 0, . . . , 0, x1(i; K − Q), 0, . . . , 0}

x2(i)
∆
={0, x2(i; 1), 0, . . . , 0, x2(i; Q + 1), 0, . . . , 0, x2(i; K − Q + 1), 0, . . . , 0}

...

xQ(i)
∆
={0, . . . , 0, xQ(i; Q − 1), 0, . . . , 0, xQ(i; 2Q − 1), 0, . . . , 0, xQ(i; K − 1)},

(3.1)

where xj(i; k) is an arbitrary complex number with unit magnitude.

The LS estimation vector, P̃j, corresponding to antenna j of the two repeated

symbols (Fig. 2.7(a)), can be obtained as follows [28]

P̃j =
1

2
X−1

j

1
∑

i=0

yj(i), (3.2)

where Xj = Xj(i), i = (0, 1) is a diagonal matrix of size K/Q×K/Q that contains

the non-zero pilot points, xj(i; k). For example, Xj(i) for j = 1 and i = 0 is given

by

X1(0) =

















x1(0; 0) 0 · · · 0

0 x1(0;Q) · · · 0
...

...
. . .

...

0 0 · · · x1(0;K −Q)

















. (3.3)
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The input-output description for a sub-set of K/Q subcarrier symbols, corre-

sponding to transmit antenna j and pilot symbol i , can be given by

yj(i; k) = Hj(i; k)xj(i; k) + n(i; k). (3.4)

Furthermore, the average of the two repeated pilot symbols, as defined by Equa-

tion (3.2), produces 3 dB improvement of the noise performance.

In the modified -1 scheme (Fig. 2.7(b)), the two independent pilot symbols cor-

respond to one antenna j . Therefore, the LS estimation vector, P̃j , can be obtained

by union between these two symbols as follows

P̃j = P̄j(0) ∪ P̄j(1), (3.5)

where P̄j(i) is the LS estimation vector at the non-zero pilot points of length K/Q

that corresponds to the ith pilot from the j th transmitter. P̄j(i) is given by

P̄j(i) = X−1
j (i)yj(i), (3.6)

where Xj(0) is given by Equation (3.3).

Xj(1) is obtained by a cyclic shift of xj(i) rows in Equation (3.1), such that a

minimum distance is achieved between the subcarriers corresponding to each an-

tenna j , after the union given by Equation (3.5). This is shown in Fig. 2.7(b) for

MISO OFDM with Q = 4 transmit antennas.

The union operation in Equation (3.5) produces the LS vector of length 2K/Q

compared to the average operation in Equation (3.2) that produces the LS vector

of length K/Q. The double length estimation vector, P̃j , makes the modified -

1 structure a better choice compared to the basic structure especially when the

interpolation process is necessary.

Equation (3.6) also represents the LS estimation vector, P̃j = P̄j(i), i = 0,

of length 2K/Q for the modified -2 pilot scheme that uses 2K subcarriers (in Fig.

2.7(c)). As in the modified -1 pilot scheme, the closer spacing between the subcar-

riers makes the modified -2 scheme better choice than the basic scheme when the

interpolation process is required.

Some other channel parameters can be obtained from the LS estimation. These

29



3.2. SNR Estimation

K

P
~

Demodulator

OFDM

K

H j

LS

Estimation
K/Q

y

Estimator

K

Bayesian

y
j

SNR

Estimation

Estimation

r.m.s. delay

Excess delay

Estimation

Equalizer

Single−tap

j

Figure 3.1: Generalised block diagram of the MISO OFDM receiver using a Bayesian
type channel estimator with interleaved subcarriers in the frequency domain.

are shown in Fig. 3.1 where a generalised block diagram of the MISO OFDM receiver

is presented. The parameter estimation will be discussed in the following sections.

3.2 SNR Estimation

SNR is an important system parameter that knowledge is often required in real time

to optimise the performance of a communication system [73]-[77]. For example, the

estimated SNR can be used to improve LMMSE channel estimation accuracy under

real time conditions [58].

3.2.1 SNR Estimation Methods in MISO OFDM

This section presents two low-complexity SNR estimation algorithms for OFDM sys-

tems with transmitter diversity. The first algorithm is a frequency domain method

that makes use of the two repeated symbols in the basic pilot structure (refer to

Fig. 2.7(a)). The second algorithm is DFT-based that will be evaluated later in

this section[78]. Both algorithms are studied in HIPERLAN/2 non-sample spaced

channel environments [45].

If a multipath channel is non-sample spaced, it will produce smearing of the CIR

when IDFT transformation is involved. This can cause degradation of the SNR es-

timation. It is shown that proper windowing of the measured CIR or alternatively a

pre-advancement of the timing point [19] can effectively improve the SNR estimation

quality in the DFT-based method.
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In MISO OFDM, the average SNR at the receiving end is defined by Equation

(2.23). With the total transmit power normalized to unity, it only requires estimat-

ing the noise variance, N̂0, to obtain its reciprocal SNR estimation.

In an OFDM system with transmit diversity, an accurate estimation of the noise

variance, N̂0, can be given by [79]

N̂0 =
1

K

K−1
∑

k=0

∣

∣

∣

∣

∣

y(k) −

Q
∑

j=1

Ĥj(k)x̂j(k)

∣

∣

∣

∣

∣

2

, (3.7)

where x̂j(k) is the filtered, channel distortion-free estimated signal at subcarrier k .

The noise variance estimation, N̂0 (and therefore the SNR estimation), in Equa-

tion (3.7) requires a prior knowledge of Ĥj(k) and x̂j(k) values, which are generally

not available before the fine channel estimation. This problem is investigated in Sec-

tion 5.1, where the LMMSE channel estimator requires only a coarse SNR estimation

for selecting between two groups of coefficients stored in LUTs [58].

In the following, two noise variance estimation methods are evaluated for the

pilot symbol structures presented in Fig. 2.7.

The basic scheme, Fig. 2.7(a), uses two repeated symbols, xj(i; k), i = (0, 1).

Hence, the noise variance estimation at the receiving end is simply given by the

MSE between the two repeated pilot symbols, y(i), as follows

N̂0 =
1

2K

K−1
∑

k=0

(

|y(0; k) − y(1; k)|2
)

, (3.8)

assuming that the channel noise vector, n(i), is i.i.d. complex zero mean Gaussian

with variance N0 (refer to Section 2.1.1) that affects each of the process y(0; k) and

y(1; k) independently. Thus, the mean variance will result in double noise power,

which should be scaled down by a factor of two (or −3 dB). The scale factor of 2 is

included in Equation 3.8. The above method is called a frequency domain method

as the SNR estimation processing is carried out solely in the frequency domain (refer

to Equation (3.8)).

The modified -1 and modified -2 schemes use non-repeated pilot symbols for chan-

nel estimation as shown in Fig. 2.7(b) and Fig. 2.7(c). Hence, Equation (3.8)

becomes unsuitable for these two schemes and an alternative noise variance estima-

tion algorithm is required. This is evaluated below [78].
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Figure 3.2: DFT-based noise variance estimation in MISO OFDM using non-
repeated pilot symbols interleaved in the frequency domain.

A block diagram of the DFT-based noise variance estimation is presented in Fig.

3.2 for the non-repeated pilot symbol vectors, xj. The LS estimation is also included

in the block diagram.

The pilot symbol, y, from the MISO OFDM demodulator output is passed

through the demultiplexer, which splits the pilot symbol into Q vectors, yj , each of

length K/Q (Fig. 3.2). After the LS estimation of yj , given by Equation (3.6), a

corresponding CIR is obtained from vector P̄j by means of the K/Q-point IDFT in

the noise filter block. For K/Q ≥ L0, the observed CIR corresponding to transmit

antenna j is given by [78]

p̄j =
Q

K
F−1P̄j, (3.9)

where F is the Fourier matrix, given by [80]

F =























1 1 · · · 1

1 W 1·1
K/Q · · · W

1·(K/Q−1)
K/Q

1 W 2·1
K/Q · · · W

1·(K/Q−1)
K/Q

...
...

. . .
...

1 W
(K/Q−1)·1
K/Q · · · W

(K/Q−1)·(K/Q−1)
K/Q























. (3.10)

After the IDFT transformation given by Equation (3.9), a filtering is performed

of the noisy CIRs by passing the vectors, p̄j , through a rectangular window such

that
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p̄ ′

j (l) =







p̄j(l) 0 ≤ l < L0,

0 elsewhere.
(3.11)

The windowing operation reduces the noise variance of the LS estimation vectors,

p̄j , each of length K/Q by a factor of QL0/K [66].

The filtered channel estimation vectors, P̄′

j, are obtained by a reverseK/Q-length

DFT transformation as follows

P̄′

j = Fp̄′

j . (3.12)

With the appropriate scaling, the noise variance in MISO OFDM for non-repeated

pilot symbols is found as an MSE between the filtered vectors, P̄′

j, and the noisy LS

estimation vectors, P̄j , given by [78]

N̂0 =
1

K − L0

K/Q−1
∑

k=0

Q
∑

j=1

(

|P̄ ′

j (k) − P̄j(k)|
2
)

. (3.13)

If the MISO OFDM operates in a non-sample spaced channel environment, the

leakage problem given by Equation (2.7) can reduce the quality of the noise variance

estimation, N̂0, due to the CIR power smearing. This is shown in Fig. 3.3 for one

interleaved OFDM pilot symbol in the frequency domain with Ts = 50 ns, K/2 = 32

active subcarriers and L0 = 8 samples. The symbol was sent in a 2 × 1 diversity

scheme. A random noiseless realisation of HIPERLAN/2 channel A was generated

with the total CIR power normalised to unity.

As most of the observed CIR power remains in the neighbourhood of the original

pulse location, a simple windowing method can be used to improve the noise variance

estimation quality [17]. This can be accomplished by including in Equation (3.11)

the CIR taps that lie outside the first L0 taps, exceeding a particular threshold level

of the CIR power. This is shown in Fig. 3.3(a).

With this, Equation (3.11) can be rewritten as follows

p̄ ′

j (l) =



















p̄j(l) 0 ≤ l < L0,

p̄j(l) (K/Q− β) ≤ l < K/Q,

0 elsewhere,

(3.14)
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Figure 3.3: Observed CIR of HIPERLAN/2 channel A in a 2 × 1 scheme using one
interleaved pilot symbol in the frequency domain: (a) a noiseless random realisation;
(b) a cyclic shift of the CIR for β = 2 samples.

where β denotes the CP window extension operator.

Otherwise, a pre-advancement of the timing point or in other words a cyclic shift

of the CIR for β samples can be used as shown in Fig. 3.3(b), where β = 2. The L0

length can also be extended for β samples (not shown in the figure) [19].

Alternatively, the noise variance estimation can be obtained in the time domain

by just summing energy of taps with the least significant power of the observed CIR,

p̄j. The advantage of this method is that in general it would require less processing

operations compared to Equation (3.13) and especially in an OFDM system with

the small number of subcarriers, operating in the large delay spread channels. Equa-

tion (3.13) requires K complex conjugate multiplications and Q K/Q-point DFTs

to obtain vectors P̄′

j, whereas the alternative method would require (K/Q− L0)Q

complex conjugate multiplications. On the other hand, the method given by Equa-

tion (3.13) makes use of the filtered LS estimation vectors that can be used as the

fine channel estimates after simple linear interpolation of vectors P̄′

j, each of length
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K/Q. This simplified channel estimation approach can be applied when advanced

processing techniques such as LMMSE are not practical due to high implementation

complexity. It should be also noted that the filtered CIR, p̄′

j , can further be used

for the maximum excess and r.m.s. delay spread estimations (shown by a dotted

arrow in Fig. 3.2).

The quality of the noise variance estimation can be further improved if more

than one set of pilot symbols is available, as for example in an 802.11a OFDM

system using two long pilot symbols for channel estimation. The improved noise

variance estimation can be achieved by the union operation given by Equation (3.5)

between the two independent pilot symbols, prior to the noise variance estimation

using Equation (3.13). The union operation doubles the LS estimation vector P̄j

length and therefore improves the quality of the CIR estimation (and also the noise

variance estimation) by means of IDFT transformation.

3.2.2 Numerical Results

The coarse SNR estimation algorithms given by Equations (3.8) and (3.13) were

simulated in the 802.11a framework for the basic (Fig. 2.7(a) for Q = 2) and

modified -1 (Fig. 2.7(b) for Q = 2) pilot symbol structures in a 2 × 1 diversity

scheme. HIPERLAN/2 non-sample spaced channel A, C and an equal power 2-ray

sample-spaced channel (for a reference) were used in simulations. The 2-ray channel

was known to have τrms = 50 ns and a maximum excess delay of the power delay

profile, τx = 100 ns.

In the basic pilot symbol structure, L0 parameter was set equal to the CP length

of L0 = L = 16 samples. A perfect time and frequency synchronisation was assumed

at the receiver and the total transmit power was normalized to unity.

The noise variance estimation at each SNR value was evaluated using 1000 trials

of randomly generated channels. Two long OFDM pilot symbols were simultane-

ously sent from each of two transmit antennas through a fading multipath channel

using one or another pilot symbol structure. A new channel was randomly generated

for each pilot sequence, but the channel remained constant over the sequence.

Prior to the noise variance estimation in the modified -1 pilot scheme by means of

Equation (3.13), the union operation was accomplished between the two independent
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Figure 3.4: Coarse noise variance estimation in a 2 × 1 OFDM for sample-spaced
2-ray channel and HIPERLAN/2 channel A.

pilot symbols given by Equation (3.5). After the union, the null-guard tones (refer

to Table 2.1) were set according to the average of adjacent measured subcarriers

to prevent transient effect (the so called Gibb’s phenomenon [30], [81]), when the

IDFT operation was involved given by Equation (3.9). The tone allocation is given

by

P̃ (k) =







(P̃ (1) + P̃ (63))/2 k = 0;

(P̃ (26) + P̃ (38))/2 k = 27, 28, . . . , 37.
(3.15)

The frequency domain method in the basic pilot scheme provides almost perfect

noise variance estimation (refer to Equation (3.8)) for both sample-spaced 2-ray

channel and non-sample spaced channel A, as shown in Fig. 3.4. This is because

the noise variance estimation was solely accomplished on the measured subchannels

in the frequency domain that were actually used in the analysed OFDM system.

No additional processing was involved, such as IDFT, that might degrade the noise

variance estimation accuracy. Also, the CIR was confined to the CP length for both
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2-ray and channel A, i.e. ISI and ICI error free.

In the modified -1 pilot scheme, the tone allocation given by Equation (3.15)

improves the quality of the CIR estimation by means of Equation (3.9) (and con-

sequently the noise variance estimation). However, irrespective of these, an error

floor at high SNRs still exists in the DFT-based method. This is shown in Fig. 3.4

for the 2-ray equal power sample spaced channel, with almost 8 dB performance

loss at high SNRs compared with the ideal SNR knowledge (and also with the SNR

estimation performance of the frequency domain method). The actual CIR of the

sample-spaced channel cannot be accurately recovered by the IDFT transforma-

tion because the null-guard tones are filled in according to the average of adjacent

frequency bin values. This is still poor approximation to the real channel, but is

preferable to leaving the frequency bins at zero.

The effect of a non-sample spaced channel (HIPERLAN/2 channel A) on the

noise variance estimation quality in the DFT-based method is also shown in Fig.

3.4. Due to the leakage problem given by Equation (2.7), a portion of the CIR power

is lost by windowing given by Equation (3.11) (also refer to Fig. 3.3). Although

the enhanced windowing given by Equation (3.14) effectively improves estimation

accuracy by almost 6 dB at SNR = 30 dB for β = 4, the effects of null-guard tones

and CIR power leakage result in an estimation error floor at high SNRs.

The same conclusion also holds for channel C as shown in Fig. 3.5. The frequency

domain method (only possible in the basic scheme) obtains almost perfect noise

variance estimation, since the frequency domain SNR estimation in the basic pilot

scheme does not produce any interpolation errors and the CP length is long enough

(L = 32 samples) to avoid the interference due to ISI and ICI.

On the contrary, the effects of null-guard tones and CIR power leakage result in

the estimation error floor at high SNRs for the DFT-based method in the modified -

1 scheme. The benefit of the enhanced windowing given by Equation (3.14) is

not as evident as it was in channel A (Fig. 3.4), because the longer delay spread

reduces the coherence bandwidth making the simple approximation for the null bins

(using Equation (3.15)) even less valuable. The achieved MSE gain of ‘Modified -1

in channel C, β = 4’ curve over the ‘Modified -1 in channel C’ in Fig. 3.5 is almost

two times less than in channel A and about 3.5 dB at SNR = 30 dB.
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Figure 3.5: Coarse noise variance estimation in a 2 × 1 OFDM for HIPERLAN/2
channel C.

In addition, interference power is present in this scheme due to ISI and ICI,

caused by the reduced CP length to 800 ns (note τx = 1050 ns for channel C).

Interference power is shown by the dotted line in Fig. 3.5. It was obtained by

Equation (2.11), indicating that the interference error is well below the error floor

of the noise variance estimation curves in the modified -1 scheme. Thus, CIR power

leakage and tone allocation by means of simple approximation (Equation (3.15))

dominate the error floor of the noise variance estimation in the modified -1 pilot

symbol structure.

Clearly, in realistic scenarios based on the 802.11a OFDM system parameters

and HIPERLAN/2 channel models, the noise variance estimation given by Equation

(3.13) gives poor performance at high SNRs and therefore the DFT-based method

should be regarded as the coarse noise variance estimation technique.

However, in some applications, such as the real time LMMSE channel estimation

evaluated in section 5.1, it is only required that the coarse SNR estimation defines

a threshold level between the low and high SNRs. A typical threshold level would
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be −10 dB and this is shown by the dashed line in Fig. 3.4 and Fig. 3.5. Both, the

frequency based and DFT-based noise variance estimation algorithms are suitable

for this kind of application.

3.3 Maximum Excess Delay Estimation

3.3.1 Estimation Method in MISO OFDM

The LMMSE channel estimation in MISO OFDM with interleaved subcarriers ex-

ploits correlation function of the multipath channel for filtering and interpolation

between the measured subchannels to enhance the channel estimation accuracy in

the non-measured subchannels. The correlation function requires prior knowledge

of the maximum excess delay, τx, if the channel is with a uniform power delay profile

or r.m.s. delay spread, τrms, if the channel is with an exponential power delay profile

[82].

The maximum excess delay of the power delay profile is defined by the time delay

during which multipath energy falls to ρ dB below the maximum of the power delay

profile, and can be determined from θ(τm) [13]. In OFDM systems, subchannels

exhibit frequency nonselective or flat fading, as the maximum excess delay is less

than the OFDM symbol duration (τx < Tf ). Thus, τx can be obtained by pass-

ing the observed CIR, given by Equation (2.6), through the predefined multipath

power threshold level, ρ. The most significant tap delay at time delay τx ≤ L, cor-

responding to the multipath component that is above ρ, will indicate the estimated

maximum excess delay, τ̂x, given by [82]

τ̂ j
x = arg max

l
{10 log10(|hj(l)|

2) > ρ}. (3.16)

where the superscript (·)j denotes transmitter j and hj(l) is obtained by the IDFT

transformation of P̃j, given by Equation (3.2) or Equation (3.5). Sample l varies

from 0 to L− 1.

The multipath power threshold level, ρ, is used to differentiate received multipath

components and thermal noise. If ρ is set too low, then the noise will be processed as

multipath giving rise to the maximum excess delay estimation, τ̂ j
x [13]. Conversely,
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if ρ is set too high, the maximum excess delay will be underestimated.

3.3.2 Numerical Results

The maximum excess delay estimation given by Equation (3.16) was carried out in

the 802.11a framework for a 2×1 diversity scheme in the basic (Fig. 2.7(a) forQ = 2)

and modified -1 (Fig. 2.7(b) for Q = 2) pilot symbol structures. HIPERLAN/2 non-

sample spaced channel A and C were used in simulations.

In the basic pilot symbol structure, only the first 24 samples (out a possible

L = 32) were used in Equation (3.16) in order to filter out the leakage components

at the most significant taps of the observed CIR (refer to Fig. 3.3(a)). In the

modified -1 scheme, all 16 samples were used for the τ̂ j
x estimation. A perfect time

and frequency synchronisation and also a perfect knowledge of SNR was assumed at

the receiving end in the simulations. The total transmit power was normalized to

unity. The threshold level, ρ, was set to a fixed value of −24 dB (−(max(SNR)− 6)

dB, for SNR varying from 0 to 30 dB) of the maximum peak in the normalised CIR.

The threshold level of −24 dB was chosen to ensure a good estimation performance

for high SNRs.

The maximum excess delay estimation at each SNR value was evaluated using

1000 trials of randomly generated channels. Two long OFDM pilot symbols were

simultaneously sent from each of two transmit antennas through a fading multipath

channel for one or another pilot symbol structure. A new channel was randomly

generated for each pilot sequence, but the channel remained constant over the se-

quence.

The null-guard tones were set according to Equation (3.15) in the modified -1

scheme and according to the following equations in the basic pilot scheme

P̃1(k) =







(P̃1(2) + P̃1(62))/2 k = 0;

(P̃1(26) + P̃1(38))/2 k = 28, 30, . . . , 36,
(3.17)

and

P̃2(k) =
{

(P̃2(25) + P̃2(39))/2 k = 27, 29, . . . , 37, (3.18)

corresponding to antenna j = 1 and j = 2.
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Figure 3.6: Maximum excess delay estimation for channel A (actual τx = 390 ns or
7.8 samples) in a 2 × 1 MISO OFDM.

Results for mean and standard deviation of the maximum excess delay estima-

tion, τ̂x, in channel A are presented in Fig. 3.6.

As shown in Fig. 3.6, the mean maximum excess delay estimation using the

modified -1 scheme remains within 9−10 samples at high SNRs (≥ 20 dB), compared

to the actual 7.8 samples for channel A (refer to Table 2.2). However, the standard

deviation shows that the estimation error can vary up to 3 samples, with the worst

variations evident at high SNRs. This is due to the leakage that affects the most

significant taps within the CP window of the observed CIR. At low SNRs, the

estimation error of τx can be as high as 100% (particularly at SNR = 0 dB), which

is mainly because of the large presence of noise in the measured CIR.

In the basic pilot scheme, the estimation error of τx becomes greater compared

to the modified -1 scheme as a result of longer window size used in the former scheme

with 24 samples. This causes more noise and more leakage presence in the mean

and standard deviation estimation of the maximum excess delay and especially in

channels with small delay spreads, as for example channel A. The estimation ac-
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Figure 3.7: Maximum excess delay estimation for channel C (actual τx = 1050 ns or
21 samples) in a 2 × 1 MISO OFDM.

curacy is also affected by a reduced IDFT size to 32 points compared to 64 in the

modified -1 scheme.

By contrast, when channel delay spread is large the basic scheme performs better

compared to the modified -1 scheme. This is shown in Fig. 3.7 for channel C with

τx = 21 samples (refer to Table 2.2). Thus, greater CP window in the basic scheme

gives closer τx estimation accuracy (particularly at SNR ≥ 20 dB with estimated

τx ≈ 22.5 samples). The greater CP window size also causes more leakage presence

at the most significant taps in the observed CIR, which explains larger standard error

at high SNRs (approximately 2.5 samples compared to 1 sample in the modified -

1 scheme). However, the modified -1 scheme underestimates the maximum excess

delay due to the shortened CP length to 16 samples as shown in Fig. 3.7.
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3.4 R.M.S. Delay Spread Estimation

3.4.1 Estimation Method in MISO OFDM

The maximum excess delay, τx, is not a complete characteristic of a multipath

channel because different channels with the same τx can exhibit very different profiles

of signal over the same delay span [52]. Often the multipath channel is characterised

in terms of r.m.s. delay spread, τrms. The r.m.s. delay estimation can be used

for correlation coefficient calculation (refer to Equation (2.19), when correlation

properties of the multipath channel are necessary for channel estimation such as

LMMSE algorithm for example.

The r.m.s. delay spread is the square root of the second central moment of the

power delay profile and can be determined from θ(τm) [13]. τrms estimation of the

observed CIR, corresponding to transmit antenna j , can be expressed as

τ̂ j
rms =

√

√

√

√

√

√

√

√

√

τ̂j
x−1
∑

l=0

|hj(l)|2l2

τ̂j
x−1
∑

l=0

|hj(l)|2

−











τ̂ j
x−1
∑

l=0

|hj(l)|2l

τ̂j
x−1
∑

l=0

|hj(l)|2











2

, (3.19)

where the superscript (·)j denotes transmitter j .

To improve the quality of τ̂ j
rms estimation given by Equation (3.19), the multipath

power components of the observed CIR, |hj(l)|
2, can be initially passed through the

predefined multipath power threshold level, ρ, such that

hj(l) =







hj(l) 10 log10(|hj(l)|
2) > ρ,

0 otherwise,
(3.20)

restricting the observed CIR, hj(l), to be within the CP length, L.

Similar to the maximum excess delay estimation, if the constant, ρ, is set too

low, then the noise will be processed as multipath giving rise to the r.m.s. delay

spread estimation, τ̂ j
rms [13]. Conversely, if ρ is set too high, the r.m.s. delay spread

will be underestimated.
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Figure 3.8: R.M.S. delay spread estimation for channel A (actual τrms = 50 ns or 1
sample) in a 2 × 1 MISO OFDM.

3.4.2 Numerical Results

Simulations for τ̂rms estimation were carried out with the same parameters as for τ̂x

estimation defined in Section 3.3. The results for channel A are presented in Fig.

3.8.

As shown in Fig. 3.8, the mean r.m.s. delay spread estimation using the modified -

1 scheme remains within 1.3 samples at high SNRs (≥ 20 dB), compared to the

actual 1 sample for channel A (refer to Table 2.2). The standard deviation also

shows a reasonable accuracy with the variation of 0.3 samples at high SNRs. The

worst standard error is evident at low SNRs and is due to the poor noise conditions.

This is also true for the mean r.m.s. delay spread estimation at low SNRs, when

the estimation error of τrms can be as high as 3.5 samples (particularly at SNR = 0

dB).

Similar to τx estimation, the estimation error of τrms in the basic pilot scheme

becomes greater compared to the modified -1 scheme as a result of a relatively longer

window size used in the former scheme. This causes more noise and more leakage
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Figure 3.9: R.M.S. delay spread estimation for channel C (actual τx = 150 ns or 3
samples) in a 2 × 1 MISO OFDM.

presence in the CIR and especially in channels with small delay spreads as in channel

A. The estimation accuracy is also affected by a reduced IDFT size to 32 points

compared to 64 in the modified -1 scheme.

When channel delay spread is large, the modified -1 scheme demonstrates an

evident r.m.s. delay spread underestimation and especially at high SNRs. This

is shown in Fig. 3.9 for channel C (with 2.8 samples at SNR ≥ 20 dB compared

with actual 3 samples). This scheme though produces better estimation accuracy

compared to the basic scheme. Poorer estimation accuracy in the latter one can be

explained by the CIR smearing in the longer CP window as a result of leakage and

also due to poorer accuracy in the CIR measurement using the half size IDFT. In

addition, the null-guard tones even further degrade the CIR measurement.

3.4.3 Alternative Techniques for Delay Spread Estimation

Some alternative techniques for delay spread estimation can be found in [83], [84].

Both these techniques have been developed for continuos OFDM systems and use
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the correlation of the CP extension of the received OFDM symbols prior to the

DFT transformation in the OFDM demodulator. The correlation methods generally

produce a better performance and can be adapted to a packet type MISO OFDM.

This is left for future work.

3.5 Summary

In this chapter, the estimation of channel statistics was presented for OFDM systems

with transmitter diversity in HIPERLAN/2 channels. Specifically, coarse channel

estimation was analysed for various pilot symbol structures in a transmit diversity

environment. Closer spacing between the subcarriers produces less interpolation

error and makes the modified schemes a better choice than the basic scheme, when

postfiltering is required such as, for example, the LMMSE technique.

The SNR, maximum excess delay and r.m.s. delay spread of the power delay

profile estimation algorithms were also evaluated in presence of the CIR leakage and

null-guard tones (generally used in OFDM-based WLANs). These parameters were

obtained from the LS estimation in real time. They can be used to further enhance

the LMMSE estimation accuracy in a changing channel environment.

The frequency domain SNR estimation method in the basic pilot symbol struc-

ture is a better performing technique than the DFT-based approach in the modified

schemes. This is because SNR estimation in the frequency domain is solely obtained

from the subchannels that are actually used in OFDM system. The DFT-based

method requiring transformation to the time domain is affected by the CIR smear-

ing and null-guard tones. These two problems also affect the maximum excess delay

and r.m.s. delay spread estimation as the IDFT transformation is necessary. If the

multipath channel produces a CIR that is confined to the CP length, the modified -1

scheme results in a better τx and τrms estimation quality due to the closer spacing

between the subchannels and therefore higher accuracy of the CIR measurement.

By contrast, in channels with long echoes the basic pilot structure (with the double

length CP) produces higher accuracy of the CIR measurement than the modified -1

scheme, particularly at high SNRs.
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Chapter 4

Channel Estimation in WLANs

with Transmitter Diversity

In this chapter, three channel estimation algorithms are compared in WLANs with

transmitter diversity. Two algorithms use a temporal approach (often called DFT-

based) and have been evaluated by other authors in outdoor channels, such as the

2-ray, typical urban (TU) and hilly terrain (HT) [16], [19]. The third algorithm

is a frequency domain method and has been evaluated in previous work for a 7-

path fading channel with an exponentially decaying power delay profile [58]. In the

following sections, the MSE performance is analysed for these three algorithms in

a 2 × 1 diversity scheme in an indoor environment (HIPERLAN/2 NLOS channel

models A and C [45]). In addition, MSE performance is presented for a sample-

spaced 2-ray channel for a reference. The CIR lies within the CP length for all the

channel models. It is shown that the frequency domain method outperforms the

temporal method in realistic scenarios based on HIPERLAN/2 non-sample spaced

channels. The poorer performance of the temporal approach is due to the leakage

problem, which causes energy loss with the CIR windowing. In addition, null-guard

tones are often used in WLANs, which can lead to an accuracy loss in the CIR

measurement, when DFT processing is involved. It can further degrade the channel

estimation accuracy when a temporal method is used.
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4.1. Temporal Approach

4.1 Temporal Approach

Two temporal channel estimation algorithms have been evaluated by other authors

and can be briefly summarised as follows [16], [19].

4.1.1 Full Complexity Algorithm

Two transmit antennas, j = 1, 2, simultaneously send two different OFDM pilot

symbols defined by Equation (2.21), with zero mean and variance σ2
x = 1. The

temporal estimation of h(l) is found by minimizing the following MSE cost function

[16]

C
({

h̃j(l); j = 1, 2
})

=
K−1
∑

k=0

∣

∣

∣

∣

∣

(

y(k) −
2
∑

j=1

L0−1
∑

l=0

h̃j(l)W
kl
K xj(k)

)∣

∣

∣

∣

∣

2

. (4.1)

The basic approach of the algorithm defines the entries to the stacked vector, z,

and partitioned matrix, Q, such that

zj(l)
∆
=

K−1
∑

k=0

y(k)x∗j(k)W
−kl
K (4.2)

and

qjj ′(l)
∆
=

K−1
∑

k=0

xj(k)x
∗

j ′(k)W−kl
K , (4.3)

where j ′ = 1, 2 and also denotes the transmit antenna number, the superscript (·)∗

denotes the complex conjugate.

Vector z and matrix Q are given by [16]

z
∆
=





z1

z2



 (4.4)

and

Q
∆
=





Q11 Q21

Q12 Q22



 , (4.5)

where column vector zj and matrix Qjj ′ are defined by

zj
∆
= [zj(0), zj(1), . . . , zj(L0 − 1)] (4.6)
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and

Qjj ′

∆
=

















qjj ′(0) qjj ′(−1) · · · qjj ′(−L0 + 1)

qjj ′(1) qjj ′(0) · · · qjj ′(−L0 + 2)
...

. . .
. . .

...

qjj ′(L0 − 1) qjj ′(L0 − 2) · · · qjj ′(0)

















, (4.7)

for the first L0 taps of the observed CIR.

Hence, vector h̃ can be estimated by means of the time domain Wiener-Hopf

equation as follows

h̃ = Q−1z, (4.8)

where h̃ is the stacked vector that can be expressed in terms of antenna j as follows

h̃
∆
=





h̃1

h̃2



 , (4.9)

for column vectors h̃ that are defined by

h̃j
∆
=
[

h̃j(0), h̃j(1), . . . , h̃j(L0 − 1)
]

. (4.10)

In the described channel estimation method, matrix Q−1 has to be calculated for

size 2L0 × 2L0 and vector z for length 2L0 every time when pilot symbols are sent.

However, in WLANs the the training block is known to the receiver and therefore

Q−1 can be precalculated in advance. Furthermore, the estimation approach given

by Equation (4.8) can be further simplified, when only significant taps of the CIR

are identified out the first L0 samples. This is shown in Fig. 4.1 for a 64-subcarrier

OFDM that operates in HIPERLAN/2 channel A. The plot in Fig. 4.1(a) shows the

observed CIR. The plot in Fig. 4.1(b) turns to zero all but the 5 significant taps of

the CIR.

A number of significant taps choice depends on both the computational complex-

ity and the required performance of the estimator. In systems with high SNRs, the

estimation error of hj can be made small, but the estimation error of Hj can mainly

be caused by the leakage. Hence, the number of significant taps should be larger to
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Figure 4.1: Significant tap catching technique in 64-subcarrier OFDM: (a) observed
CIR of noiseless HIPERLAN/2 channel A; (b) 5 significant taps out the first L0.

reduce the leakage. On the contrary, for low SNRs, the relative estimation error for

those taps with small amplitude, is very large; hence, the number of significant taps

should be smaller [16].

Further improvement of channel estimation accuracy can be achieved in the

temporal method by exploiting the time correlation of the channel (or in other

words the correlation between different OFDM blocks i symbols apart), as proposed

in [16].

4.1.2 Reduced Complexity Algorithm

The channel estimation algorithm evaluated in [19] is a reduced complexity algorithm

of that described in the previous section, and based on the following assumption.

The channel subcarrier responses are correlated. This is due to the limited delay

spread of the channel and therefore subcarrier 2κ can be expressed in terms of

subcarrier (2κ+ 1) such that [19]
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Hj(2κ) = Hj(2κ+ 1), (4.11)

where κ = 0, 1, . . . , K/2 − 1.

The following variables are also defined such that

uj(κ)
∆
=

y(2κ)

x3−j(2κ)
−

y(2κ+ 1)

x3−j(2κ+ 1)
(4.12)

and

sj(κ)
∆
=

xj(2κ)

x3−j(2κ)
−

xj(2κ+ 1)

x3−j(2κ+ 1)
. (4.13)

With these, the elements of vector zj and matrix Qj are defined by

zj(l)
∆
=

K/2−1
∑

κ=0

uj(κ)s
∗

j(κ)W
−2κl
K/2 , (4.14)

and

qj(l)
∆
=

K/2−1
∑

κ=0

|sj(κ)|
2(k)W−2κl

K/2 . (4.15)

Hence, the CIR corresponding to antenna j can be estimated as follows [19]

h̃j = Q−1
j zj, (4.16)

where matrix Q−1
j is of size L0 × L0 and vector zj is of length L0, i.e. half the size

of matrix Q−1 and half the length of vector z from Equation (4.8). Matrix Q−1
j is

given by

Qj
∆
=

















qj(0) qj(−1) · · · qj(−L0 + 1)

qj(1) qj(0) · · · qj(−L0 + 2)
...

. . .
. . .

...

qj(L0 − 1) qj(L0 − 2) · · · qj(0)

















, (4.17)

and vector zj is given by Equation (4.6). Therefore, the sizes of matrix inverse and

FFTs required in the channel estimation given by Equation (4.16) are reduced by

half [19].

Similar to the algorithm evaluated in [16], the complexity involved in the Q−1
j

calculation can be further reduced by using only significant channel taps.
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Figure 4.2: The leakage of a unity gain path zero due to non-sample spaced channel,
K = 64 and β = 4.

In addition, in non-sample spaced channels a further improvement of the channel

estimation accuracy has been achieved applying a pre-advancement of the timing

point to the observed CIR for β samples [19]. The effect of pre-advancement for

β = 4 samples is shown in Fig. 4.2 for a unity gain path zero that lies in delay

interval (0 < τm < 1).

This simple method results in less energy smearing of the total CIR energy

outside the CP length compared with Fig. 2.2. Particularly, the use of β = 4 can

reduce the total energy leakage from approximately −11 dB to −23 dB, depending

on the actual delay interval, τm.

4.2 Frequency Domain Approach

The frequency domain channel estimation algorithm (that will be further analysed

in Chapter 5) is also based on the correlation properties between the subchannels in

OFDM that is because of the limited delay spread of the channel [57], [19]. Thus,

interleaved OFDM pilot symbols in the frequency domain can be used for channel
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estimation [72].

The pilot symbols in a 2×1 scheme for the frequency domain orthogonal preamble

are defined by Equation (3.1) and shown in Fig. 2.7(a).

The corresponding frequency domain estimates of true, with no mismatch, Hj(k)

values are found by minimizing the following MSE cost function

C
({

Ĥj(k); j = 1, 2
})

=
2
∑

j=1

K/2−1
∑

k=0

∣

∣

∣
Ĥj(2k + j − 1) −Hj(2k + j − 1)

∣

∣

∣

2

. (4.18)

Based on the initial LS estimation vector, P̃j, given by Equation (3.2), the fine

channel estimation, Ĥj(k), is obtained by exploiting the frequency correlation of

the channel parameters [17], [57]. This is accomplished by means of the LMMSE

processing method, as the LMMSE performs both filtering and interpolation of the

input LS estimation vector at once [85]-[87].

The LMMSE channel estimation vector, Ĥj(k), in OFDM using BPSK modu-

lated subcarriers can be given by [4]

Ĥj
∆
= R

Hj P̃j
R−1

P̃j P̃j

P̃j =

[

RHjPj

(

RPjPj
+

1

SNR
I

)

−1
]

P̃j , (4.19)

where R
Hj P̃j

∆
= RHjPj

is the cross-correlation matrix between the channel attenua-

tions, Hj , and channel attenuations, Pj , at the pilot positions. R
P̃j P̃j

∆
=
(

RPjPj
+ 1

SNR
I
)

is the auto-correlation matrix of the channel attenuations, Pj , at the pilot positions.

I is the identity matrix and SNR is the expected value of SNR [57].

In practice, the fixed weighting matrix, Wj , in Equation (4.19) given by

Wj
∆
= R

Hj P̃j
R−1

P̃j P̃j
, (4.20)

needs to be calculated just once, based on expected values of SNR and τrms in chan-

nels with exponentially decaying power delay profile. Then, the coefficients of Wj

can be stored in a LUT [57]. In operation, the LMMSE channel estimation, Ĥj, can

be obtained by simply multiplying the LUT’s coefficient contents by the LS estima-

tion vector, P̃j . Thus in a Q×1 diversity scheme, K/Q complex multiplications are

required per one subchannel corresponding to transmit antenna j .

To further improve the channel estimation accuracy, the r.m.s. delay spread,
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4.3. Comparison of the Channel Estimation Methods

τrms, and SNR values can be estimated in real time, as it has been evaluated in

Chapter 3. With these, more than one set of fixed weighting matrices can be pre-

calculated in advance and stored in the LUTs. Then, after τrms and SNR estimation

from the initial LS observation, the most appropriate fixed weighting matrix, Wj ,

can be selected from a group of LUTs in order to obtain fine channel estimation

using Equation (4.19).

The real time LMMSE channel estimation algorithm will be further analysed in

Section 5.1.

4.3 Comparison of the Channel Estimation Meth-

ods

A frequency domain channel estimation method that solely optimises a CFR in the

frequency domain can be thought of as a more relevant channel estimation approach

in WLANs than a temporal method that optimises a CIR in the time domain. The

latter approach requires the IDFT transformation of the observed CFR [57], [67].

The MSE cost function for the frequency domain and temporal channel estimation

methods are given by Equations (4.18) and (4.1) respectively.

A frequency domain channel estimation method is a better choice in WLANs

because of two limiting factors that affect a temporal method. These are the leakage

problem in a non-sample spaced channel environment and null subcarriers that are

generally used in OFDM-based WLANs. These are analysed below for a SISO

OFDM as being common problems for any OFDM system with or without multiple

antennas.

4.3.1 Leakage Problem

Consider a SISO OFDM system with no null subcarriers operating in a multipath

channel with a CIR of unit power that is confined to the CP length. Then for

a sample-spaced channel, a power relationship between the filtered CIR that is

obtained by widowing out the first L0 samples and the observed CIR before the

widowing, can be written such that [20]
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E

{

L0−1
∑

l=0

∣

∣

∣
h̃(l)

∣

∣

∣

2
}

= E

{

K−1
∑

l=0

∣

∣

∣
h̃(l)

∣

∣

∣

2
}

= 1. (4.21)

The observed CIR, h̃(l), is obtained by the IDFT transformation of a noisy LS

estimation vector H̃. h̃(l) in vector notation can be given by

h̃ =
1

K
F−1H̃, (4.22)

where the Fourier matrix, F, is given by Equation (3.10) for Q = 1.

Windowing out the first L0 channel impulse responses and transferring them back

to the frequency domain will reduce the noise variance in the channel estimation to

N0
L0

K
[66]. The windowing operation is given by

h̃(l) =







h̃(l) 0 ≤ l < L0,

0 elsewhere.
(4.23)

On the other hand, the power relationship given by Equation (4.21) for a non-

sample spaced channel becomes corrupted by leakage given by Equation (2.7), hence

E

{

L0−1
∑

l=0

∣

∣

∣
h̃(l)

∣

∣

∣

2
}

< E

{

K−1
∑

l=0

∣

∣

∣
h̃(l)

∣

∣

∣

2
}

. (4.24)

As a result of the windowing operation (Equation (4.23)), the lost CIR power

in the right hand side of Equation (4.24) can cause degradation of the frequency

domain channel estimation MSE. This is illustrated in Fig. 4.3.

As the CIR window size, L0, is increased, the leakage is reduced but the noise

variance is raised. Thus, at high SNRs the non-sample spaced curves decrease MSE

with the window size, while the sample-spaced curves increase MSE.

In Fig. 4.3, an equal power 2-ray multipath channel was simulated in the SISO

OFDM system using 64 subcarriers (no null bins). The CIR lay within the CP

length. One OFDM pilot symbol was sent through the channel and channel esti-

mation was obtained by the DFT transformation of the measured (observed) CIR,

h̃(l), for various window sizes, L0. The simulator operated at fixed SNR values of

10 and 30 dB, at the sampling rate, Ts = 50 ns.

The frequency domain MSE performance is presented for both sample-spaced and
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Figure 4.3: MSE vs CIR window size for a 2-ray channel in 64-subcarrier OFDM.

non-sample spaced channels with τrms of 100 ns and 112.5 ns respectively. In the non-

sample spaced channel, the windowing operation leads to an irreducible estimation

error, which dominates the performance for high SNRs (unless the window size, L0,

is equal to the DFT length, K = 64, as shown in Fig. 4.3). In this case all the

curves have the same performance (MSE = SNR of the channel).

The MSE performance can be improved in non-sample spaced channels, if a pre-

advancement of the timing point, β, is used [19]. This is particularly effective at

high SNRs as shown in Fig. 4.3 for β = 4.

It should be also noted that the leakage problem does not affect the estima-

tion accuracy of the frequency domain channel estimation, as the frequency domain

channel estimator is operating solely on the measured subcarriers in the frequency

domain [57].
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4.3.2 Null Subcarriers

Null subcarriers are often used in OFDM to meet the spectral regulations of a

communication system, as for example in IEEE 802.11a and HIPERLAN/2 WLANs.

12 subcarriers including zero bin are set to zero in both standards out of 64 possible

subchannels [38], [39]. These are summarised in Table 2.1.

When the total number of used subcarriers, Kts, is less than the FFT length, K ,

then in general [67]

trace

[

E

{

(

H̃ − H
)(

H̃ −H
)H
}]

6= trace

[

E

{

(

h̃− h
)(

h̃− h
)H
}]

, (4.25)

where H̃ and h̃ are defined in Equation (4.22) and h denotes noiseless CIR.

Furthermore, the frequency domain channel estimation approach only operates

on the Kts subcarriers that will actually be used in the OFDM system, i.e. the null

bins will not affect the estimation accuracy in a frequency domain method.

On the contrary, when a temporal estimation approach is used the null bins can

lead to an accuracy loss of the CIR vector estimation, h̃, which is obtained by the

IDFT transformation of the measured CFR vector, H̃.

To illustrate the performance degradation of a temporal channel estimation

method caused by the null bins, the SISO OFDM input-output description can

be rewritten in matrix notation as follows [20]

y = XFh + n, (4.26)

where X is the diagonal matrix containing pilot symbols x(k), given by

X =

















x(0) 0 . . . 0

0 x(1)
. . .

...
...

. . .
. . . 0

0 . . . 0 x(K − 1)

















, (4.27)

and the Fourier matrix, F, is given by Equation (3.10) (when Q = 1).

By analysing calculations of the received vector, y, given by Equation (4.26),

any zero value on the diagonal in Equation (4.27), will ‘erase’ a corresponding row

entry in the CIR column vector, h. Thus, h(l) and y(k) values corresponding to null
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Table 4.1: Channel Estimation Complexity for a 2 × 1 Diversity Scheme

Method Complex Multiplications

Full complexity temporal (Section 4.1.1) 4L2
0 + 4FFTK

Reduced complexity temporal (Section 4.1.2) 2L2
0 + 2FFTK/2 + 2FFTK

Frequency domain (Section 4.2) K2

bins cannot be seen by the receiver. This is particularly a problem in non-sample

spaced channels, when after the sampling of the observed LS estimation vector, H̃,

the CIR energy leaks to all K taps. The CIR power smearing can further degrade

the channel estimation accuracy when a temporal method is involved, requiring in

fact the CIR measurement.

One way to improve the CIR estimation quality caused by the null-guard tones is

a tone allocation on the null bins according to the average of measured subchannels

that surround them. This is given by Equation (4.31). The tone allocation can

reduce the transient effect when DFT processing is involved [30].

4.3.3 Complexity Analysis

For a packet type OFDM system the training symbols are known at the receiving

end. Hence, the required matrix inversion can be precalculated in advance for all

three channel estimation algorithms. The complexity involved in channel estimation

computation will be presented in terms of required complex multiplications for BPSK

modulated pilot signals. K -point FFT has a computation order of (K/2) log2(K)

[88]. As the exact complexity can vary depending on the FFT implementation,

FFTK will be used as the complexity expression rather than the number of complex

multiplications. Also, the complexity of the frequency domain channel estimation

algorithm will be presented for a single set of precalculated fixed weighting matrix

coefficients. This is summarised in Table 4.1 for the three channel estimation al-

gorithms in a 2 × 1 diversity scheme that employs two sets of channel estimation

vectors Ĥj. It should be also noted that for both temporal channel estimation meth-

ods, a final K -point FFT is required for obtaining the frequency domain channel

estimation vector, Ĥj, given by Equation (4.30) as equalisation is performed in the

frequency domain.
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For example, when using BPSK modulated pilot signals the required number of

complex multiplications for K = 64 and L0 = 16 is given as follows

4L2
0 + 4FFTK = 4 · 162 + 4 · (64/2) · log2(64) = 1792,

2L2
0 + 2FFTK/2 + 2FFTK = 2 · 162 + 2 · (32/2) · log2(32) + 2 · (64/2) · log2(64) = 1056,

K2 = 642 = 4096.

In this example, it turns out that the frequency domain channel estimation

algorithm is the most complex in terms of the required complex multiplications. A

complexity reduction for the LMMSE channel estimator will be evaluated in the

following chapters.

4.4 Numerical Results

The frequency domain channel estimation MSE performance for BPSK, averaged

over 2000 OFDM pilot symbol blocks, was evaluated for three channel estimation

algorithms described in Sections 4.1 and 4.2.

The simulations were carried out in HIPERLAN/2 non-sample spaced channels

A and C for a 2 × 1 diversity scheme within the 802.11a framework, with OFDM

parameters given in Table 2.1. Perfect SNR, maximum excess delay τx and r.m.s. de-

lay spread τrms knowledge were assumed at the receiving end and the total transmit

power was normalised to unity.

The frequency domain channel estimation MSE, Ĥj, corresponding to antenna j

is given by [35]

MSEj
∆
=

1

K
trace[Ψj ], (4.28)

where Ψj is the auto-covariance matrix of the estimation error corresponding to

antenna j , given by

Ψj
∆
= E

{

(

Ĥj − Hj

)(

Ĥj −Hj

)H
}

. (4.29)
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For two temporal algorithms, vector Ĥj was obtained by the DFT transformation

of the CIR estimates given by Equations (4.9) and (4.16) respectively as follows

Ĥj = Fh̃j . (4.30)

where the Fourier matrix, F, is given by Equation (3.10) (when Q = 1) and vector

hj was extended to length K using zero padding.

Two long OFDM pilot symbols were simultaneously sent from each of two trans-

mit antennas through a fading multipath channel 1000 times. For each iteration, a

new channel was randomly generated and remained constant over the length of the

two consecutive symbols.

The basic pilot symbol structure, shown in Fig. 2.7(a), was used for the frequency

domain channel estimation algorithm. The number of significant taps, L0, was

chosen such that L ≥ L0 ≥ τx in both algorithms using the temporal approach. In

addition, the null-guard tones were set according to the average of adjacent measured

subcarriers to reduce transient effect for both temporal methods, given by

y(k) =







(y(1) + y(63))/2 k = 0;

(y(26) + y(38))/2 k = 27, 28, . . . , 37.
(4.31)

Before processing, using one or another temporal channel estimation algorithms,

the average of the two consecutive pilot symbols was obtained at the receiving end.

The averaged received vector, ỹ, is given by

ỹ =
1

2
(y(0) + y(1)) , (4.32)

for i = 0, 1.

The LS estimation of the frequency domain channel estimation for the basic pilot

scheme is given by Equation (3.2).

Fig. 4.4 presents simulation results for channel A revealing that the frequency

domain channel estimation algorithm is a better performing channel estimation tech-

nique when the channel is non-sample spaced.

L0 was set to 18 samples for both full and reduced complexity temporal methods

as a trade-off between the noise reduction by a factor of L0/K at low SNRs and
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Figure 4.4: MSE performance of three channel estimation algorithms in HIPER-
LAN/2 channel A.

estimation accuracy at high SNRs. Poorer performance of both methods is mainly

because of the CIR power smearing. In addition, the presence of the null bins affects

the estimation accuracy of the temporal algorithms. Pre-advancement of the timing

point, β = 8, was also used to extend L0 (refer to Fig. 3.3) that improved the MSE

error floor for both temporal techniques. In particular, the improvement is almost

7 dB for the full complexity algorithm, as shown in Fig. 4.4. The extended L0 for

β samples also contributes to the channel estimation performance improvement at

high SNRs.

Fig. 4.4 also presents the MSE performance for a simple LS estimation in SISO

802.11a using an average of the two consecutive pilot symbols (given by Equation

(3.2) for Q = 1). As a result of averaging, the MSE of the channel estimation is 3 dB

better than the expected MSE of data in SISO scheme. The ‘LS in SISO 802.11a’

curve is also plotted in Fig. 4.5 for a reference.

As the delay spread of a multipath channel increases, the coherence bandwidth of

the channel decreases and the MSE irreducible error floor rises for the reduced com-
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Figure 4.5: MSE performance of three channel estimation algorithms in HIPER-
LAN/2 channel C.

plexity temporal algorithm and also for the frequency domain algorithm that uses

interleaved subcarriers. Both algorithms become affected by the reduced correlation

between the measured subcarriers in channel C as shown in Fig. 4.5.

Despite the increased L0 to 24 samples for the temporal methods, the frequency

domain algorithm is still a better performing channel estimation technique (and

especially at high SNRs), as shown in Fig. 4.5. This would indicate that the gain

over a temporal approach, which is due to the leakage problem and null-guard tones,

outweighs the interpolation error that is due to the basic pilot symbol structure that

uses interleaved subcarriers in the frequency domain.

A temporal approach does outperform the frequency domain method when en-

ergy leakage and null-guard tones are not present. This is shown in Fig. 4.6 by the

MSE performance for BPSK OFDM, averaged over 1000 pilot blocks, with K = 64

and CP of 0.8 µs. The simulations were carried out in a sample-spaced equal power

2-ray channel with τrms = 50 ns (L0 = 3).

As shown in Fig. 4.6, both temporal algorithms outperform the frequency do-
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Figure 4.6: MSE performance of three channel estimation algorithms in a sample-
spaced equal power 2-ray channel with τrms = 50 ns.

main method, particularly at high SNRs that is mainly because of the noise reduction

by a factor of L0/K.

4.5 Summary

In this chapter, the frequency domain MSE of three channel estimation algorithms

was analysed in WLANs with transmitter diversity for in an indoor, rich scattering

channel environment. Two algorithms used a temporal approach (often called DFT-

based) for channel estimation, whereas the third algorithm used a frequency domain

approach. A temporal algorithm is a better performing estimation technique in

sample-spaced channels, especially if a significant tap catching approach is employed.

The latter reduces the CIR window size to a length of L0 << K and therefore the

channel estimation noise variance by a factor of L0/K. However, communication

channels are generally non-sample spaced and this can cause CIR energy leakage

outside of the first L0 samples and across the entire K -point DFT length. Thus, the
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4.5. Summary

CIR windowing leads to the CIR energy loss for a temporal estimation technique

and hence causes an irreducible MSE error floor at high SNRs. In addition, WLANs

generally use null-guard tones that can degrade the accuracy in CIR measurement

by the IDFT transformation, which can further degrade the MSE performance of

a temporal method. On the other hand, the frequency domain algorithm with

interleaved subcarriers can be affected by interpolation errors in dispersive channels

that can also cause MSE degradation. This is especially true for high diversity

orders in multipath channels with large delay spreads.

In a 2 × 1 diversity scheme with 802.11a pilot symbol overhead, the frequency

domain channel estimation algorithm appears to be a better choice for practical sce-

narios based on HIPERLAN/2 channel models. However, this algorithm is the most

complex compared to two others in terms of the required complex multiplications.

The complexity reduction for the LMMSE channel estimator will be evaluated in

the following chapters.
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Chapter 5

LMMSE Channel Estimation in

WLANs with Transmitter

Diversity

In the previous chapter, it has been shown that a frequency domain channel estima-

tion method is a better choice in MISO WLANs than a temporal approach. This

chapter further evaluates this idea and presents a simple way in which the LMMSE

channel estimation can be adopted to cater for the changing channel environments

and which avoids an auto-correlation matrix inversion [58]. LMMSE complexity

forces practical systems to preprocess the fixed weighting matrix for a single set of

fixed values of SNR and r.m.s. delay spread in channels with an exponentially de-

caying power delay profile [57]. In the following section near LMMSE performance

of the channel estimation is obtained by measuring the SNR and τrms of the channel.

Given SNR and τrms estimates, the most appropriate fixed weighting matrix can be

selected from a group of LUTs precalculated in advance, based on combinations

of expected values for SNR and τrms. Three LUTs are found to be sufficient for

practical intents.

Furthermore, LMMSE channel estimation is analysed for the three pilot symbol

structures introduced in Chapter 2. The channel estimation accuracy and complex-

ity are compared to a reduced complexity LMMSE with a low rank approximation

by SVD. This work has been published in the journal “Wireless Personal Commu-

nications”, Kluwer.
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Figure 5.1: A simplified model for a real time LMMSE channel estimation in MISO
OFDM.

5.1 Real Time LMMSE Channel Estimation

5.1.1 Processing Model

Recalling the previous chapter, LMMSE is a conditional mean estimator that re-

quires prior statistical knowledge of channel parameters. The channel parameters

are changing depending on environment and also due to the motion of people and

objects in time. LMMSE complexity imposes a practical solution to precalculate

a fixed weighting matrix, Wj , given by Equation (4.20) in advance, based on the

expected SNR and τrms values (for a channel with an exponential power delay pro-

file). To further enhance the LMMSE channel estimation performance, the latter

parameters can be estimated in real time for selection of an appropriate LUT that

contains the precalculated coefficients of Wj.

A simplified model for a real time LMMSE channel estimation in MISO OFDM

that uses interleaved subcarriers in the frequency domain is shown in Fig. 5.1.

The LMMSE channel estimation vector, Ĥj, is expressed in terms of the ideal

channel estimation vector, Hj, given the LS estimation vector, P̃j, at the pilot

positions. Mathematically it can be described by

Ĥj = E
{

Hj|P̃j

}

. (5.1)

As shown in Fig. 5.1, vector Pj is determined by vector Hj decimated in the

frequency domain by a factor of Q (which also represents the transmit diversity

order in MISO OFDM). n is the additive complex Gaussian noise with zero mean

and variance N0 that symbolises the channel noise.

The model illustrates the effect of the interleaving of the OFDM pilot symbols in

66



5.1. Real Time LMMSE Channel Estimation

the frequency domain, representing the measured subsets, P̃j, each of length K/Q.

LMMSE processing performs filtering and interpolation of the noisy LS observation,

P̃j, to obtain the fine channel estimation vector, Ĥj, of length K corresponding to

transmit antenna j .

An exact expression for the LMMSE processing in MISO OFDM is given by

Equation (4.19). The statistical channel parameter estimation, shown in FIg. 5.1

by a block ‘Parameter Estimation’, are also obtained in real time based on the initial

LS estimation vector, P̃j. These have been evaluated in Chapter 3.

5.1.2 An MSE Goal

For good channel estimation, it is necessary to reduce the MSE to a level where it

has an insignificant effect on the BER performance of the system. That is, the error

in the channel estimation should be significantly less than the MSE on the data

symbols. The dashed line in Fig. 5.3 shows the expected MSE on a data symbol for

a given SNR. The line also shows the expected MSE performance of an LS channel

estimate (that uses a single pilot symbol). If the LS channel estimate was to be used

to equalise the data symbol, then the resulting output would include both errors

causing a 3 dB performance loss compared to theoretical coherent detection. The

performance would be almost the same as differential detection. To justify coherent

detection the channel estimation MSE should be below the expected SNR on data.

More generally

MSE(demodulation) = MSE(data) +MSE(Ĥj) (5.2)

and

MSE(degradation) =
MSE(demodulation)

MSE(data)
=

1 +
MSE(Ĥj)

MSE(data)
.

(5.3)

Fig. 5.2 plots the degradation given by Equation (5.3) versus MSE(data)

MSE(Ĥj)
and

shows that improving MSE(Ĥj) gives a diminishing return in overall performance.

This is doubly so when one considers complexity which goes up as
MSE(Ĥj)

MSE(data)
gets
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Figure 5.2: MSE degradation of data due to channel estimation error.

smaller.

An
MSE(Ĥj)

MSE(data)
between −3 dB and −6 dB will respectively produce an overall

performance within 1.8 dB to 1 dB of theoretical coherent detection. It will be

shown later that this is quite a challenge for MISO systems operating at high SNRs.

The fine dotted line in Fig. 5.3 shows the condition
MSE(Ĥj)

MSE(data)
= −3 dB. It also

represents the LS performance of double length pilots in a SISO environment. This

will be used later to define the boundary between acceptable and non-acceptable

channel estimation performance.

5.1.3 Numerical Results

The real time LMMSE channel estimation in MISO OFDM was simulated in a 2×1

diversity scheme within the 802.11a framework. The performance was evaluated

based on the channel estimation MSE given by Equation (4.28) and BER. The MSE

performance was evaluated as follows.

Two long pilot symbols (refer to Fig. 2.3) were simultaneously sent on interleaved

subcarriers from each of two transmit antennas using the basic pilot scheme shown
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Figure 5.3: Effect of τrms selection on channel estimation error in HIPERLAN/2
channel A (τrms = 50 ns) with 2 × 1 diversity scheme.

in Fig. 2.7(a). HIPERLAN/2 channels A and C (refer to Table 2.2) were used

in simulations. τrms was measured using Equation (3.19) and SNR was measured

using Equation (3.8). The initial LS estimation vector, P̃j, was obtained by means

of Equation (3.2).

A perfect knowledge of SNR was available for the group of curves in Fig. 5.3

and Fig. 5.4 to enable performance comparison of LMMSE for r.m.s. delay spread

measurement in real time. A perfect knowledge of r.m.s. delay spread of the power

delay profile, τrms, was available for the group of curves in Fig. 5.5 and Fig. 5.6 to

enable performance comparison of LMMSE for SNR measurement in real time.

In Fig. 5.3, the ‘Reference τrms = 50 ns’ curve shows LMMSE channel estimation

performance with perfect knowledge of both SNR and τrms in channel A.

LMMSE channel estimation, enhanced with IFFT measurement of τrms, has a

performance close to the reference curve (with an MSE loss of ≈ 1 dB at SNR = 20

dB) except for low SNRs, where the τrms measurement becomes corrupted by the

noise (refer to Fig. 3.8).

69



5.1. Real Time LMMSE Channel Estimation

0 5 10 15 20 25 30
−30

−25

−20

−15

−10

−5

0

SNR (dB)

M
ea

n 
S

qu
ar

e 
E

rr
or

 (
dB

)
Reference τ

rms
 = 150 ns

Measured τ
rms

High τ
rms

 = 250 ns
Low τ

rms
 = 50 ns

MSE of data
LS in SISO for 2 pilots

Figure 5.4: Effect of τrms selection on channel estimation error in HIPERLAN/2
channel C (τrms = 150 ns) with 2 × 1 diversity scheme.

Using a fixed r.m.s. delay spread value, high or low, for all cases is clearly not

optimum and this can degrade the channel estimation MSE, as shown in Fig. 5.3

by the ‘High τrms = 150 ns’ and the ‘Low τrms = 15 ns’ curves. MSE performance

can be improved by the correct choice of the r.m.s. delay spread of the power delay

profile. The figure indicates it is best to overestimate τrms than underestimate τrms.

The same conclusion also holds for channel C as shown in Fig. 5.4.

However, due to a longer delay spread in channel C (150 ns), the interpolation

error is increased that causes rise of all MSE curves compared with the MSE perfor-

mance for channel A (Fig. 5.3). This is because of the reduced coherence bandwidth

of channel C. The increased interpolation error also explains the reduced MSE of

the ‘Measured τrms’ curve compared to the ‘Reference τrms = 150 ns’ curve in Fig.

5.4, as the increased interpolation error dominates the performance. It should be

noted that acceptable performance of MSE(Ĥj) < −3 dB is not achieved for SNRs

higher than 24 dB even for the ideal reference curve. This is the limit of the LMMSE

processing.
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Figure 5.5: Effect of SNR selection on channel estimation error in HIPERLAN/2
channel A (τrms = 50 ns) with 2 × 1 diversity scheme.

The IFFT measurement of the τrms is sufficiently accurate at high SNRs, as

shown in Fig. 3.8 and Fig. 3.9, and to avoid complex matrix inversion a number of

fixed weighting matrix coefficient tables can be precalculated for a set of the r.m.s.

delay spreads. These tables can be switched by the measured τrms, when a close

match occurs between the measured and one of expected τrms values from the set of

LUTs. Furthermore, for low SNRs the τrms measurement becomes poor and thus,

the τrms measurement should be avoided. Instead, an expected value of τrms can be

used based on near worst case of the channel parameters.

It should be also noted from Fig. 5.3 and Fig. 5.4 that LMMSE processing

produces larger MSE errors, when τrms is chosen too low compared to the actual

r.m.s. delay spread in the channel. This is shown by ‘Low τrms = 15 ns’ and ‘Low

τrms = 50 ns’ curves in Fig. 5.3 and Fig. 5.4 respectively. However, in non-sample

spaced channels the observed CIR generally produces larger r.m.s. delay spread

estimation than the actual (refer to Fig. 3.8 and Fig. 3.9) due to the CIR power

smearing after the sampling of the CFR.
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Figure 5.6: Effect of SNR selection on channel estimation error in HIPERLAN/2
channel C (τrms = 150 ns) with 2 × 1 diversity scheme.

Thus, when the SNR condition of the channel is poor, a good choice for expected

τrms would be a value which represents the medium to high (near worst case) ex-

pected r.m.s. delay spread. When the SNR is high, a choice of one low or one high

expected τrms would be sufficient for practical intents (it will be shown later in this

section), depending on measured r.m.s. delay spread in the channel.

Fig. 5.5 shows the effect of using fixed values for SNR and ideal r.m.s. delay

spread knowledge in channel A. A choice of SNR = 20 dB is adequate for all SNRs

that are above 10 dB. Below that a lower SNR value should be chosen, for example

10 dB as shown in Fig. 5.5. If the expected SNR is chosen too low, the MSE error

floor can cause the performance degradation at high SNRs as shown in Fig. 5.5. On

the contrary, if the SNR is chosen too high the MSE gain can be lost at low SNRs,

although this is far less problematic.

The same conclusion also holds for channel C as shown in Fig. 5.6. Two values

of SNR, 10 dB and 20 dB, can be sufficient to achieve an adequate performance

of the estimator by switching between the corresponding coefficient LUTs (refer to
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Figure 5.7: Effect of interpolation errors in channel A at SNR = 40 dB.

Fig. 5.10). It should be also noted that because of longer delay spreads in channel

C, the interpolation error is increased causing a rise of all MSE curves in Fig. 5.6

compared with the MSE performance for channel A (Fig. 5.5).

Frequency domain filters such as the LMMSE do not give a uniform MSE per-

formance across all frequency bins. Fig. 5.7 illustrates the effect of interpolation

errors in channel A at a fixed value of SNR = 40 dB, when the ideal SNR and

r.m.s. delay spread knowledge were assumed. The errors are shown for each of 52

active subcarriers, with the largest errors being in the outside bins. The latter is a

typical phenomenon of this kind of interpolation as the edge frequency bins are not

surrounded by the measured subchannels [4].

Fig. 5.8 also presents the effect of interpolation errors for channel C at a fixed

value of SNR = 40 dB and ideal SNR and τrms knowledge. Because of the longer

delay spread of channel C, the edge errors are more evident compared with channel

A (Fig. 5.7), caused by the increased interpolation error in the channel with a

reduced coherence bandwidth.

The edge errors are the dominant cause of the MSE error floor at high SNRs (for
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Figure 5.8: Effect of interpolation errors in channel C at SNR = 40 dB.

SNRs greater than 30 dB in the analysed scenario and therefore not seen in Fig. 5.3

– Fig. 5.6). The floor can be lowered by neglecting the edge bins (bin 26 and 38 in

Fig. 5.7 and Fig. 5.8). Alternatively, lower constellation densities can be applied

for these subchannels.

As shown in Fig. 5.3 – Fig. 5.6, the measurement of the r.m.s. delay spread and

SNR in real time can further improve the LMMSE channel estimation accuracy. The

accuracy depends on a number of LUTs used in the processor. From the simulation

results for MISO 802.11a in HIPERLAN/2 channels, a minimum of three LUTs are

required for achieving an adequate estimation accuracy for practical intents.

The system was tested in 3 environments (HIPERLAN/2 NLOS channels A, B

Table 5.1: Switching Parameters

SNR τrms Design parameters for LUT

< 10 dB all SNR = 10 dB; τrms = 125 ns
≥ 10 dB < 75 ns SNR = 20 dB; τrms = 50 ns
≥ 10 dB ≥ 75 ns SNR = 20 dB; τrms = 125 ns
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Figure 5.9: Real time LMMSE channel estimator.

and C) with CIR confined to the CP length. The switching parameters between

the LUTs are summarized in Table 5.1, and chosen based on the simulation results

shown in Fig. 5.10. A block diagram is shown in Fig. 5.9.

As shown in Fig. 5.10, an LMMSE processor based on the LUT selection under

ideal condition (SNR and τrms are perfectly known) gives an adequate performance

in all three channels for SNRs ranging from 0 dB to 22 dB in a 2×1 diversity scheme,

compared with a SISO LS estimation that uses repeated pilot symbols. It should be

also noted the evident LUT switching effect at SNR = 10 dB. The MSE performance

in channel A is mainly driven by τrms switching because of a huge mismatch at low

SNRs. On the contrary, the MSE performance in channels B and C is mainly driven

by SNR mismatch as the fixed τrms value of 125 ns produces a close match to both

channels B (τrms = 100 ns) and C (τrms = 150 ns).

When the measured SNR is high (≥ 10 dB), τrms of the channel needs to be

estimated for the selection of one of two appropriate LUTs. When the measured

SNR is low (< 10 dB), the third LUT is used and r.m.s. delay spread estimation

is not required. In the latter case, the measurement of τrms becomes poor (refer to

Fig. 3.8 and Fig. 3.9) and this will not improve the LMMSE channel estimation

performance. Instead, a fixed τrms value should be used for the third LUT.

Fig. 5.11 shows the effect of LUT switching based on estimated SNR values

using Equation (3.8) and estimated τrms values using Equation (3.19). L0 and ρ

parameters were set to 16 taps and −24 dB respectively (refer to Chapter 3). It

should be noted from Fig. 5.11 that a switching effect between the tables is not as
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Figure 5.10: Real time LMMSE processor performance in a 2×1 802.11a for channels
A, B and C. Perfect knowledge for SNR and τrms is assumed.

evident as it was in Fig. 5.10. This is due to imperfect estimation of the threshold

levels by measurement for both SNR and τrms, when affected by the noise. Despite

this, all three curves remain below the fine dotted line (MSE performance in SISO

OFDM with the repeated pilot symbols) in SNR range from 0 to 22 dB, similar to

Fig. 5.10. This indicates an adequate performance of the real time LMMSE channel

estimator in the analysed environment.

Improved performance for SNRs above 22 dB would require additional LUTs.

For many applications this is not worth it because other error sources start to

dominate. For example, hardware errors in the 802.11a standard are specified at an

MSE = −26 dB [38].

The BER performance was evaluated for a 2 × 1 Alamouti space-time coding

(STC) scheme by transmitting 5,000 packets, each with 18 uncoded OFDM-BPSK

data symbols [89]. The block diagram is shown in Fig. 5.12.

The data symbols were sent on K subcarriers as defined by Equation (2.21) from

each of Q transmit antennas (i.e. KQ BPSK data symbols at a time). The duration
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Figure 5.11: Real time LMMSE processor performance in a 2×1 802.11a for channels
A, B and C. Measured threshold levels for SNR and τrms.

of the data symbols was 4 µs including the single-length CP of 0.8 µs (refer to Table

2.1). Two long pilot symbols were inserted at the start of every packet (10% pilot

symbol overhead) using the basic pilot symbol structure. Channel B was randomly

generated for each packet, but the channel remained constant over the packet. The

real time LMMSE processor was operating based on the LUT selection criteria given

in Table 5.1.

The BER performance is presented in Fig. 5.13 for both ideal and real time

LMMSE processors. A reference curve for the perfect channel knowledge is also
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Figure 5.12: 2 × 1 Alamouti STC OFDM.
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Figure 5.13: BER for a 2 × 1 Alamouti STC in channel B.

given. The BER curves actually illustrate, in addition to the MSE analysis, that

the real time LMMSE channel estimation can reach a clause performance match to

the ideal LMMSE processor, in at least a given range of Eb/N0 ≤ 20 dB (where Eb

denotes the energy per bit).

5.2 LMMSE Channel Estimation in MISO WLANs

LMMSE processing in MISO OFDM given by Equation (4.19) requires K/Q multi-

plications per tone in the basic pilot scheme, SK/Q multiplications in the modified -1

pilot scheme and 2K/Q in the modified -2 pilot scheme. Variable S denotes the num-

ber of independent pilot symbols (and also the time diversity order) each preceded

by a CP. To further reduce the computational complexity of the full LMMSE pro-

cessor, the low-rank approximation by SVD can be used [57], [90]. This is evaluated

in the following section.
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5.2.1 Low-Rank Approximations

The low-rank approximation of the LMMSE fixed weighting matrix, Wj , is found

from the correlation matrices R
Hj P̃j

and R
P̃j P̃j

defined in Section 4.2 by Equation

(4.19).

Equation (4.19) can be rewritten as follows

Ĥj = RHjPj
R−1

P̃j P̃j

R
1/2

P̃j P̃j

R
−1/2

P̃j P̃j

P̃j . (5.4)

The best low-rank approximation of RHjPj
R−1

P̃j P̃j

R
1/2

P̃j P̃j

is given by the SVD [85]

RHjPj
R−1

P̃j P̃j

R
1/2

P̃j P̃j

∆
= UjΣjV

H
j , (5.5)

where Uj and VH
j are unitary matrices, and Σj is a diagonal matrix with the singular

values corresponding to antenna j .

The rank-R estimator is then defined by

Ĥj
∆
= Uj





ΣR

j 0

0 0



VH
j R

−1/2

P̃j P̃j

P̃j , (5.6)

where ΣR

j is the R × R upper left corner of Σj , containing the strongest singular

values. The superscript (·)R denotes rank-R. The remaining elements of the diagonal

matrix, Σj, are set to zero.

The low rank-R LMMSE by SVD reduces the required number of complex mul-

tiplications per tone from K/Q to (R/Q+R) in the basic pilot scheme, from SK/Q

to (SR/Q + R) in the modified -1 scheme and from 2K/Q to 2(R/Q + R) in the

modified -2 scheme. This can be illustrated as follows, using for example the basic

pilot scheme.

Equation (5.6) can be presented such that

Ĥj = W1
jW

2
j P̃j , (5.7)

where W1
j of size K × R is the product of matrices Uj and Σj, given by
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W1
j = Uj





ΣR

j 0

0 0



 , (5.8)

and W2
j of size R ×K/Q is the product of matrices VH

j and R
−1/2

P̃j P̃j

, given by

W2
j = VH

j R
−1/2

P̃j P̃j

, (5.9)

where superscripts (·)1 and (·)2 symbolise the first and second set of coefficients

corresponding to the approximated fixed weighting matrix, Wj.

Initially, the low rank-R LMMSE by SVD requires to multiply matrix W2
j of size

R ×K/Q by column vector P̃j of length K/Q, such that

Hj = W2
j P̃j , (5.10)

that uses of R/Q multiplications per tone to produce the intermediate vector, Hj ,

of length R × 1.

Then, the second half of the processing is accomplished by multiplying interme-

diate vector Hj by matrix W1
j of size K × R as follows

Ĥj = W1
jHj , (5.11)

requiring R multiplications per tone.

Thus, the LMMSE by SVD in the basic pilot symbol scheme with Q transmit

antennas requires (R/Q+ R) complex multiplications per one subchannel.

Similar to the full LMMSE channel estimation processing given by Equation

(4.19), the approximated fixed weighting matrix from Equation (5.7) needs to be

calculated only once and can be stored in a LUT, containing two sets of coefficients,

W1
j and W2

j that given by Equation (5.8) and Equation (5.9) respectively.

The low rank-R approximation causes an irreducible error floor [57]. To elimi-

nate this error floor within a given SNR range, the rank-R needs to be sufficiently

large. Thus, the rank-R choice is a trade off between the estimator complexity

and estimator accuracy, particularly at high SNRs. An appropriate value for R is

obtained when it is within the CP range [57].

On the other hand, singular value spread depends on the channel power delay
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Figure 5.14: Relative channel power Σ(k)/E{|H(k)|2} of the singular value coeffi-
cients in an OFDM system with K = 64 and L = 32 for various τrms.

profile. Larger r.m.s. delay spreads in the channel, results in less singular value

spread, which require a higher rank-R, whilst smaller r.m.s. delay spreads in the

channel produce larger singular value spreads, requiring a lower rank-R [28].

This is illustrated in Fig. 5.14 for various r.m.s. delay spreads of the HIPER-

LAN/2 channel models obtained from RHH. RHH was generated by means of Equa-

tion (2.19) for a SISO OFDM with K = 64 subcarriers and CP length of L = 32

samples.

By implementing the switched LUT approach described in the previous section,

the appropriate rank-R can be chosen based on a coarse estimate of τrms.

5.2.2 Complexity Analysis

The complexity involved in channel estimation computation using Equations (4.19)

and (5.6) is presented in terms of the effective matrix size and the number of complex

multiplications required for one antenna j . This is summarized in Table 5.2 for the

three pilot symbol structures when transmit diversity order Q was ranging from 2
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Table 5.2: LMMSE Complexity in MISO OFDM for one Transmit Antenna

Estimator
2 × 1 4 × 1 8 × 1

Matrix Multipl. Matrix Multipl. Matrix Multipl.

size per tone size per tone size per tone

LMMSE in basic

scheme
K/2× K/2 K/2 + 1/2 K/4×K/4 K/4 + 1/4 K/8× K/8 K/8 + 1/8

LMMSE in modi-

fied schemes
K × K K + 1 K/2×K/2 K/2 + 1/2 K/4× K/4 K/4 + 1/4

LMMSE by SVD
in basic scheme

R × R 3R/2 + 1/2 R × R 5R/4 + 1/4 R × R 9R/8 + 1/8

LMMSE by SVD
in modified -1

R × R 2R + 1 R × R 3R/2 + 1/2 R × R 5R/4 + 1/4

LMMSE by SVD
in modified -2

R × R 3R + 1 R × R 5R/2 + 1/2 R × R 9R/4 + 1/4

to 8. The pilot symbol overhead remained identical to an 802.11a system.

Recalling the previous section, the basic pilot scheme requires K/Q multiplica-

tions, the modified -1 pilot scheme, SK/Q multiplications and the modified -2 pilot

scheme, 2K/Q multiplications for one antenna j . To illustrate the complexity con-

tributed by the LS estimation, the required additional complex multiplications are

also included in Table 5.2.

By analysing the entries in Table 5.2, it can be seen that the basic pilot scheme

is less complex than the modified pilot schemes for a given diversity order Q , for

both the LMMSE and optimal low rank-R approximation by SVD. This is due to a

different LS estimation approach used in the modified -1 pilot scheme that produces

the double number of measured subchannels (Equation (3.5)) and a twofold increase

of subcarrier number in the modified -2 pilot scheme. Both modified pilot schemes

reduce the interpolation error (refer to Fig. 2.4), at the expense of processing com-

plexity. The modified schemes require (K/Q+1/Q) more complex multiplications for

LMMSE processing. While the low rank-R approximation of the modified schemes

requires (r/Q+1/Q) and (3r/Q+1/Q) more complex multiplications, for the mod-

ified -1 and modified -2 schemes respectively.

When the CIR of a multipath channel is confined to the single CP length, all

three pilot structures remain ISI/ICI error free. For a 2 × 1 diversity system, the

modified -1 pilot scheme remains also interpolation error free. Given that S = Q, all

K LS attenuations are available for both LMMSE (Equation (4.19)) and low rank-R
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approximation by SVD (Equation (5.6)) processing.

When the CIR exceeds the single CP length, the longer CP and closer spacing

between the subcarriers of the modified -2 pilot scheme can improve the estimator

performance by eliminating the ISI/ICI error term, e(i; k), (refer to Equation (2.10))

and by reducing the interpolation error. However, the modified -2 scheme is the

most complex pilot symbol structure when compared to the two preceding schemes,

requiring 2K subchannels and twofold increase of FFT size.

5.2.3 Numerical Results

Both interpolation error and ISI/ICI error have the same effect on the channel

estimation performance. They cause an MSE floor at high SNRs.

The MSEj given by Equation (4.28) of the LMMSE estimation (Equation (4.19))

and optimal low rank-R approximation by SVD (Equation (5.6)) were analysed by

simulations.

The MSE channel estimation performance was evaluated by sending 2000 OFDM-

BPSK pilot symbols in an 802.11a system. The basic and modified -1 schemes used

52 interleaved subchannels (refer to Table 2.1), while the modified -2 scheme used

104 interleaved subchannels (out of a possible 2K = 128). HIPERLAN/2 NLOS

channels A, B, C and E (refer to Table 2.2) were used and a transmit diversity of

the order of 2, 4 and 8 analysed. It was assumed that perfect knowledge of the

SNR and r.m.s. delay spread, τrms, were available for the calculation of the fixed

weighting matrices from Equations (4.19) and (5.6).

The MSE performance of the three channel estimation schemes is presented in

Fig. 5.15 and Fig. 5.16 for a 4×1 diversity scheme for the LMMSE estimator given

by Equation (4.19).

The modified pilot schemes outperform the basic pilot scheme for all cases, at

the expense of increased computational complexity. In the modified pilot schemes

(K/4+1/4) more complex multiplications per tone are required. Also, the modified -2

pilot scheme adds more complexity for yj(i) calculation requiring a twofold increase

of the FFT size. When the interpolation process is involved, the MSE error floor

rises with the delay spread, as the channel’s coherence bandwidth decreases (refer

to Fig. 2.4). The basic scheme exhibits the most significant error floor, because
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Figure 5.15: LMMSE channel estimation MSE in a 4×1 diversity scheme for HIPER-
LAN/2 channel B (τrms = 100 ns, τx = 730 ns).

of the greater spacing between the measured pilot tones, with K/Q = 13 (Q = 4).

The modfied-1 scheme produces 2K/Q = 26 measured subcarriers, resulting in

better interpolation performance. The modified -2 scheme makes the same frequency

spacing between the measured subcarriers as the modified -1 scheme and therefore has

the same interpolation performance. This is shown by the bottom curve (‘LMMSE

in modified -2’) in Fig. 5.16. It has an 18 dB lower error floor compared to the basic

scheme showing the benefit of the closer frequency spacing.

On the contrary, the performance degradation of the modified -1 scheme is solely

due to the additional ISI/ICI error caused by the non-adequate CP length compared

with the modified -2 scheme. Consequently, the MSE error floor raises 12 dB for the

former scheme and the interpolation error becomes insignificant compared to the

interference error term.

It should be also noted that the data symbols, which follow the pilot symbol

sequence, are only preceded by a single CP length [38]. Therefore, the data will

inevitably be affected by ISI/ICI in channels with delay spreads longer than 800
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Figure 5.16: LMMSE channel estimation MSE in a 4×1 diversity scheme for HIPER-
LAN/2 channel C (τrms = 150 ns, τx = 1050 ns).

ns. The MSE of the data is also shown in Fig. 5.16 for comparison. The channel

estimation MSE is lower than the data MSE for both modified schemes (which is

partially due to the LMMSE filtering effect of the interpolation process). Conversely,

the channel estimation MSE floor for the basic scheme is some 5 dB above the data

MSE at high SNRs, which makes this scheme unsuitable in the analysed scenario.

The channel estimation systems need to operate effectively while maintaining an

MSE that does not dominate the receiver noise performance to justify the coherent

detection [4]. For MSE analysis, a simple SISO LS channel estimation is used, ob-

tained from two long OFDM pilot symbols, as the bound for acceptable performance

(MSE = −(SNR + 3)) dB (see Section 5.1.2). The SNR boundary where the MSE

is acceptable (requiring no additional pilot overhead as specified by 802.11a) for the

LMMSE estimation described by Equation (4.19) is given in Table 5.3, for 2 × 1,

4 × 1 and 8 × 1 diversity schemes, based on HIPERLAN/2 channels.

The ISI/ICI free channels A and B (considering the single CP length) require

no additional pilots for all practical SNR values, when the diversity order is low
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Table 5.3: Maximum SNR Range for the LMMSE with 802.11a Pilot Symbol Over-
head

HIPERLAN/2
Channel

τrms

(ns)
SNR (dB)

2 × 1 4 × 1 8 × 1

A 50 > 37 (A)1 27 (M1) 10.5 (M1)

B 100 > 37 (M1, M2) 15 (M1, M2) 5 (M1, M2)

C 150 25 (M2) 10 (M1, M2) 2.5 (M1, M2)

E 250 13.5 (M2) 4.5 (M1, M2) 1 (M1, M2)

(≤ 2). However, when the diversity order is increased the usable SNR range is re-

duced (SNR ≤ 5 dB, for 8 × 1 system and channel B). The effect of longer delay

spreads (channels C and E) further reduces the usable SNR dynamic range, making

all diversity orders impract1ical for the 802.11a pilot symbol overhead in both basic

and modified pilot schemes. It should be noted that the modified -2 scheme does not

necessarily improve the LS SISO bound (MSE = −(SNR + 3)) dB, even though it

inherently has a lower error floor for the channels exceeding a single CP length. Ad-

ditional pilot overhead (compared to 802.11a) or an alternative processing approach

to the analysed schemes is required for diversity orders of four or above.

To illustrate the performance improvement attainable, Table 5.41 presents the

SNR boundary for the LMMSE estimator given by Equation (4.19) when pilot sym-

bol length is increased to 16 µs (twice the length of 802.11a).

Table 5.4: Maximum SNR Range for the LMMSE with Pilot Symbol Overhead of
16 µs

HIPERLAN/2
Channel

τrms

(ns)
SNR (dB)

2 × 1 4 × 1 8 × 1

A 50 > 37 (A) > 37 (M1, M2) 27 (M1)

B 100 > 37 (M1, M2) > 37 (M1, M2) 15 (M1, M2)

C 150 > 37 (M1, M2) 25 (M2) 10 (M1, M2)

E 250 24.5 (M1, M2) 13.5 (M2) 4.5 (M1, M2)

With the increased pilot symbol overhead, a 4× 1 diversity system becomes fea-

sible for both A and B channels, and a 2×1 system achievable for all HIPERLAN/2

channel models for the modified pilot schemes.

Fig. 5.17 presents the MSE performance for low rank-R LMMSE by SVD estima-

tion (Equation (4.19)) for the modified -1 pilot symbol structure in a 2× 1 diversity

1A – any pilot symbol scheme; M1 – modified -1 pilot symbol scheme; M2 – modified -2 pilot
symbol scheme.
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Figure 5.17: Low rank-R and LMMSE channel estimation MSE of the modified -1
scheme in a 2 × 1 diversity system for channels A (τrms = 50 ns, τx = 390 ns) and
B (τrms = 100 ns, τx = 730 ns).

scheme, for HIPERLAN/2 channels A and B. LMMSE performance is also given for

a reference. An 802.11a pilot symbol overhead is assumed.

The low rank-R approximation produces an irreducible error floor. To eliminate

this error floor for SNRs ≤ 30 dB (a reasonable dynamic range for practical intents

[91]), the rank-R is set to a value of R = 9 for channel A and R = 14 for channel B.

The choice of R is based on the r.m.s. delay spread of a channel (refer to Fig. 5.14).

Although the modified -1 scheme requires (R/2+ 1/2) more complex multiplications

per tone compared to the basic pilot scheme (refer to Table 5.3), with R << K/Q

the added complexity is reduced (weighted against the LMMSE processing). On the

other hand, the modified -2 pilot scheme requires (3R/2 + 1/2) additional complex

multiplications per tone and twofold increase of FFT size for the received vector,

yj(i), computation, with respect to the basic pilot scheme. Therefore, in chan-

nels confined to the CP length, the low rank-R modified -1 pilot scheme is the best

compromise in performance versus complexity for analysed channel estimation al-
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ternatives, especially when the number of the pilot symbols is equal to the number

of antennas. For example, a 4 × 1 diversity system would require 4 pilot symbols

(S = Q = 4), this is twice the pilot symbol overhead of an 802.11a system. Adopting

the switched LUT approach described in Section 5.1, the appropriate rank-R can be

selected, based on coarse estimates of τrms and SNR.

5.3 Summary

In this chapter, an enhanced LMMSE channel estimation algorithm was evaluated.

The algorithm is based on the r.m.s. delay spread and SNR measurements in real

time. Using a single fixed set of τrms and SNR values is clearly not optimum in

the changing channel environments. This can degrade the LMMSE estimator MSE

performance. The performance can be improved by introducing a number of LUTs

and selecting the appropriate one. Selection of a LUT is based on combination of

the coarse τrms and SNR estimates that can be evaluated from the LS estimation.

The accuracy depends on the number of LUTs used in the processor. Three LUTs is

minimum required for achieving adequate estimation accuracy for practical intents

(based on study in HIPERLAN/2 channels with 802.11a OFDM system parameters).

In addition, LMMSE channel estimation performance was compared in an 802.11a

MISO OFDM system for the three pilot structures. The basic scheme uses two long

pilot symbols preceded with a CP length of 1600 ns and interleaves the tones in the

frequency domain. The modified -1 pilot scheme extends the basic scheme by inter-

leaving the two pilot symbols in the time domain as well as the frequency domain.

Each pilot symbol is preceded with a single CP length of 800 ns. The modified -2

pilot scheme interleaves a single pilot symbol with a CP length of 1600 ns, over

twice the number of subcarriers than the two preceding schemes. The modified pilot

schemes always outperform the basic pilot scheme, since they reduce the interpola-

tion error. No additional pilot overhead (compared to 802.11a) is necessary if the

diversity order is low (≤ 2) and the maximum excess delay of the channel is con-

fined to a CP length of 800 ns. From analysed channel estimation alternatives, the

low rank-R modified -1 pilot scheme is the best compromise in performance versus

complexity for the ISI/ICI free channels, especially when the number of the pilot
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symbols is equal to the number of antennas.
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Chapter 6

Sparse Approximations of the

LMMSE Channel Estimation

The LMMSE channel estimation for OFDM systems requires a large number of

complex multiplications. In this chapter, a simplified LMMSE channel estimation

algorithm is evaluated in a transmit diversity environment. This is achieved by ap-

plying a significant weight catching (SWC) technique to the LMMSE fixed weighting

matrix. The SWC technique itself is based on modifying the smoothing matrix by

leaving the Γ largest values in each row and turning the rest to zeros. In the well

known LMMSE by SVD technique the sparse approximation is accomplished by

zeroing out all but the R largest singular values.

The LMMSE by SWC can reduce the computational complexity of the full

LMMSE processor by more than 50% and it outperforms the LMMSE by SVD

over a wide range of channel delay spreads and SNRs.

6.1 Introduction

Other authors have evaluated sparse approximations of the DFT based channel

estimators in [35]. However, DFT-based estimators have limited performance in

non-sample spaced channels at high SNRs [57]. The low complexity LMMSE by

SVD channel estimation technique has also been investigated in [57]. The low rank-

R LMMSE by SVD reduces the required number of complex multiplications per tone

from K/Q to (R/Q+ R) in a Q× 1 diversity scheme, but the choice of R depends

91



6.2. Sparse Approximations of the Fixed Weighting Matrix

on the channel. Larger channel delay spreads, result in a reduced singular value

spread, requiring a higher rank-R estimator to eliminate the irreducible error floor

up to a given SNR [28]. Modern WLANs must support 64-point QAM with packet

error rates constraint of 1%–10%. The operating SNR can therefore go as high as

30 dB [91].

6.2 Sparse Approximations of the Fixed Weight-

ing Matrix

In a transmit diversity environment the best low-rank approximation is given by

Equation (5.6), based only on the neighbouring pilot tones. In channels with large

delay spreads, the rank-R needs to be sufficiently large to eliminate the MSE error

floor up to a given SNR as shown in Fig. 5.14. When the rank-R approaches a

value of K/(Q + 1), the low rank approximation no longer reduces the estimator

complexity.

Based on these observations, an alternative sparse approximation technique of

the fixed weighting matrix, namely LMMSE by SWC, is evaluated below.

6.2.1 LMMSE by SWC Channel Estimation

Recalling Section 4.2, the LMMSE channel estimation can be presented as follows

Ĥj = Wj P̃j . (6.1)

Obviously, some row entries in the fixed weighting matrix, Wj , given by Equation

(4.20) contain stronger weights, with the strongest values being on the diagonal.

This is illustrated in Fig. 6.1 for four arbitrary chosen rows from Wj .

Wj was generated using Equation (2.19), for a 64-subcarrier OFDM system with

L = 16 taps, operating at an SNR of 30 dB in a multipath channel with τrms = 50

ns and with the sampling rate, fs = 20 MHz.

Thus, the frequency domain matrix, Wj , can be approximated by a sparse

smoothing matrix containing the Γ strongest weights, wj(k, γ), in each row, where

Γ ≤ K/Q. The Γ weights are chosen to maximise the row energy, Ej(k), given by
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Figure 6.1: Normalized weight energy of arbitrary chosen rows from the LMMSE
fixed weighting matrix generated for 64-subcarrier OFDM.

Ej(k) = max
wj(k,γ)∈wj(k)

Γ−1
∑

γ=0

∣

∣wj(k, γ)
∣

∣

2
, (6.2)

where γ is the varying column number corresponding to the row vector, wj(k), of

matrix Wj .

The sparse smoothing matrix, WΓ
j , is obtained by approximating Wj by means

of Equation (6.2) and can be given by

WΓ
j =

















wj(0, 0) . . . wj(0,Γ − 1) 0 . . . 0

wj(1, 0) . . . wj(1,Γ − 1) 0 . . . 0
...

. . .
. . .

. . .
. . .

...

0 . . . wj(K − 1, 0) wj(K − 1, 1) . . . wj(K − 1,Γ − 1)

















, (6.3)

where the superscript (·)Γ denotes the Γ strongest weights.

The size of the matrix, WΓ
j , is K×K/Q including (K/Q−Γ) zeroed out column

entries in each row. Clearly, multiplication operations by zero-valued weights are
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unnecessary.

Thus, the LMMSE by SWC channel estimation in MISO OFDM is defined by

ĤΓ
j

∆
= WΓ

j P̃j , (6.4)

requiring Γ ≤ K/Q complex multiplications for each frequency bin in order to obtain

the channel estimation vector, ĤΓ
j , of length K for each antenna j .

6.2.2 LMMSE by SWC Complexity

The LMMSE by SWC channel estimation in MISO OFDM will produce an irre-

ducible MSE floor when using pilot symbols with interleaved subcarriers in the fre-

quency domain. This is because of the interpolation error caused by the dispersive

wireless channels and because of the zeroing out weights in the smoothing matrix,

WΓ
j , with the least significant power. To eliminate the error floor for a given Q ,

the number of significant weights, Γ, needs to be sufficiently large, which is in the

controversy with the estimator complexity. The SWC technique allows reducing the

number of required complex multiplications from K/Q to Γ in the basic pilot symbol

structure compared with the full LMMSE estimator given by Equation (4.19).

6.2.3 MSE Mismatch

In practice, matrix WΓ for a number of expected τrms (in channels with exponential

power delay profile) and SNR combinations can be precalculated in advance and

stored in LUTs [58]. In operation, the corresponding LUT can be multiplied by the

LS estimation vector, H̃, that will produce the LMMSE by SWC channel estimation

vector, Ĥ.

However, this approach can cause a mismatch between the actual multipath

fading channel parameters and the expected SNR and r.m.s. delay spread values

that were in fact used for the smoothing matrix coefficients calculation. This can

further degrade the channel estimation MSE.

Given the true with no mismatch SNR and r.m.s. delay spread of the channel,

S̃NR and τ̃rms, the mismatch parameter values can be defined as follows
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∆SNR
∆
= 10 log

(

SNR

S̃NR

)

(6.5)

and

∆τrms
∆
= 20 log

(

τrms

τ̃rms

)

, (6.6)

where SNR and τrms are the expected parameters that were actually used to generate

the smoothing matrix, WΓ.

A tolerable mismatch given by Equations (6.5) and (6.6) can be obtained based

on the statistical knowledge of the channel and targeted channel estimation MSE

performance for a given OFDM system. This would also indicate a number of

required LUTs for achieving an adequate channel estimation accuracy. For example,

for a 2×1 802.11a system operating in HIPERLAN/2 channel B, the SNR and r.m.s.

delay spread mismatch can go as high as ∆SNR = ± 5 dB and ∆τrms = ± 5 dB,

for an additional MSE performance loss ≤ 3 dB. This will be shown in the next

section.

6.3 Numerical Results

Simulations were carried out in an 802.11a system with Q transmitters and 1 re-

ceiver. The performance for the LMMSE, LMMSE by SVD and LMMSE by SWC

was evaluated by the channel estimation MSE given by Equation (4.28) and by the

BER.

Simulations were based on HIPERLAN/2 channels A (τrms = 50 ns), B (τrms =

100 ns) and C (τrms = 150 ns), with the total transmit power normalized to unity.

In Fig. 6.2 and Fig. 6.3, it was assumed that perfect knowledge of the SNR and

τrms were available for calculation of Wj to enable the performance comparison of

the channel estimation algorithms under ideal conditions.

The MSE performance was evaluated by transmitting two long OFDM-BPSK

pilot symbols 1000 times for each SNR value. The pilot symbols were simultaneously

sent from Q transmit antennas on interleaved subcarriers in the frequency domain

using the basic pilot symbol structure shown in Fig. 2.7(a). The initial LS channel
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estimation vector, P̃j, was obtained by means of Equation (3.2). For each sparse

approximation, the number of complex multipliers, Ncm, was restricted to Ncm <

K/Q.

The BER performance was evaluated for a 2 × 1 Alamouti STC scheme by

transmitting 5,000 packets, each with 18 uncoded OFDM-BPSK data symbols [89].

The block diagram is shown in Fig. 5.12.

The data symbols were sent on K subcarriers as defined by Equation (2.21) from

each of Q transmit antennas (i.e. KQ BPSK data symbols at a time). The duration

of the data symbols was 4 µs including the single-length CP of 0.8 µs (refer to Table

2.1). Two long pilot symbols were inserted at the start of every packet (10% pilot

symbol overhead) using the basic pilot symbol structure for Q = 2. A new channel

was randomly generated for each packet, but the channel remained constant over

the packet.

As shown in Fig. 6.2(a), the LMMSE by SVD outperformed the LMMSE by

SWC in channel A at SNR = 20 dB, when Q = 2 and Ncm > 9 (R > 6). For R = 8,

its MSE error floor is well below −20 dB and the estimator requires Ncm = 12

complex multipliers. However, if the channel’s delay spread is increased (channels

B and C), the LMMSE by SWC has a better performance over a wide range of

complexities (Fig. 6.2). The LMMSE by SWC only requires Ncm = 12 complex

multipliers in order to reach an adequate accuracy for any channel and the estimator

complexity is reduced by more than 50% compared with the full LMMSE. It is also

worth mentioning that its performance remains almost unchanged in all the channels,

especially when Ncm ≤ 12.

Fig. 6.2(b) presents the MSE performance at SNR = 20 dB in channel B for

different diversity orders. The available number of complex multipliers was ranging

from 3 to 24 in a 2× 1 scheme, from 4 to 16 in a 3× 1 scheme and from 5 to 10 in a

4×1 scheme. When the diversity order is Q > 2, the LMMSE by SWC outperforms

the LMMSE by SVD. The performance gain is 3.5 dB for Ncm = 12 when Q = 3,

and for Ncm = 10 when Q = 4. However, the LMMSE by SVD is a marginally

better choice in a 2 × 1 scheme, when Ncm > 18 (R > 12).

Fig. 6.3 presents the MSE and BER performance in a 2 × 1 scheme for channel

B. The number of complex multipliers, Ncm = 3R/2, was set to fixed values 12 and
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Figure 6.2: MSE performance of the sparse approximations at SNR = 20 dB for a
different number of complex multiplications: (a) in a 2× 1 scheme in channels A, B
and C; (b) in a Q× 1 scheme in channel B.

21. For Ncm = 21, the LMMSE by SVD is the better performing technique at high

SNRs (Fig. 6.3(a)). However, for Ncm = 12, it is obvious that the LMMSE by

SWC is the better choice (with a huge 8 dB MSE gain over the LMMSE by SVD

at SNR = 26 dB, as shown in Fig. 6.3(a)). The same conclusion also holds for the

BER performance (Fig. 6.3(b)). The channel estimation error of rank-8 LMMSE

by SVD causes an irreducible BER error floor when Eb/N0 > 20 dB. This can cause

a system capacity loss, for example requiring lower constellation densities.

Fig. 6.4 presents the MSE performance for the LMMSE by SWC for a 2 × 1

802.11a in channel B when r.m.s. delay spread of the power delay profile and SNR

were measured in real time using methods described in Chapter 5.

A perfect knowledge of SNR was available for a group of curves in Fig. 6.4(a).

This enabled a performance evaluation for the LMMSE by SWC using measured

r.m.s. delay spread values. Similarly, a perfect knowledge of r.m.s. delay spread of

the power delay profile, τrms, was available for the curves in Fig. 6.4(b) to enable
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performance comparison for the LMMSE by SWC using a measured SNRs.

The number of complex multipliers, Ncm, was set to a fixed value 12. The r.m.s.

delay spread of the power delay profile, τrms, was measured using Equation (3.19).

The SNR was measured using Equation (3.8).

Similar to the conclusions drawn in Chapter 5, the measurement of the τrms and

SNR is sufficiently accurate (especially at high SNRs). On the other hand, when

introducing mismatch for both SNR and τrms the MSE performance of the estimator

can degrade.

A tolerable mismatch between the actual and expected parameters depends on

the channel, the OFDM system itself and the channel estimation MSE performance

requirement. For example, for a 2× 1 802.11a operating in channel B, the SNR and

τrms mismatch can go as high as ± 5 dB, when the performance loss remains within

3 dB of the LMMSE by SWC under ideal condition. These are shown in Fig. 6.4(a)

and Fig. 6.4(b) respectively. It should be noted that it is better to overestimate
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Figure 6.4: Real time LMMSE by SWC for a 2 × 1 802.11a in channel B.

the SNR value than underestimate. Also, the ’∆τrms = −5 dB’ curve in Fig. 6.4(a)

gives better MSE performance compared to the ’Measured τrms’ curve at high SNRs.

This is due to the CIR power smearing in non-sample spaced channels that causes

the overestimation of the measured τrms.

6.4 Summary

In this chapter, a simplified LMMSE channel estimation algorithm was evaluated

for OFDM systems with transmitter diversity. The LMMSE by SWC can reduce

the computational complexity of the full LMMSE processor by more than 50%. It

outperforms the LMMSE by SVD in all the situations, except when the channel

delay spreads are low. The SVD method is preferred when the number of active

singular values is small. In a 2 × 1 scenario based on the 802.11a framework, the

LMMSE by SWC only requires Ncm = 12 complex multipliers, with a marginal

Eb/N0 loss for BER ranging up to 10−4 in HIPERLAN/2 channel B.
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6.4. Summary

In practical applications, the LMMSE by SWC can be implemented using a num-

ber of LUTs containing the WΓ
j coefficients for a given Γ. The number of LUTs

depends on the statistical knowledge of the channel parameters, OFDM system pa-

rameters and the MSE performance requirement. For example, for a 2 × 1 802.11a

system operating in channel B, the SNR and τrms mismatch can go as high as ± 5

dB, when the performance degradation remains within 3 dB of the MSE loss. The

LMMSE processor can be compensated for τrms overestimation and SNR underes-

timation by introducing a bias against the measured parameter errors, particularly

at high SNRs.
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Chapter 7

Low Complexity LMMSE Channel

Estimation

The LMMSE channel estimation requires a large number of complex multiplications

in OFDM systems that operate in channels with an exponentially decaying power

delay profile. In this chapter, a low complexity LMMSE channel estimation algo-

rithm is described for MISO OFDM systems. The low complexity LMMSE channel

estimation algorithm reduces the complex fixed weighting matrix to all real values

by approximating the power delay profile, generally exponential in wireless chan-

nels, as uniform followed by positioning the CIR symmetrically around the time

origin using a cyclic shift. Although some additional processing is required to esti-

mate the maximum excess delay of the power delay profile, the proposed algorithm

reduces computational complexity of the optimal LMMSE processor (using expo-

nential power delay profile) by 50% in terms of required multiplications. Simulation

studies showed that the loss of estimation accuracy remains within 1 − 2 dB over a

wide range of channel delay spreads and SNRs in a 2 × 1 diversity scheme.

7.1 Introduction

OFDM-based WLANs generally operate in fading channels with an exponentially

decaying power delay profile [45]. To enable channel estimation in MISO OFDM

with Q transmitters and 1 receiver, pilot symbols can be simultaneously sent from

the Q transmit antennas on interleaved subcarriers in the frequency domain as
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7.2. Low Complexity LMMSE Channel Estimation

shown in Fig. 2.7(a). At the receiving end, the LMMSE channel estimator identifies

the channel characteristics in the non-measured subchannels by interpolating the

different sub-sets of measured subchannels from the specified antenna [58]. Thus, in

a K -subcarrier OFDM system, K/Q complex multiplications are required per tone

in the basic pilot scheme (Fig. 2.7(a)), as the fixed weighting matrix, Wj, generated

using Equation (4.20) is a complex valued matrix.

In the following, a low complexity LMMSE channel estimation algorithm is eval-

uated that reduces the computational complexity of the optimal LMMSE processor

by 50% [82]. Despite this, the estimator accuracy remains sufficiently high over a

wide range of channel delay spreads and SNRs. This is achieved as described below.

Initially, the channel power delay profile is approximated as uniform. Then, by

choosing an appropriate CIR window size (K/4 or K/2), the fixed weighting matrix

is generated that contains weights with equal and/or sparse real and imaginary parts.

Although the required number of multiplications is reduced by half, this approach

imposes a restriction on the CIR window size choice. In practice, this limitation may

lead to the performance loss in a different fading channel environment. To overcome

this, the maximum excess delay of the power delay profile, τx, can be estimated first,

followed by positioning the CIR symmetrically around the time origin using a cyclic

shift. As a result, the generated fixed weighting matrix becomes all real valued,

preserving its high accuracy for any τx. Further complexity decrease, at the cost of

performance loss, can be achieved by a sparse approximation of the LMMSE fixed

weighting matrix, for example employing the optimal low rank reduction by SVD

or SWC technique as described in Chapter 6.

7.2 Low Complexity LMMSE Channel Estima-

tion

In the following, HIPERLAN/2 channel models are considered with an exponen-

tially decaying power delay profile. The exponential power delay profile is given by

Equation (2.17) and the corresponding correlation coefficient calculation is given by

Equation (2.19).
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7.2. Low Complexity LMMSE Channel Estimation

7.2.1 Approximating the Exponential Power Delay Profile

as Uniform

Due to the random nature of the multipath channel, its power delay profile, generally

exponential in an indoor environment [45], can be approximated as uniform. Though

the above statement can be argued, this simple assumption allows us to significantly

improve the optimal LMMSE channel estimator complexity.

Resorting to this idea, the uniform power delay profile, θu(τm), can be given by

[92], [93]

θu(τm) =







1/L0 if τm ∈ [0, L0],

0 otherwise
(7.1)

where the subscript (·)u denotes uniform power delay profile and L0 is the CIR

window size of interest, where L0 ≤ L, containing the CIR taps with the most

significant power.

After the integration over the given limits, [0, L0], by means of Equation (2.18)

for θ(τm) = θu(τm), the correlation coefficients ru(k
′ − k) with the uniform power

delay profile can be expressed as

ru(k
′ − k) = sinc (πL0(k

′ − k)/K) e−jπL0(k′
−k)/K . (7.2)

Notice, that the frequency domain correlation for the uniform power delay profile

in the above equation is a function of the excess delay, L0, rather than of the r.m.s.

delay spread as for the exponentially decaying power delay profile given by Equation

(2.19).

The frequency domain correlation versus L0 (the length of the uniform power

delay profile) is shown in Fig. 7.1 for the first 9 subcarriers. As L0 increases the

coherence bandwidth of the uniform power delay profile quickly decreases. The plot

is presented for a 64-subcarrier OFDM that operates at the sampling rate of 20 MHz

(similar to 802.11a) with L0 ranging between 400 ns (8 samples) and 1600 ns (32

samples).

By setting L0 to K/4 or K/2 (for K = 2b with b being an integer) in Equation

(7.2), the modulus of real and imaginary parts of coefficients ru(k
′ − k), all become
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Figure 7.1: Frequency domain correlation in 802.11a using the uniform power delay
profile.

equal and/or sparse values. This is also true for the fixed weighting matrix, Wj .

Thus, the number of required multiplications is reduced by half in Equation (4.19).

A drawback of this approach is that the CIR window size is restricted to a

fixed value of L0 = K/4 or L0 = K/2, which is not always the true maximum

excess delay of the power delay profile in a random multipath channel environment.

Consequently, this can cause the performance degradation of the estimator. Clearly,

the best choice for L0 parameter would be the channel’s true τx value. However, in

practical applications τx can only be measured in real time and then can be used in

a processing approach that is evaluated below.

We can consider the right hand side of Equation (7.2) as the Fourier transform

of the uniform power delay profile, θu(τm), using Equation (2.18). Then, applying

the time shifting property of the Fourier transform to θu(τm), the shifted CIR for

(−L0/2) taps can be expressed such that [94]

F {θu(τm + L0/2)} = ejπL0(k′
−k)/Kru(k

′ − k), (7.3)

104



7.2. Low Complexity LMMSE Channel Estimation

0 10 20 30 40 50 60
0  

0.2

0.4

0.6

0.8

1  
(a)

0 10 20 30 40 50 60
0  

0.2

0.4

0.6

0.8

1  

N
or

m
al

iz
ed

 C
IR

(b)

Tap Number (l)

Shift centre 

Figure 7.2: Observed CIR of HIPERLAN/2 channel C obtained by means of a
64-subcarrier IFFT: (a) a random noiseless realization; (b) the CIR positioned sym-
metrically around the time origin using a cyclic shift of L0/2 = 11.

where F{·} denotes the Fourier transform by means of Equation (2.18).

An illustrative example is shown in Fig. 7.2 for a random noiseless realization

of the observed CIR of HIPERLAN/2 channel C, cyclically shifted to the left for

L0/2 = 11 samples.

After the substitution of ru(k
′ − k) in Equation (7.3) with the right hand side of

Equation (7.2), the correlation coefficients of the shifted uniform power delay profile,

rs(k
′ − k), are reduced to all real values, given by

rs(k
′ − k) = sinc (πL0(k

′ − k)/K) , (7.4)

where the subscript (·)s denotes the shifted uniform power delay profile.

Therefore, the fixed weighting matrix given by Equation (4.20) becomes all real

valued, too.

After the rotation of LS estimation vector P̃j defined by Equation (3.2) or Equa-
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tion (3.6) through a phase shift of (−L0/2) such that

P̆j(k) = P̃j(k)e
j2πk(L0/2)/K , (7.5)

and after the substitution of vector P̃j with vector P̆j in Equation (4.19), the

LMMSE estimation vector, Ĥj, can be obtained using all real fixed weighting matrix

Wj , generated by means of Equation (7.4).

Before passing the estimated values to the rest of the receiver, vector Ĥj can be

derotated back through a phase shift of L0/2, given by

H̆j(k) = Ĥj(k)e
−j2πk(L0/2)/K . (7.6)

K/Q and K phase rotations are required in order to obtain vectors P̆j and

H̆j respectively. Alternatively, derotation of channel estimation vector Ĥj can be

avoided applying the linear phase component, L0/2, to the following data after the

pilot symbol sequence.

The evaluated algorithm restricts, however, the shift operator in Equation (7.3)

to always be about the centre of the maximum excess delay of the power delay

profile. Therefore, the maximum excess delay, τx, needs to be estimated first before

the actual LMMSE processing. A simple method for the τx estimation has been

evaluated in Section 3.3 and given by Equation (3.16).

The maximum excess delay, τ j
x , varies depending on the multipath channel. The

average SNR varies depending on the separation between a terminal and base sta-

tion. In practice, the switched LUT method can be used, when a number of tables

containing the fixed weighting matrix coefficients can be precalculated in advance

and stored in the LUTs [58]. Then, based on the estimated values for τ j
x and SNR,

the appropriate LUT can be selected for the LMMSE processing given by Equation

(4.19).

The average SNR can be obtained from the LS estimation vector, P̃j, using a

method described in Section 3.2 (refer to Equation (3.13)). A simplified flowchat of

the evaluated algorithm is summarized in Fig. 7.3.

A modified block diagram for the MISO receiver is also shown in Fig. 7.4, where

the linear phase component, L0/2, is applied to data.
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Figure 7.3: Flowchat of the LMMSE channel estimation with the shifted uniform
power delay profile approximation.

7.2.2 Sparse Approximations

An LMMSE channel estimator in MISO OFDM described by Equation (4.19) still

requires a large number of processing operations, despite using the real valued fixed

weighting matrix. This is especially true when transmit diversity order Q is low

(≤ 2) as (≥ K/2) multiplications per tone are necessary. This can become pro-

hibitively complex especially in OFDM systems with a large number of subcarriers.

To further reduce the estimator complexity, a sparse approximation of the fixed

weighting matrix, Wj, can be used.

The LMMSE by SVD requires higher rank-R, and therefore more processing

operations, in channels with large delay spreads to eliminate the MSE floor up to a

given SNR, as has been already addressed in Chapter 5. Alternatively, the LMMSE

by SWC can be used to overcome this limitation. The LMMSE by SWC algorithm

has been evaluated in Chapter 6 and described by Equation (6.4).
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Figure 7.4: A modified block diagram of the MISO receiver using the shifted uniform
power delay profile approximation.

7.3 Numerical Results

Simulations were carried out in an 802.11a system with Q transmitters and 1 re-

ceiver. The performance was evaluated based on the channel estimation MSE and

BER. The MSE for antenna j is defined by Equation (4.28).

The MSE performance at each SNR value was evaluated using 1000 trials of

randomly generated channels. Two long OFDM-BPSK pilot symbols were simul-

taneously sent from the Q transmit antennas on interleaved subcarriers in the

frequency domain using the basic pilot symbol structure shown in Fig. 2.7(a).

The BER performance was evaluated for a 2 × 1 Alamouti STC scheme by

transmitting 5,000 packets, each with 18 uncoded OFDM-BPSK data symbols [89].

The block diagram is shown in Fig. 5.12. The reminding BER simulation parameters

are left unchanged compared to those described in Section 6.3.

HIPERLAN/2 non-sample spaced channels A (τrms = 50 ns, τx = 390 ns), B

(τrms = 100 ns, τx = 730 ns) and C (τrms = 150 ns, τx = 1050 ns) were used (refer to

Table 2.2). The total transmit power was normalized to unity and perfect knowledge

of the SNR, τx and τrms was used for calculation of the fixed weighting matrix, Wj ,

to enable channel estimation algorithm comparison under ideal condition. The CIR

length, L0, was set to K/4 = 16 taps (800 ns) for the correlation matrix calculation

in the scheme that uses Equation (7.2).

The optimal LMMSE (with the exponential power delay profile) requires twice

the number of multiplications compared to the LMMSE with uniform (LMMSE/U)

or shifted uniform (LMMSE/SU) approximations.

The MSE of the LMMSE/U and LMMSE/SU was compared to the optimal

108



7.3. Numerical Results

0 10 20 30
−30

−25

−20

−15

−10

−5

0
(a)

SNR (dB)

M
ea

n 
S

qu
ar

e 
E

rr
or

 (
dB

)
LMMSE, Γ=26 (N

rm
=104)

LMMSE/U, Γ=26 (N
rm

=52)
LMMSE/SU, Γ=26 (N

rm
=52)

LMMSE by SWC, Γ=13 (N
rm

=52)

0 10 20 30
−30

−25

−20

−15

−10

−5

0
(b)

M
ea

n 
S

qu
ar

e 
E

rr
or

 (
dB

)

LMMSE, Γ=26 (N
rm

=104)
LMMSE/U, Γ=26 (N

rm
=52)

LMMSE/SU, Γ=26 (N
rm

=52)
LMMSE by SWC, Γ=13 (N

rm
=52)

Figure 7.5: The MSE performance of the four different LMMSE processing methods
in a 2 × 1 scheme for channels A and C.

LMMSE and also to the LMMSE by SWC, with an equal computational complex-

ity of the latter technique to any of the two uniform approximations. All three

approximations give 50% improvement in terms of the required number of real mul-

tiplications, Nrm, compared to the optimal LMMSE.

Of the reduced complexity methods, the LMMSE/U performed worst in a 2× 1

scheme for SNR < 20 dB, as shown in Fig. 7.5(a). This is because of its inability to

adjust the length, L0, to the actual τx in low delay spread channels, such as channel

A. The problem is less evident in the longer delay spread channels, as presented in

Fig. 7.5(b) for channel C, with τx = 1050 ns. It is also apparent from Fig. 7.5 that

the LMMSE by SWC is the preferred approximation technique at low SNRs in both

channels A and C, as a result of its wider coherence bandwidth in the exponentially

decaying power delay profile.

The same conclusion also holds for the MSE performance for channel B in a 2×1

scheme as shown in Fig. 7.6(a). The MSE of data is also presented in Fig. 7.6(a) to
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Figure 7.6: The MSE and BER performances of the LMMSE, LMMSE/SU and
LMMSE by SWC in a 2 × 1 scheme for channel B.

justify the coherent detection for one or another channel estimation technique. Any

of two approximation techniques (LMMSE/SU or LMMSE by SWC) can be used

for coherent OFDM up to SNR of ≈ 24 dB. However, the LMMSE/SU becomes a

preferred approximation technique for SNR ≥ 24 dB in the analysed scenario.

The BER is also presented in Fig. 7.6(b) for channel B and shows that the

LMMSE by SWC has a negligible gain over the LMMSE/SU at low SNRs, despite

the 1.2 dB MSE improvement at SNR = 6 dB as shown in Fig. 7.6(a). This is

because at low SNRs the MSE for all the channel estimation curves is significantly

lower than the noise level experienced by the data (refer to Fig. 7.6(a)). On the

contrary, the LMMSE/SU is the better performing technique at high SNRs, with

1.5 dB gain over the LMMSE by SWC for BER = 10−4. This is an important

result, since modern WLANs must support 64-point QAM with packet error rates

constraint of 1%–10%. The operating SNR can therefore go as high as 30 dB [91].

Fig. 7.7 presents the MSE performance of the LMMSE/SU by SWC and LMMSE
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B.

by SWC for a different number of allowed real multiplications at a fixed value of

SNR = 20 dB. The horizontal dotted line in Fig. 7.7 represents the MSE (1/SNR) of

the data symbols. The channel estimation should be below this line and preferably

at least 3 dB below in order to justify coherent performance. If the diversity order

is low, Q ≤ 2, the LMMSE/SU by SWC gives the better performance for a given

complexity. 16 − 24 real multiplications are necessary to keep its MSE below the

operating SNR value for all the channels. However, if the diversity order is increased

and/or the coherence bandwidth of the channel used to generate Wj (with uniform

power delay profile) is too narrow (refer also to Fig. 7.1), the performance of the

LMMSE/SU quickly degrades. This is shown in Fig. 7.7(b) for channel B when

Q = 4.
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7.4 Summary

In this chapter, a low complexity LMMSE channel estimation algorithm was eval-

uated for OFDM in a Q × 1 diversity environment. The algorithm reduced the

LMMSE complex fixed weighting matrix to all real values. This was achieved by

approximating the power delay profile, generally exponential in wireless channels,

as uniform followed by positioning the CIR symmetrically around the time origin

using a cyclic shift.

At the cost of performance loss, the LMMSE/SU algorithm reduces the com-

putational complexity of the optimal LMMSE processor (using exponential power

delay profile in channels with the exponential power delay profile) by 50%. For

example, in a 2 × 1 diversity scheme the channel estimation accuracy loss remains

within 1 − 2 dB over a wide range of channel delay spreads (τrms ≤ 150 ns) and

SNRs (6 − 26 dB).

Further complexity reduction (also at the cost of performance loss) can be

achieved by the SWC technique. The LMMSE/SU by SWC can reduce the op-

timal LMMSE estimator complexity by more than 75%. However, a 3 × 1 scheme

is a feasible implementation only when τx ≤ 100 ns. A 4 × 1 scheme is not realistic

for any channel using the LMMSE/SU approximation for the analysed pilot symbol

overhead and given system parameters.
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Chapter 8

Conclusions

8.1 Thesis Summary

In this thesis, a deep and thorough study was carried out, based on the mathematical

analysis and simulations in MATLAB, to find new and efficient channel estimation

methods for MISO OFDM systems. As a result, three novel LMMSE based channel

estimation algorithms were evaluated: real time LMMSE, LMMSE by SWC and low

complexity LMMSE with power delay profile approximation as uniform. To further

enhance the estimator performance, pilot symbol structures were investigated for a

packet type MISO OFDM and methods for statistical parameter estimation in real

time were also presented.

LMMSE complexity imposes a practical solution to precalculate a fixed weight-

ing matrix in advance, based on the expected SNR and r.m.s. delay spread values (in

channels with an exponentially decaying power delay profile). Using a single fixed

set of r.m.s. delay spread and SNR values is clearly not optimum in the changing

channel environments and it can degrade the LMMSE estimator MSE performance.

It was obtained in this thesis near LMMSE performance using evaluated real time

LMMSE channel estimation algorithm. The algorithm is based on r.m.s. delay

spread and SNR measurements in real time. Given the measured parameters, the

most appropriate fixed weighting matrix can be selected from a set of precalcu-

lated LUTs. The estimation accuracy depends on the number of LUTs used in the

LMMSE processor. Based on an indoor HIPERLAN/2 channel environment, three

LUTs are found to be sufficient for achieving adequate estimation accuracy in MISO
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OFDM WLANs.

The LMMSE channel estimation for OFDM systems requires a large number of

complex multiplications. A well known technique for reducing the computational

complexity of the full LMMSE processor is a low rank approximation of the LMMSE

fixed weighting matrix by SVD. In this thesis, the LMMSE by SVD was studied in

various indoor multipath channel environments and it was observed that in channels

with large delay spreads, the estimator rank needs to be sufficiently large to eliminate

the MSE error floor up to a given SNR, still requiring a large number of processing

operations. Based on these observations, an alternative sparse approximation tech-

nique, namely LMMSE by SWC, was evaluated. This was accomplished by applying

the SWC technique to the LMMSE fixed weighting matrix. The LMMSE by SWC

can reduce the computational complexity of the full LMMSE processor by more than

50% and it outperforms the LMMSE by SVD over a wide range of channel delay

spreads and SNRs.

Both approximation techniques, LMMSE by SVD and LMMSE by SWC, pro-

duce an irreducible error floor at high SNRs. To overcome this limitation, a low

complexity LMMSE channel estimation algorithm was developed in MISO OFDM.

The low complexity algorithm reduces the LMMSE complex fixed weighting matrix

to all real values. This was accomplished by approximating the power delay profile,

generally exponential in wireless channels, as uniform followed by positioning the

CIR symmetrically around the time origin using a cyclic shift. The novel algorithm

reduces computational complexity of the optimal LMMSE processor (with exponen-

tial power delay profile) by 50% in terms of required multiplications. Despite this,

the loss of estimation accuracy remains within 1−2 dB over a wide range of channel

delay spreads and SNRs in a 2 × 1 diversity scheme.

Furthermore, temporal and frequency domain channel estimation methods were

analysed in the thesis for OFDM-based WLANs in an indoor channel environment.

It was shown that the temporal approach performs worse than the frequency domain

approach, mainly because of two limiting factors. These are the leakage problem

in non-sample spaced channels, which causes energy loss with the CIR windowing,

and null-guard tones, often used in WLANs, which can lead to an accuracy loss

in the CIR measurement when DFT processing is involved. The frequency domain
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approach is inherently robust to these two effects, as the filtering of the initial

channel estimation is solely performed in the frequency domain and the estimator

operates on the subcarriers that are actually used in an OFDM system.

The combination of the real time LMMSE, low complexity LMMSE with a power

delay profile approximated as uniform and SWC technique can significantly reduce

the computational complexity of the full LMMSE processor (by more than 75% in

a 2 × 1 diversity scheme). Despite this, the loss of accuracy remains within 1 − 2

dB over a wide range of channel delay spreads and SNRs.

8.2 Future Work

The MIMO channels are correlated, as it has been indicated in a number of recent

research papers and reports [46], [95]-[101]. Although this is an obvious limiting

factor for a MIMO capacity growth, these correlation properties can be exploited

for further improvement of the channel estimation accuracy in OFDM using multiple

antennas. This needs to be investigated and therefore more research work is required.

Channel estimation algorithms for coherent OFDM systems with training se-

quences are generally evaluated for pilot symbols that have identical OFDM param-

eters, such as the CP length and OFDM pilot symbol structure. Some practical

constraints may impose a restriction to a number of used pilot symbols, forcing the

use of a pilot symbol sequence with different OFDM parameters. Non-identical pilot

symbol structures need to be further analysed and investigated in various multipath

channel environments.

Also, in OFDM systems with a large number of subcarriers channel estimation

algorithms can be evaluated using a cluster approach. What is an optimal OFDM

cluster channel estimation methods, what is an optimal cluster size and what is an

optimal OFDM parameter set itself in the cluster approach? These questions could

also be addressed for a future work.
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