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Abstract

In recent years, active magnetic bearing systems (AMBs) have attracted the

attention of researchers as suitable replacements for conventional mechanical and

hydrostatic bearings. The absence of mechanical frictions, high-precision and low

maintenance costs have all made AMBs suitable technologies for high-speed and

high-precision applications. However, along with the numerous advantages, several

challenges have hindered the widespread applications of these systems. AMBs

are inherently open-loop unstable and hence feedback controllers are essential for

stabilisation of AMB equipped systems. The multiple-input multiple-output nature

of AMBs and the presence of high-frequency resonant modes further exacerbate

the problem of modelling and control design of such systems.

In the first step of this research, a closed-loop system identification is per-

formed by collecting the frequency-domain response data of the system. A novel

method is employed for single-input single-output (SISO) and multi-input multi-

output (MIMO) modelling of the system. Next, robust controllers are designed on

the basis of the obtained SISO and MIMO models. The main drawback of the

available robust control algorithms is that the order of the synthesised controllers
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is excessively high and hence difficult to implement. Therefore, several control

design strategies are proposed to obtain lower-order robust controllers that are

more reliable for implementation and product commissioning. The designed robust

controllers are evaluated experimentally and it is shown that the performance of

the system can be substantially improved by proper modelling and robust control

design of the system compared to the conventional control design methods.

After the rotor shaft is successfully stabilised (levitated) between the magnetic

bearings, it is desired to reduce the vibrations caused by the rotor imbalance,

gyroscopic forces, and other unknown bounded disturbances while the rotor is

spinning with the help of an attached air-turbine at one end of the rotor. A

two-degrees-of-freedom (2DOF) control scheme comprising an outer-loop feedback

stabiliser and an inner-loop disturbance observer-based controller (DOBC) is

proposed to reduce the rotor vibrations while it is rotating at various speeds. It is

observed that the presented algorithm significantly reduces the overall vibration of

the system compared to single-loop control structures. Moreover, it is shown that

the vibration of the rotor can be further reduced by combining the inner DOBC

loop with the repetitive control structure. The proposed hybrid scheme is called

repetitive disturbance observer-based control (RDOBC) throughout the thesis and

the experimental results reveal the superior performance of the presented scheme

over the single-loop control structures.

It is shown that the main difficulty with all “model-based” robust controllers

is that an accurate model of the system is required at the control design stage. In

the case of AMBs, an exceedingly high-order model is required to represent the
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dynamics of the system accurately. Consequently, high-order controllers are to be

designed on the basis of these high-order models. The real-time implementation of

such high-order controllers is challenging and require advanced hardware. As an

alternative, the design and implementation of “model-free” fuzzy logic controllers

are investigated in the next step of the research. One significant advantage of the

fuzzy logic controllers over the “model-based” control schemes is that an accurate

model of the system is not required at the controller design stage. However, the

difficulty with the design of fuzzy logic controllers is that the performance of

these controllers depends highly on the proper selection of some design parameters

which is usually obtained primarily based on engineering intuitions. In recent

works, global optimisation algorithms are used to find optimal values of the

design parameters more systematically. Yet, the performance of meta-heuristic

algorithms depends not only on the size of optimisation search-domain, but also

on the proper selection of the objective functions. Otherwise, the optimisation

algorithm converges to undesirable values. To alleviate this problem, some novel

objective functions are proposed in this thesis for the time-domain optimisation of

fuzzy logic controllers. It is shown via simulation and experimental studies that by

employing the presented objective functions the optimisation algorithm converges

to relatively similar results regardless of the size of optimisation search-domain.

The last phase of the research investigates the idea of iterative identification

and control of partially known systems and the AMBs in particular. On the

one hand, the successful design of high-performance “model-based” controllers

depends highly on the quality of the identified model. In order to obtain an

accurate model of the system experimentally, the plant needs to be excited with
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sufficiently rich probing signals. However, this is not always desirable in practice,

because overly exciting the system for identification purposes may deteriorate

the performance of the system and may even lead to system instability. On the

other hand, the theoretical stability analysis of the “model-free” controllers is a

challenging task and the stability of the closed-loop system can only be verified

experimentally. In this thesis, a two-step control design algorithm is presented

for the purpose of iterative identification and control of partially known systems.

In the proposed algorithm, the open-loop unstable system is first stabilised by

using minimum-weighted energy controllers that are designed on the basis of a

rough model of the system that is only known in the low-frequency regions. Then,

the closed-loop bandwidth of the stabilised system is increased cautiously and

progressively until the closed-loop bandwidth cannot be further increased by the

current controller. At this stage, a more accurate model of the system over an

extended range of frequency is required. Once a better model is identified, new

controllers can be designed on the basis of the re-identified model. The iteration

can stop once the desired closed-loop bandwidth of the system is obtained. The

presented algorithm allows more performance-oriented analysis of the interactions

between identification and controller design stages.
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Chapter 1

Introduction

This chapter provides an overview of the research reported in this thesis. The

motivations for the work is presented and previous progresses made by other

researchers are reviewed. The objectives of the research are identified and the main

scientific contributions made through this research are highlighted.

1.1 Motivation and Background

The application of active magnetic bearing systems (AMBs) as a suitable tech-

nology for high speed rotating machines such as energy storage flywheels, pumps,

compressors and tool-machining spindles has been growing rapidly in recent years.

The AMB equipped components have notable advantages over their mechanical
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Introduction 3

and hydrostatic counterparts. The contactless suspension of the rotatory compo-

nent by attractive forces that are produced by electromagnets allow the AMBs to

attain high rotational speeds. The absence of physical contacts and mechanical

frictions between the bearings and the rotatory components eliminate the needs

of lubrication. As the rotor of AMBs is levitated between the electromagnets

without any frictions, the wear of components is almost absent and the rotational

speed of the rotor is only limited by the proper design of the rotatory component.

Also, AMBs have considerably longer lifetime compared to the mechanical and

hydrostatic bearings. These characteristics of the AMBs offer a unique capability

for operating in the vacuum or clean environments [1, 2]. AMBs can provide clean

means for suspending rotors in ventricular assist devices that are used to partially

or entirely replace a failing heart in humans [1, 2]. AMBs can be utilised in many

other industrial applications where fast and precise operations are desired such as

linear induction motors and turbo-molecular vacuum pumps [3, 4].

Some recent studies show that if AMBs are utilised in wind turbines, they will

be able to start-up with substantially lower wind-speed and hence they can increase

the wind power capacity [5, 6, 7]. The use of magnetic bearings can also significantly

reduce the weight of structural material needed in direct-drive generators by allowing

the use of flexible structures [5]. In reference [8], a novel motor with a magnetically

levitated rotor is designed and its dynamic characteristics are simulated. The

proposed motor is shown to have successfully achieved five degrees-of-freedom

active control. The work in reference [9] studies active surge control of a centrifugal

compressor where thrust active magnetic bearings are employed. The results

demonstrate the potential application of AMB-based compressor surge controllers.
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In reference [10], an AMB is utilised as an actuator to guarantee chatter-free cutting

operations in high-speed milling processes. The work in reference [11] investigates

the application of active radial magnetic bearings for agile satellite systems. As a

result, the control current and the associated power losses are considerably reduced.

With these exceptional properties, the AMBs are paving the way for design and

production of new rotating machines with much higher speeds and much lower

power dissipation in comparison to the common mechanical bearing equipped

systems.

Along with the numerous advantages, AMBs have certain drawbacks that have

hindered the widespread commercial and industrial applications of these systems.

AMBs are inherently open-loop unstable and thus a feedback stabiliser is essen-

tial in all AMB equipped systems [12, 13]. In order to design high-performance

“model-based” feedback controllers for AMBs, accurate models of the system need

to be identified first. Since AMBs are open-loop unstable, closed loop system

identification procedures are necessary. The existence of high-frequency noise and

structural resonant frequencies make the modelling and control design tasks even

more challenging. The dynamics of AMBs are also influenced by the rotor speed.

These speed dependent dynamics such as rotor mass-imbalance, gyroscopic effects

and centrifugal forces not only complicate the modelling process, but also necessi-

tate the development of high-performance control strategies for system operating

over a wide range of speeds. The presence of cross-couplings between different

channels, gyroscopic forces, and other structural interactions further exacerbate

the problem. Additional uncertainties are introduced through the dynamics of

amplifiers, sensors, and digital controllers. As AMBs are subject to several sources
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of uncertainties, the robustness of the closed-loop system against uncertainties can

be considered as the primary requirement in the feedback control design of these

systems. Consequently, better models and high-performance controllers are needed

to address these challenges. All the aforementioned reasons have motivated us to

investigate the current gaps between the theory and challenges involved in system

identification and real-time implementation of robust controllers on AMBs.

1.2 Objective and Scope of the Thesis

The aim of this thesis is to design and implement advanced control algorithms on a

laboratory scale AMB system. The main interests of the thesis can be classified into

two parts, namely, system identification and advanced controllers design. Firstly,

novel algorithms are developed for identification of SISO and MIMO models of the

AMB system using the frequency-domain response of the system. Next, several

linear and nonlinear controllers are designed to maximise the robust performance

of the system in the presence of unmodelled dynamics and external disturbances

over a wide operating speeds. Extensive experimental studies on the performance

of the designed controllers are conducted throughout the thesis.

The objectives of the thesis are as follows:

I) Analytical modelling of the AMB system including the rigid-body and flexible-

body models of the system.
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II) SISO modelling of the system by using the experimental frequency-domain

data and the proposed GA-based weighted least squares method.

III) MIMO modelling of the system by using the experimental frequency-domain

data and the proposed extended GA-based weighted least squares method.

IV) Real-time implementation of several robust controllers that are designed on

the basis of the SISO models of the system.

V) Real-time implementation of several robust controllers that are designed on

the basis of the MIMO model of the system.

VI) Performance comparison of full-order and reduced-order robust H8- and

µ-optimal controllers.

VII) Real-time implementation of nonlinear fuzzy logic controllers.

VIII) Vibration reduction of the system while the rotor is rotating at different speeds

by introducing a second degree-of-freedom control scheme into the overall

feedback loop.

IX) Comparative study and sensitivity analysis of the proposed control methods.

X) Improvements on the idea of iterative identification and control of partially

unknown unstable systems.
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1.3 Main Scientific Contributions

This research strives to enhance the performance of the AMB system while the

rotor is stationary as well as while it is rotating at various speeds. The original

contributions of the thesis may be divided into two parts, the first of which is

concerned with the modelling and identification of the AMB system. Since most

of the available identification methods can model the system in the low-frequency

regions, but fail to accurately model the high-frequency resonant modes of the

system, a novel system identification method is presented in which the SISO and

MIMO models of the system can be identified very accurately in both low and high

frequency regions. The application of the presented algorithm is not limited only

to the modelling of AMB systems, but it can be employed to the identification of

any systems with “slow” and “fast” dynamics that need to be modelled accurately.

The second area of contribution of the thesis is concerned with the robust

control design of the AMB system. With respect to this problem, there are two

issues to be addressed thoroughly, namely, the robust stabilisation of the system

while the rotor is stationary, and disturbance rejection capabilities of the system

while the rotor is rotating at various speeds. For the robust stabilisation of the

system while the rotor is stationary, in the most of reported works in the literature,

the order of the synthesised robust controllers are found to be excessively high.

The real-time implementation of such high-order controllers is very challenging

and it requires expensive hardware. Therefore, some controller design strategies

are proposed in this thesis that will result in much lower-order robust controllers
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that are more reliable for implementation and product commissioning. After the

performance requirements are satisfied while the rotor is stationary, it is desired

for the system to reject the disturbances caused by the rotor mass-imbalance,

centrifugal forces, and other unknown but bounded disturbances while the rotor is

rotating. It is shown that most of the available methods in the literature require the

speed of the rotor to be continuously measured in order for the control algorithm

to reject these disturbances. However, successful implementation of these control

schemes requires the installation of an additional speed sensor on the system. To

alleviate this problem, two design structures based on disturbance observer-based

control (DOBC) and repetitive disturbance observer-based control (RDOBC) are

proposed in this thesis for the rejection of unknown but bounded disturbances while

the rotor is rotating. It is shown via simulation and experimental studies that the

presented algorithms are very effective in rejecting disturbances without having to

continuously measure the speed of the rotor.

Although several works can be found on the system identification and robust

control of AMBs, the results presented in the recent works have many shortcomings.

This is the main motivation of this thesis to address the current gaps between the

theory and challenges in designing robust controllers for AMBs. In the sequel, some

of the original contributions to be presented in the thesis are introduced briefly.
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1.3.1 System Identification

It is well-known that the combination of magnetic bearings and a flexible rotatory

shaft results in an MIMO system that contains both “slow” and “fast” dynamics

[14, 15, 16, 17]. The slow dynamics come from the rigid-body model of the system

including the model of the electromagnets, sensors, and amplifiers. Whereas, the

fast dynamics result from the flexible modes of the rotor. In order to ensure the

robust performance of the system over a wide operating range, the dominant flexible

modes need to be modelled accurately. It is shown that the problem with most

of the common identification methods is that an accurate model of the system

is obtained in the low-frequency regions, but these algorithms fail to model the

high-frequency flexible modes (resonant frequencies) accurately enough.

In Chapter 2, a novel system identification method based on weighted least

squares method is presented for SISO and MIMO modelling of the system using the

frequency-domain response data of the system. To this end, appropriate frequency

weightings are required to ensure that the flexible modes are modelled accurately.

Hence, Genetic Algorithm is employed in combination with the weighted least

squares method to iteratively find the required weighting factors that appropriately

scale up certain frequency ranges of interest. The iterations continue until the

difference (in the least-squares sense) between the frequency response of the model

and the experimental data is found to be less than a predefined value (or the

maximum number of iterations is reached). The obtained models are compared

with the prediction error method (PEM) and the numerical subspace state-space
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identification (N4SID) method. The results show that much more accurate models

of the AMB system are obtained by using the presented algorithm.

1.3.2 SISO and MIMO H2 and H8 Optimal Controllers

Robust control of active magnetic bearing systems has been an active topic of many

recent research works. In Chapter 3, it is shown that the results presented in the

recent works have many shortcomings. For instance, in some works, the MIMO

system is modelled as a family of SISO subsystems by neglecting the . The robust

controllers are designed on the basis of the SISO models and the cross-coupling

effects between the channels are neglected [12, 13, 18, 19]. This approach is practical

if low-order controllers are to be designed and if the system is stationary or it is

operating at low rotational speeds. However, the effects caused by the cross-coupling

between channels, centrifugal forces, and other unmodelled dynamics become more

significant at higher speeds. Therefore, multivariable robust controllers need to

be designed on the basis of MIMO models of the system including the models

of the cross-coupling channels. However, most of the recent published works are

limited to the simulation studies of robust multivariable controllers on AMBs while

the difficulties with the real-time implementation of robust MIMO controllers on

AMBs can be seen in references [20, 21, 22, 23]. In fact, it is observed in the results

provided in references [20, 21, 22, 23] that the designed stabilising controllers

were found to be unstable themselves. More importantly, these controllers with

right-half plane poles failed to stabilise the actual system which clearly means

that the identified model of system was not acquired accurately and hence the
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designed controllers failed to stabilise the actual system. It should also be noted

that there are examples in the literature that stabilising controllers are found to be

unstable [24], but this is not the case for AMBs, as there exist stable controllers

for stabilising the AMBs. Thus, implementation of unstable stabilising controllers

should be avoided at all cost, unless no stable controllers are found for stabilising

the system.

In this thesis, several SISO and MIMO controllers, namely, lead-lag type

compensators, SISO H8-optimal controllers, and MIMO H2- and H8-optimal

controllers are designed on the basis of the obtained models and successfully

implemented for robust stabilisation of the AMB system. It is shown that the

proper modelling of the system will result in stable high-performance controllers

that can be implemented on the actual system directly and safely without any

additional modifications.

1.3.3 Full-Order and low-Order µ-Optimal Controllers

It is observed in Chapter 4 that most of the existing multivariable control design

approaches for robust stabilisation of active magnetic bearing systems (AMBs)

are either based on the rigid-body dynamics of the system or a decoupled model

of the system after neglecting the cross-coupling effects between the channels

[12, 13, 18, 19]. In recent works, inclusion of the cross-coupling effects between the

channels and high-frequency dynamics resulting from the rotor flexible modes in

the model are attempted. Clearly, a higher-order model is required to successfully
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represent the cross-coupling effects and high-frequency dynamics of the system.

Robust controllers can then be designed by using for instance, H8 optimisation

methods or µ-synthesis algorithms so that the robust performance of the closed-

loop system is achieved in the presence of uncertainties and unmodelled dynamics.

However, it can be clearly seen from the reported results that the order of such

controllers is exceedingly high and hence demands expensive hardware for successful

implementation [25, 26]. On the other hand, many industrial controllers are

constrained in their order/structure and still are required to meet high performance

and robustness demands. In Chapter 4, some control design strategies are provided

that lead to much lower-order robust H8- and µ-optimal controllers that not only

satisfy the design requirements, but also they are found to be more efficient and

reliable for product commissioning.

1.3.4 PID-Type Fuzzy Logic Controller

In Chapter 5, it is shown that the main difficulty with the “model-based” robust

controllers is that an accurate model of the system is required at the control

design stage. As an alternative to the “model-based” controllers, the so-called

“model-free” controllers such as fuzzy logic controllers have emerged. For the latter,

only a low-order linear model of the system is required at the control design stage.

However, there are two challenges in designing fuzzy logic controllers. The first one

is regarding the structure of fuzzy logic controllers. There exist several structures

in the literature which some of them are computationally involved and hence not

efficient for implementation [27]. One of the contribution of the thesis is to provide
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a simple but effective PID-type fuzzy logic control scheme that can be generalised

to control of linear and nonlinear systems whose approximate model (low-order

model of one channel in the case of AMB system) is only available. Another

challenge in designing fuzzy logic controllers is that the performance of the designed

controllers is highly dependent on the proper selection of some design parameters

which is usually obtained heuristically without a systematic method. With the

recent developments in the area of global optimisation [28], it is possible to obtain

near to “optimal” values of the design parameters more systematically.

In Chapter 5, it is shown that the performance of most of the meta-heuristic

algorithms depends not only on the size of optimisation search-domain, but also

on the proper selection of the optimisation objective function. Otherwise, the

algorithm converges to undesirably large values which may lead to large control

signals and hence saturation of actuators. To alleviate this problem, novel objective

functions are proposed for the optimisation of the design parameters of the fuzzy

logic controllers. It is shown that by employing the presented objective functions,

regardless of the size of the optimisation search-domain, the optimisation algorithms

converge to relatively similar results in terms of time-domain performance of the

closed-loop system. Finally, the optimal fuzzy logic controllers are coded in C

and successfully implemented on the AMB system. The experimental results are

compared with those of linear controllers and it is shown that the fuzzy logic

controllers provide much better performance compared to the linear controllers.
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1.3.5 Disturbance Observer-Based Controller

After the control design requirements are satisfied for robust stabilisation of the

rotor, the flexible shaft is rotated with the help of an attached air-turbine at

one end of the rotor while it is levitated between the bearings. The AMBs are

usually subject to harmonic disturbances with frequencies that vary according

to the speed of the rotor [29, 30]. Several methods such as varying notch filters,

gain scheduling controllers, and linear parameter varying (LPV) controllers have

been reported in the literature to reject these disturbances while the system is

rotating at different speeds. Although the gain-scheduling and LPV controllers

show appealing results when applied to several simulation models, the real-time

implementation of such controllers appears to have many practical issues. For

instance, the experiments reported in references [31, 32] were carried out for a

limited speed range of pr4000, 5000s rpmq, because the optimisation problem was

found to be infeasible for other operating speeds.

In Chapter 6, a control scheme is proposed to ensure the rejection of unknown

but bounded disturbances while the rotor shaft is rotating at various speeds. In

the proposed scheme, the rotor is first levitated between the bearings by using

outer-loop feedback stabilisers. Then, the inner-loop disturbance observer-based

controllers (DOBC) are included in the overall feedback to reduce the effects

of disturbances. One advantage of the proposed two-degrees-of-freedom (2DOF)

control scheme is that the inner-loop achieves a faster dynamic response than

the outer-loop stabiliser and hence it is more effective than single-loop control

structures in rejecting disturbances. Motivated by the frequency-domain loop-
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shaping properties of H8 controllers and the disturbance rejection capabilities of

DOBCs, the two methods have been combined into a hybrid H8-DOBC scheme

for robust stabilisation of the AMB system while the rotor is stationary as well as

while it is rotating at various speeds.

1.3.6 Repetitive Disturbance Observer-Based Controller

It is observed that the proposed 2DOF control structure (H8-DOBC) significantly

reduces the effects of unknown but bounded disturbances compared to the single-

loop structures while the shaft is rotating. However, if there exists a repetitive

disturbance with known fundamental frequency, it turns out that the repetitive

control (RC) provides significant improvements in rejecting the repetitive distur-

bances [33]. However, the main drawback of the repetitive controllers is that,

along with the rejection of periodic disturbances, there will be undesirable gain

amplifications of non-periodic disturbances. In Chapter 7, it is shown that the

repetitive controller can be reformulated as a disturbance observer-based control

structure. It is demonstrated via simulation and experimental studies that the

presented repetitive disturbance observer-based control (RDOBC) scheme not only

greatly reduces the gain amplification of repetitive disturbances, it also reduces the

effects caused by non-repetitive disturbances substantially. The stability analysis

of the overall 2DOF control scheme is provided and some guidelines are given for

designing RDOBC scheme for systems with right half-plane zeros.
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1.3.7 Iterative Identification and Two-Step Controller

Design

In order to obtain accurate models of the system experimentally, the system needs

to be excited with sufficiently rich probing signals. On the one hand, this is not

always possible in practice, because overly exciting the system may deteriorate the

performance of the system or may even lead to system instability. On the other

hand, poor probing signals result in poor signal to noise ratios and hence may fail to

provide enough information about the dynamics of the system. Although relatively

strong probing signals have been used in this research to excite the laboratory

scale AMB system for the system identification purposes, a strategy that can be

generalised for identification of systems without having to overly excite the system

over a wide range of frequencies needs to be developed. In Chapter 8, a two-step

controller design algorithm is proposed that can be considered as an improvement to

the idea of iterative identification and control of partially known unstable systems

[34]. In the first step of the design, a low-bandwidth controller is designed on the

basis of a crude model of the system (a known model in low-frequency regions)

and implemented on the system. The bandwidth of the controller is increased

progressively and cautiously until the actual closed-loop bandwidth of the system

can no longer be increase by the current controller. At this stage, a more accurate

model of the system over an extended range of frequencies is required. Once a

better model of the plant is identified, new controllers can be designed on the basis

of the re-identified model. The iterative identification and control design scheme

can be viewed as an indirect adaptive control scheme with a time-scale separation
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between the closed loop identification and controller redesign [35]. This allows

more performance-oriented analysis of the interaction between identification and

controller design stages [36, 37]. As the control objective here is to increase the

bandwidth of the closed-loop system cautiously, it is desirable to have a control

method in which a single parameter can be used to describe the bandwidth of the

closed-loop system. If the system is open-loop stable, the internal model control

(IMC) method is found to have this desirable property. In the IMC method, the

closed-loop bandwidth of the system can be altered by a single design parameter

(known as λ of the IMC filter) [38, 39, 40]. However, if the plant is open-loop

unstable, the controller design based on the standard IMC methods is found to be

very challenging [40] and undesirable closed-loop performances maybe achieved by

using the IMC method [34].

Chapter 8 provides a systematic two-step control design approach for open-loop

unstable systems for iterative identification and control purposes [41]. In the first

step of the proposed algorithm, a minor-loop (or inner-loop) is designed to stabilise

the open-loop unstable system with minimum weighted energy (“expensive energy

control strategy”). It is desirable to stabilise the system without exciting the

high-frequency regions where the model of the plant is highly uncertain. Next,

a major-loop (or outer-loop) is designed on the basis of the stabilised system.

In order to progressively increase the closed-loop bandwidth of the system, a

mixed-sensitivity H8 optimisation procedure is applied to the stabilised plant. The

advantage of using the mixed-sensitivity H8 controller design over the standard

IMC method is that the bandwidth of the closed-loop system can be expanded by

proper selection of the design frequency weighting functions and re-synthesising
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the H8 controller. Furthermore, special attentions can be paid to the magnitude

of control signal and the high-frequency roll-off at the control design stage.

1.4 Organisation of the Thesis

This thesis is presented in nine Chapters. The organisation of the remaining

Chapters is as follows:

Chapter 2 provides a general description of the AMB system under study. A

detailed analysis of the mathematical modelling and experimental system identifica-

tion are given. Both SISO and MIMO models of the system are obtained by using

a proposed GA-based iterative weighted least squares method. The obtained SISO

and MIMO models are used in later Chapters for “model-based” robust control

design.

Chapter 3 presents some theoretical backgrounds on modern robust control

approaches. A brief overview of the H2 and H8 optimisation methods are given and

some useful remarks for design of robust controllers for unstable non-minimum phase

systems are provided. Next, several H2 and H8 optimal controllers are designed

on the basis of the SISO and MIMO models of the system and the performances of

the designed SISO and MIMO controllers are evaluated through simulation and

experimental studies.
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Chapter 4 studies beyond the robust stability of the nominal system and it

investigates the robust performance of the system in the presence of modelling

uncertainties and unmodelled dynamics. It shows that µ-optimal controllers can be

designed such that not only the nominal system remain stable with the designed

controllers, but also all possible uncertain systems in the uncertainty set remain

robustly stable. The main drawback of control design based on the standard

algorithms is that the order of the final controllers is excessively high. Therefore,

some control design strategies are provided that ultimately result in much lower-

order H8- and µ-optimal controllers than those controllers that are designed by

using the standard DK-iteration methods.

Chapter 5 examines the design and optimisation of the PID-type fuzzy logic

controllers (PID-FLC). Several structures that are equivalent to PID-type fuzzy logic

controllers are studied and a simple but effective structure that requires minimum

number of design parameters is presented. Several meta-heuristic optimisation

algorithms are then employed to obtain the optimal values of the design parameters.

It is shown via simulation studies that the “optimal” values obtained by using the

meta-heuristic algorithms depend highly on the predefined optimisation objective

function and this may result in undesirable values. Therefore, some conflicting

objective functions are presented for the time-domain optimisation of the fuzzy

logic controllers. The simulation results show that the presented optimisation

objective function is much more effective than the common time-domain objective

functions used for obtaining optimal design parameters of the fuzzy logic controllers.

It is shown that when the presented objective function is employed, most of the

meta-heuristic algorithms converge to similar values regardless of the size of search-
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domain. A similar procedure is used to obtain the optimal tuning parameters of

the PID-type fuzzy logic controllers for stabilisation of the laboratory AMB system.

The final designed controllers are coded in C and implemented on the AMB system.

The experimental results are also compared with linear controllers.

Chapter 6 focuses on vibration reduction and disturbance rejection of the

system while it is rotating at various speeds. This is achieved by including a

secondary loop into the overall feedback. The secondary (inner) loop that is

a disturbance observer-based controller is combined with an outer-loop feedback

stabiliser to improve the performance of the system in terms of disturbance rejection

and vibration attenuation while the system is stationary as well as while it is rotating.

The performance of the resulting hybrid control scheme is compared with those of

single-loop structures and the on-board analog controllers via experiments.

Chapter 7 combines the features of the disturbance observer-based controllers

with the repetitive controllers, and presents a hybrid scheme that not only greatly

reduces the gain amplifications of harmonic disturbances, but also reduces the

gain amplification of the non-repetitive disturbances. Similar to the disturbance

observer-based control structure, an outer-loop feedback controller is required

for the stabilisation of the open-loop unstable system. The inner-loop repetitive

disturbance observer-based controller is then introduced to the overall feedback to

result in a two degrees-of-freedom (2DOF) scheme. The stability analysis of the

overall 2DOF scheme is provided and the effectiveness of the proposed structure is

verified via simulations and real-time experiments on the AMB system.
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Chapter 8 proposes a systematic two-step control design approach for improving

the stability and system performance of open-loop unstable systems via iterative

identification and control. In this approach, the unstable system is first stabilised

by a parallel feedback stabiliser with the minimum-weighted energy. In the second

step of the design, a mixed-sensitivity H8 controller is designed on the basis of

the closed-loop stable system to gradually improve the overall performance of

the closed-loop system. The advantage of the proposed two-step control design

scheme for open-loop unstable systems over the available one-step design approach

is studied via a simulation example. Next, a similar approach is utilised for the

iterative identification and control design of the AMB system. It is shown that

accurate models of the system in a wide range of frequencies can be obtained from

the initial partially known models by using the presented algorithm and hence the

overall performance of the system can be improved by controllers that are designed

on the basis of the re-identified models of the system.

Chapter 9 summarises the research work and presents the conclusions drawn

from the study along with some recommendations for possible future research

opportunities.



Chapter 2

Modelling and System

Identification of the AMB System

2.1 Introduction

In order to design high performance “model-based” controllers, sufficiently accurate

models of the system are required for the control design stage. Since the AMBs are

open-loop unstable, closed-loop system identification is inevitable over the standard

open-loop identification methods. The most commonly used techniques for open-

loop identification of systems are prediction error methods (PEM), instrumental

variable method (IVM), and output error methods (OEM) [42]. Recently, numerical

subspace state space system identification (N4SID) methods have attracted the at-

22
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tention of many researchers [43, 44, 45] for identification of multi-input multi-output

(MIMO) systems. Although these methods have shown to provide satisfactory

results in system identification of MIMO systems, their efficiency on identification

of open-loop unstable AMBs are investigated in this thesis. Artificial intelligence

(AI) techniques, on the other hand are suitable alternatives for parameter identifi-

cation of systems. Genetic Algorithm (GA) has been widely used in optimisation

problems with several local minima where conventional search algorithms fail to

provide optimal solutions [46, 47]. The work in reference [48] proposes a method for

parametric identification of poles and zeros of both continuous- and discrete-time

transfer functions by using GA. The provided results show that the GA is able to

converge to the actual values of the parameters after few iterations. However, the

authors show that the convergence of the proposed method is slow in some cases

like identification of zeros, because of the insensitivity of the objective function to

small changes in zeros. In reference [49], GA is utilised to identify the model of a

power plant. The results show the successful identification of a high order model

of the de-superheating process and hence improvement in the performance of the

steam temperature controller. The work in reference [50] employs GA to identify

the parameters of the transfer function of a rectangular flexible plate system. A

novel algorithm for truncation-based selection of the GA is used that shows a faster

convergence to the global optimum solution compared to the conventional methods.

However, the drawback of utilising GA for parametric identification of a transfer

function is that increasing the model order will subsequently increase the number of

parameters to be identified by GA. Furthermore, the algorithm may not converge

to the optimal values if the system is high-order or ill-conditioned (systems with

large condition numbers).
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For the AMB system under study, the two flexible (resonant) modes of the

rotor need to be modelled accurately, as they are within the bandwidth of the

system. The problem with the most of available identification methods is that

these algorithms find an accurate model of the system in the low-frequency regions,

but they fail to model the high frequency flexible modes accurately. The aim here

is to find a model of the system that is as simple as possible, and yet capable of

capturing all important characteristics of the system. In this thesis, weighted least

squares (WLS) method is combined with GA to iteratively find the best model

of the system in the frequency range of interest with a predefined model-order.

It is well-known that the least-squares (LS) problems can be solved analytically

and have unique solutions. Moreoever, the weighted least squares (WLS) methods

can be used if more attentions need to be paid to certain range of frequencies.

These weightings can be obtained using the iteratively re-weighted least squares

algorithms [51]. In this research, the frequency weightings are used to emphasise

particular ranges of frequencies which are more of interest in controller design stage.

In fact, we need to ensure that the system is modelled accurately not only in the

low-frequency regions, but also the high frequency flexible modes are modelled

accurately. In this Chapter, GA is combined with weighted least squares (WLS) to

alter the frequency weightings (fictitious noise components) required in the WLS

method and perform an iterative re-weighted least squares algorithm until the best

model fit is obtained. This iterative approach can be summarised into four steps: 1)

GA generates a population of weight vectors, 2) WLS is solved explicitly by utilising

the constructed weight vectors, 3) GA alters the weight vectors by changing the

range and the corresponding scaling factors, and 4) the iteration continues until

the minimum difference between the frequency response of the measured data and
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the fitted model is achieved. The advantage of this method is that regardless of

the order of the system, the number of parameters to be optimised by GA remains

unchanged.

In the first section of this Chapter, the analytical model of the AMB system is

obtained by using the first principles. The model of the system in the horizontal

direction is linearised around the system’s operating point. In addition, the

linearised models of the sensors and amplifiers are included in the final model.

Finally, the obtained rigid-body model of the system is combined with the first

two bending-modes of the rotor shaft and the overall state-space representation of

the system is presented. The second section is devoted to the system identification

of the AMB system by using the recorded responses of the system to the input

chirp signals. The captured time-domain signals are first converted into frequency-

domain by employing the Discrete Fourier Transformation (DFT) and the GA-WLS

is employed to obtain the SISO and MIMO models of the system. If low-order

(low-complexity) controllers are to be designed for the system, the cross-coupling

effects between the channels are neglected and the MIMO system is treated as

four SISO subsystems and the model of each subsystem is obtained individually.

The advantage of obtaining the SISO models is that low-order (low-complexity)

SISO controllers can be designed on the basis of the identified SISO models, and

their performance is comparable to the analog on-board controllers. To strive for a

better performance, the proposed GA-WLS algorithm is extended to obtain the

MIMO model of the system that includes the models of all four channels and the

coupling effects between different channels. High performance MIMO controllers

can then be designed on the basis of the MIMO model of the system.
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2.2 System Description

The laboratory experimental AMB system is shown in Fig. 2.1. The system includes

a rotor shaft, four pairs of horseshoe electromagnets (two pairs at each end), an

air-turbine that can be driven by compressed air, four hall-effect sensors, four linear

current-amplifiers, and four analog on-board controllers. The rotor is levitated with

magnetic forces provided by the electromagnets, and the rotational speed of the

rotor shaft can reach up to 10000 rpm. The rotor shaft has four degrees of freedom

(4DOF) which are labeled as Y1 ´ Y4 in Fig. 2.1. Y1 and Y2 correspond to the

horizontal and vertical displacements of the rotor at one end. Whereas, channels Y3

and Y4 correspond to the horizontal and vertical displacements of the rotor at the

other end of the system, respectively. A digital signal processing card (DS1104) is

used for the data acquisition and real-time implementation of the control algorithms.

The schematic diagram of the front panel of the AMB system is depicted in

Fig. 2.2. The front panel consists 12 Bayonet NeillConcelman (BNC) connections

for easy access to the system’s inputs and outputs. There are four switches in

the feedback loops and these switches allow the user to replace the on-board

analog controllers with digital controllers. If only one loop is switched off, the

user can perform SISO control design experiments. By switching off all four loops,

the decoupled analog on-board controllers can be replaced by four digital SISO

controllers or a single MIMO controller.

The system parameters are described in Table 2.1.
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(a)

(b)

Figure 2.1: Active magnetic bearing (AMB) system.



Modelling and System Identification of the AMB System 28

Figure 2.2: Front panel of the experimental AMB system.

Table 2.1: AMB System Parameters

Description Value

Total length of the rotor pLq 0.269m

Mass of the rotor pmq 0.2629 kg

Air-gap between the bearings and the rotor pyairgapq 0.4mm

Bias current pibiasq 0.5 A

Moment of inertia of the rotor pI0q 1.5884ˆ 10´3kgm2

Distance from bearings to the end plq 0.024m

Distance from Hall-effect sensors to the end pl2q 0.0028m

2.3 Analytical Modelling

The analytical modelling gives an intuition about the dynamic behaviour of the

system and helps with the experimental identification of the system. The free-body

diagram of the system in the horizontal direction is depicted in Fig. 2.3. When

the electromagnets are arranged in perpendicular planes as shown in Fig. 2.1, the

horizontal and vertical plane dynamics can be considered to be independent of each
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other. In this case, the 4ˆ 4 MIMO system can be regarded as two independent

subsystems, each having 2 inputs and 2 outputs. Thus, robust controllers can be

designed for the horizontal and vertical planes separately.

Y1
y1

y0

y3
Y3

l2

l2

l

l

L

θ

Fy1

Fy3

Figure 2.3: Free-body diagram of the system for channels Y1 and Y3 (horizontal direc-
tion).

Firstly, the rigid-body dynamics of the system can be obtained while the

system is stationary. The system is assumed to be symmetrical at both ends.

The geometrical analysis of the rotor yields the following relationship between the
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translational and rotational motions of the rotor.

y1 “ y0 ´

ˆ

L

2
´ l

˙

sin θ « y0 ´

ˆ

L

2
´ l

˙

θ

y3 “ y0 `

ˆ

L

2
´ l

˙

sin θ « y0 `

ˆ

L

2
´ l

˙

θ

Y1 “ y0 ´

ˆ

L

2
´ l2

˙

sin θ « y0 ´

ˆ

L

2
´ l2

˙

θ

Y3 “ y0 `

ˆ

L

2
´ l2

˙

sin θ « y0 `

ˆ

L

2
´ l2

˙

θ (2.1)

The equations of motions governing the AMB system around the center of

gravity can be expressed as follows:

ÿ

Fy “ m:y “ Fy1 ` Fy3 (2.2)

ÿ

My “ I0
:θ “ Fy3

ˆ

L

2
´ l

˙

cos θ ´ Fy1p
L

2
´ lq cos θ (2.3)

Note that for small variations of θ about the equilibrium point, it can be

assumed that sin θi « θi. The generated electromagnetic force by each pair of

horseshoe electromagnets can be formulated as:

Fyi “
kpicontroli ` ibiasq

2

pyi ´ yairgapq
2 ´

kpicontroli ´ ibiasq
2

pyi ` yairgapq
2 (2.4)

where, k “ 2.8 ˆ 10´7, the current bias ibias “ 0.5 A, and the air-gap between

the rotor and the electromagnets yairgap “ 0.4 mm. In equation (2.3), icontroli is
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the current supplied by the current amplifiers and xi is the displacement of the

shaft inside the bearings at each end of the rotor. The nonlinear magnetic force in

equation (2.3) can be linearised about the equilibrium point p0, 0q by linear Taylor

series approximation in equation (2.5).

F pyi, icontroliq “ Fi p0, 0q `

„

BFi
Byi

p0, 0q



pyi ´ 0q `

„

BFi
Bii

p0, 0q



picontroli ´ 0q (2.5)

The linearised magnetic force in equation (2.5) can be expressed as in equation

(2.6).

Fyi “ 4375yi ` 3.5icontroli (2.6)

Combining equations (2.1) and (2.6) results in:

Fy1 “ 4375y0 ´ 4375

ˆ

L

2
´ l

˙

θ ` 3.5icontrol1

Fy3 “ 4375y0 ` 4375

ˆ

L

2
´ l

˙

θ ` 3.5icontrol2 (2.7)

The nonlinear models of the hall-effect sensors also need to be linearised about

the equilibrium point p0, 0q by using the Taylor series approximation. The nonlinear

model of the sensors is given as:
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Vsensori “ 5000Yi `
`

25ˆ 109
˘

Yi
3 (2.8)

Thus, the linear model of the sensors can be described as in equation (2.9).

Vsensori “ Vsensori p0q `

„

BVsensori
BYi

p0q



pYi ´ 0q “ 5000Yi (2.9)

The linear model of the current amplifiers is given as in equation (2.10).

d

dt
picontroliq “ ´

1

2.2ˆ 10´4 icontroli `
0.25

2.2ˆ 10´4Vcontroli (2.10)

The state-space representation of the rigid-body motion of the system is

obtained by combining equations (2.1)-(2.10) in the form of:

$

’

’

&

’

’

%

9x “ Ax`Bu, x P Rn, u P Rk

y “ Cx, y P Rm

(2.11)

In equation (2.11), x is the state vector that is chosen to be x “
”

y0, 9y0, θ, 9θ, i, 9i
ıT

,

u is the control signal vector of u “ rVcontrol1 , Vcontrol2s
T , and y is the output vector

of y “ rVsensor1 , Vsensor2s
T . The 6th-order state-space representation of the system
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is shown in equations (2.12) and (2.13).
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The bending-body motion of the rotor can also be included into the model.

A second-order model is required to represent each flexible-mode of the rotor.

Since the first two modes are within the rotor’s operating range, the order of the

rigid-body motion is increased by 4. The final 10th-order state-space representation

of the system in the horizontal direction is found to be in the form of equation

(2.14).
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—

–

0 0

0 0

fi

ffi

ffi

fl

(2.14)

The Bode diagrams of the rigid-body model of the system and the full-body

model of the system (including the rigid-body and the flexible modes of the system)

in the horizontal direction are depicted in Fig. 2.4.

Figure 2.4: Bode diagrams of the rigid-body and total-body models of the system (in
the horizontal direction).
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2.4 Experimental System Identification

As AMBs are inherently open-loop unstable, closed-loop system identification must

be performed instead of more common open-loop identification techniques [52, 53].

Although time-domain and frequency-domain data can be used for the system

identification procedure, the use of frequency-domain data is preferred here over

time-domain data because of the many advantages that frequency-domain data

offer:

I) noisy data can be detected and eliminated;

II) it is easy to combine data from different experiments of various frequency

ranges;

III) using multi-frequency excitation, the system’s behaviour in a wide range of

frequencies can be observed;

IV) no initial state estimation of the system is required;

V) it can be ensured that the dynamics associated with the rigid-body and

flexible-body motions of the system are carefully modelled.

Fig. 2.2 shows the block diagram of the setup that is used to collect the

required data for the system identification stage. The data are taken while the rotor

is stationary and stabilised with the four analog on-board controllers under the
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assumption that no disturbance is acting on the system. A control-relevant system

identification procedure on the AMB system is described here. Assuming that the

closed-loop system is stable and it is not subject to any external disturbances, the

relationship between the system outputs Y “ rY1, Y2, Y3, Y4s
T , the probing signals

R “ rR1, R2, R3, R4s
T , and the measurement noise ξ “ rξ1, ξ2, ξ3, ξ4s

T is given in

equation (2.15).

Y psq “

´

I `GpsqKpsq
¯´1

GpsqRpsq

´

´

I `GpsqKpsq
¯´1

GpsqKpsqξpsq (2.15)

Similarly, the relationship between the control signals U “ rU1, U2, U3, U4s
T , the

probing signalsR “ rR1, R2, R3, R4s
T , and the measurement noise ξ “ rξ1, ξ2, ξ3, ξ4s

T

can be obtained as in equation (2.16).

Upsq “

´

I `KpsqGpsq
¯´1

Rpsq

´

´

I `KpsqGpsq
¯´1

Kpsqξpsq (2.16)

Since the probing signals R and the measurement noise (with zero mean) ξ

are uncorrelated, the transfer functions between the system outputs Y and the

probing signals R can be obtained as in equation (2.17). For matrices of appropriate

dimensions, equation (2.17) should follow the push-through rule:
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Push-through rule: Assuming that the transfer matrices G and K are invertible,

and both G and K are such matrices that GK and KG are defined:

GpI `KGq´1
“ pI `GKq´1G

Proof: Multiplying both sides of the equation by pI `KGq results in:

GpI `KGq´1
pI `KGq “ pI `GKq´1GpI `KGq ô

G “ pI `GKq´1
pG`GKGq ô G “ pI `GKq´1

pI `GKqGô G “ G

According to the push-through rule, the transfer function between the output

signal Y and the probing signal R can be written as in equation (2.17).

TY Rpsq «
´

I `GpsqKpsq
¯´1

Gpsq “ Gpsq
´

I `KpsqGpsq
¯´1

(2.17)

Similarly, the transfer function between the control signals U and the probing

signals R can be simplified as in equation (2.18).

TURpsq «
´

I `KpsqGpsq
¯´1

(2.18)
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By using equations (2.17) and (2.18), the open-loop unstable SISO transfer

functions of the system can be estimated from the closed-loop system identification

as:

Gpsq “ TY RpsqTURpsq
´1 (2.19)

Chirp signals are employed as the probing signals to the system for the purpose

of collecting frequency response data. Initial frequency, target time, and the

frequency at the target time of the chirp signals are chosen in such a way that the

frequency does not increase too fast, so that the system has enough time to attain

its steady-state response. A fixed sample time of 0.000049 seconds that corresponds

to sampling frequency of approximately 20 kHz is used for the system identification

process. A higher sampling frequency may result in aliasing effects. In order not

to overly excite the resonant frequencies, several sets of measurements have to be

taken, each one within a certain range of frequency and amplitude. This problem

is solved by taking several measurements with different amplitudes and frequencies

and combining them in MATLAB. The amplitude and frequency range of each

chirp signal are depicted in Table 2.2.

Table 2.2: Chirp Signal Inputs

Measurement Low Freq. First Resonance Middle Freq. Second Resonance High Freq.

Chirp Start freq. (Hz) 1 610 975 1880 2220

Chirp End freq. (Hz) 610 975 1880 2220 5000

Amplitude (Volts) 0.6 0.4 0.6 0.1 0.2
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The MIMO measurements are taken in 20 individual experiments. In each

experiment, five different chirp signals with different amplitudes and frequencies

(shown in Table 2.2) are sent to one input channel and the responses of four output

channels are collected. The experimental power spectrum of the input chirp signal

and the resulting control and output signals for the first channel are shown in Figs.

2.5 - 2.7.

Figure 2.5: Power spectrum of input chirp signal.

The MIMO measurements are taken by sending chirp signals to the input

channels R and collecting the control signals U and the system output responses Y .

The time-domain response of the system is collected using the dSPACE ControlDesk

software and then exported to MATLAB for Discrete Fourier Transform (DFT)

analysis. The obtained frequency-domain response (magnitude) of the system is

shown in Fig. 2.8. The diagonal terms in Fig. 2.8 represent the frequency response
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Figure 2.6: Power spectrum of control signal.

Figure 2.7: Power spectrum of output signal.

between the input and output of the same channel. The off-diagonal terms, on the

other hand, represent the cross-coupling effects between different channels. It can
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be seen from Fig. 2.8 that the gain contribution of the off-diagonal terms is small

in the low-frequency region, i.e., a dc-gain of about ´20 dB or less. Therefore, if

low-order (low-complexity) controllers are to be designed for the system, the MIMO

system can be treated as four SISO subsystems and the model of each subsystem

can be obtained individually.

Figure 2.8: Frequency-domain response data of the MIMO AMB system.

The SISO models of the system can be represented as linear time-invariant

transfer functions of the form:

Gpsq “
Npsq

Dpsq
(2.20)
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where,

Npsq “ n0 ` n1psq ` n2psq
2
` ...` nkpsq

k, @s “ jω

Dpsq “ 1` d1psq ` d2psq
2
` ...` dlpsq

l, @s “ jω

In order to have a proper system, the order of the numerator pkq has to be

less than or equal to the order of the denominator plq. From the DFT analysis of

the input and output signals of the system at all experimental frequencies pω1, ω2,

. . . , ωNq, a non-parametric model of the system can be obtained as Ĝpjωq. The

operatorˆis used because there are always unavoidable errors in the measurement.

Since it is assumed that Ĝpjωq “ Npjωq{Dpjωq, we have:

DpjωqĜpjωq “ Npjωq (2.21)

The unknown coefficients pn0, n1, . . . , nkq, and p1, d1, . . . , dlq can be evaluated

by minimising the sum of squared of moduli of the errors between the frequency

response of the fitted transfer function Npsq{Dpsq and the collected frequency

response data Ĝpjωq [54]:

J “
N
ÿ

i“1

e˚i ei (2.22)



Modelling and System Identification of the AMB System 44

where, ei “ DpjωiqĜpjωiq ´Npjωiq, and ˚ denotes complex-conjugate transpose.

The term ei can be expressed as:

ei “

”

1` d1pjωiq ` ¨ ¨ ¨ ` dlpjωiq
l
ı

Ĝpjωq

´

”

n0 ` n1pjωiq ` ¨ ¨ ¨ ` nkpjωiq
k
ı

(2.23)

or alternatively,

ei “ Ĝpjωiq ´
”

´ pjωiqĜpjωiq, . . . ,´pjωiq
lĜpjωiq,

1, jωi, . . . , pjωiq
k
ı

θ (2.24)

where θ “ rd1, d2, . . . , dl, n0, n1, . . . , nks
T is a vector of unknown parameters. The

cost function J can now be expressed as:

J “
N
ÿ

i“1

e˚i ei “ pY ´Xθq
˚
pY ´Xθq (2.25)

where,

θ “

„

d1, d2, . . . , dl, n0, n1, . . . , nk

T

Y “

„

Ĝpjω1q, Ĝpjω2q, . . . , ĜpjωNq

T

X “

»

—

—

—

—

—

—

–

´jω1Ĝpjω1q ¨ ¨ ¨ ´pjω1q
lĜpjω1q 1 jω1 ¨ ¨ ¨ pjω1q

k

...
...

´jωNĜpjωNq ¨ ¨ ¨ ´pjωNq
lĜpjωNq 1 jωN ¨ ¨ ¨ pjωNq

k

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl
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The cost function J as a function of θ can be minimised by differentiating J

with respect to each unknown parameter in θ and setting the result to zero. The

value of θ that minimises J can be obtained as:

θ “
´

X˚X
¯´1´

X˚Y
¯

(2.26)

In a standard least-squares problem, it is assumed that the collected response

data are of equal quality and hence have a constant noise variance. However, if this

assumption does not hold, the quality of the fitted model can be influenced by poor

quality data. To improve the model at certain ranges of frequencies, one can use

weighted least-squares where the frequency weighting is used to emphasise certain

frequencies of interest. The weighted least-squares minimises the sum squared of

the weighted error:

J “
N
ÿ

i“0

wie
˚
i ei (2.27)

The weights wi determine how much each response value influences the final

parameter estimates. Note that the weights wi are positive definite and they are
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given as the diagonal elements of the weight matrix W :

W “

»

—

—

—

—

—

—

—

—

—

—

–

w1 0 . . . 0

0 w2 . . . 0

...
...

. . .
...

0 0 . . . wN

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

(2.28)

The unique solution to the weighted least-squares problem is known to be in

the form of equation (2.29).

θ “
´

X˚WX
¯´1´

X˚WY
¯

(2.29)

For the AMB system under study, the two flexible (resonant) modes of the

rotor need to be modelled accurately, as they are within the bandwidth of the

system. The problem with the most of available identification methods is that

these algorithms find an accurate model of the system in the low-frequency region,

but they fail to model the resonant modes. The aim here is to find a model of the

system that is as simple as possible, and yet capable of capturing all the important

characteristics of the plant. To overcome this problem, genetic algorithm (GA)

[46, 47] is employed to find the required frequency weightings (fictitious noise

components) automatically, and perform an iterative re-weighted least squares

algorithm to identify the system model. In this approach, GA generates a random

vector of wi ą 0 to be the diagonal elements of the weight matrix W. Then, GA
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alters the weights by changing the range and scaling factors in the vector wi. The

WLS is solved on the basis of the updated weight matrix, and the iteration continues

until the minimum difference between the frequency response of the model and the

experimental data and a predefined value is achieved (or the maximum number

of iterations is reached). In order to scale up the errors around the two resonant

modes, six variables are defined. These parameters are mainly the lower and upper

frequency ranges of interest prω1´start, ω1´ends, and rω2´start, ω2´endsq, and their

corresponding scaling factors pα and βq as shown in equation (2.30). The optimum

value of pα and βq are to be found by the GA to heavily penalise the fitting error

in a particular range of frequencies where the modelling accuracy is important.

wi “

”

1, ..., 1, αω1´start, ..., αω1´end, 1, ..., 1,

βω2´start, ..., βω2´end, 1, ..., 1
ı

(2.30)

Figs. 2.9 and 2.10 show the convergence of GA and the effect of the frequency

weighting on the explicit solution of the least-squares problem and hence on the

frequency response of the modelled transfer function. It should be noted that the

optimisation process is only illustrated for the first channel, and relatively similar

results are obtained for the other three channels.

It is important to note that the desired order of the model has to be assigned

before the optimisation process is initiated. Since the total order of four is required

to model the two flexible (resonant) modes of the rotor, it can be deduced that

models with order less than five will fail to accurately model the behavior of the
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Figure 2.9: Convergence of GA.

actual system. Therefore, a sixth-order model is chosen to ensure the accurate

modelling of the system at the frequency ranges of interest. The obtained SISO

models of all four channels using the proposed methods are compared with two

common methods, namely, the prediction error method (PEM) and the numerical

subspace state-space (N4SID) identification method in Fig. 2.11. The results

show the effectiveness of the proposed method in the identification of systems that

include both slow and fast dynamics. The resulting transfer functions of all four

channels are presented in equations (2.31)-(2.34).

G1psq “
´0.0054872ps`1.72ˆ104qps´2075q

ps`374.4qps´310.2q

ˆ
ps2`4240s`2.127ˆ107qps2`3305s`1.637ˆ108q
ps2`0.96s`2.344ˆ107qps2`0.37s`1.668ˆ108q

(2.31)
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Figure 2.10: A snapshot of GA optimisation.

G2psq “
´0.0205ps`5699qps´1588q
ps`433.4qps´233.4q

ˆ
ps2`4168s`2.127ˆ107qps2`3140s`1.631ˆ108q
ps2`0.27s`2.307ˆ107qps2`0.3s`1.673ˆ108q

(2.32)

G3psq “
´0.01993ps`5178qps´2135q

ps`628.1qps´215.5q

ˆ
ps2`4083s`2.329ˆ107qps2`5183s`1.631ˆ108q
ps2`0.31s`2.399ˆ107qps2`0.35s`1.673ˆ108q

(2.33)

G4psq “
´0.04793ps`3912qps´1189q

ps`388.4qps´246.7q

ˆ
ps2`4022.66s`1.947ˆ107qps2`3743s`1.631ˆ108q
ps2`0.529s`2.3ˆ107qps2`0.726s`1.65ˆ108q

(2.34)
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(a) (b)

(c) (d)

Figure 2.11: Bode (magnitude) diagrams of the measure experimental data and the
identified SISO models of the system using the presented algorithm, PEM,
and N4SID, (a) Channel Y1, (b) Channel Y2, (c) Channel Y3, (d) Channel
Y4.

The described approach for the SISO modelling of the system can be extended

to estimate the MIMO model of the system (including the cross-coupling effects

between the channels in Fig. 2.8) if a high-order MIMO controller is to be designed

on the basis of the MIMO model of the system. Suppose that the model is

represented in the state-space form (assuming that the feed-through term D is
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zero):

9xptq “ Axptq `Buptq, x P Rn, u P Rk

y “ Cxptq, y P Rm (2.35)

It is assumed that the system has k inputs, m outputs, and n states. A transfer

function representation of the system can be obtained as:

Gpsq “ CpsI ´ Aq´1B, @s “ jω (2.36)

Similar to the SISO case, the vector of unknown parameters

θ “

„

vecpAqT , vecpBqT , vecpCqT


can be estimated by minimising the weighted sum of the squared errors between

the frequency response of the state-space model Gpsq and the experimental data at

all experimental points Ĝpjωq:

J “
N
ÿ

i“1

wi||Ĝpjωiq ´Gpjωiq||
2 (2.37)

Again, GA is utilised to obtain the best weighting vector that minimises the cost

function J over the unknown parameter vector θ. Note that a higher-order model

is required to successfully describe the dynamics of the MIMO system including



Modelling and System Identification of the AMB System 52

the cross-couplings. After some trials, an eighteenth-order state-space model of the

system is found to have a fair representation of the actual system dynamics. The

frequency response of the MIMO model is shown in Fig. 2.12, and it is compared

with the collected frequency-domain data. The state-space representation of the

obtained eighteenth-order MIMO model of the system is given in equation (2.38),

and it is used for the synthesis of the MIMO H2 and H8 controllers.

Figure 2.12: The identified 4 ˆ 4 MIMO model of the system and the experimental
frequency response data.
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A “ diag

"

¨

˚

˚

˝

´0.0359 12900

´12900 ´0.0359

˛

‹

‹

‚

,

¨

˚

˚

˝

´0.55 4826

´4826 ´0.55

˛

‹

‹

‚

,

¨

˚

˚

˝

´0.69 4835

´4835 ´0.69

˛

‹

‹

‚

,

¨

˚

˚

˝

´152 335.8

´335.8 ´152.9

˛

‹

‹

‚

,

¨

˚

˚

˝

´120.9 341.8

´341.8 ´120.9

˛

‹

‹

‚

,

¨

˚

˚

˝

´111.8 228.2

´228.2 ´111.8

˛

‹

‹

‚

,

¨

˚

˚

˝

´70.51 212.4

´212.4 ´70.51

˛

‹

‹

‚

, 191.4, 243.4, 272.4, 284.5

*
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B “

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

´0.0243 0.0176 ´0.0235 ´0.0193

0.0453 ´0.0672 0.0486 0.0839

0.5450 0.0348 ´0.5991 0.0686

´1.4730 0.2672 1.7560 0.3069

´0.1713 ´1.4250 0.2059 ´1.7710

0.0820 ´0.7334 ´0.0522 ´0.8909

´5.2730 4.2650 ´4.8140 ´3.4230

´1.7190 ´3.8070 3.0520 9.5530

´5.1950 2.4130 ´8.4050 ´3.1360

´1.4100 1.6070 1.4170 ´3.6310

´2.0850 ´1.2980 ´0.3873 4.2370

´2.0320 5.3700 ´1.7270 5.5080

7.4800 ´0.7283 ´5.0160 ´1.0070

1.1000 0.9193 1.7110 1.5220

8.7810 ´21.0600 0.5281 33.6300

´44.7700 ´16.0000 ´53.4300 1.0640

´50.9400 ´8.0200 65.9800 13.8900

34.1700 ´55.9100 ´50.3000 ´44.6800

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚
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CT
“

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

´7.2300 ´2.1590 ´1.5950 6.9340

´5.5360 16.7600 ´18.1900 ´20.8700

´10.4100 0.5644 16.4900 1.6760

´5.5310 1.7130 3.7640 1.2470

´1.2190 ´6.6440 1.9040 ´1.9720

0.7982 11.4200 ´1.7800 14.4700

´1.3220 ´15.4500 0.3159 9.0980

6.2330 9.8390 4.5670 ´3.8710

12.8700 16.3700 9.2420 ´3.2940

8.9640 ´0.9097 3.0000 1.0810

3.3940 1.7800 1.0590 ´15.4300

´3.4690 ´17.5500 3.2230 ´10.5200

´8.5000 ´1.9170 10.1500 ´1.3500

4.0930 ´2.0230 ´8.2030 ´2.2680

0.6677 ´2.5790 0.3406 3.1050

´2.1520 ´0.2261 ´1.9370 0.4813

´1.1260 ´1.9160 1.4620 ´0.5211

0.6849 ´1.9850 0.2637 ´1.0290

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

(2.38)



Modelling and System Identification of the AMB System 56

2.5 Conclusion

AMBs are ideal for extremely fast and accurate operations. However, the systems

resonant modes could threaten the stability of the system and need to be accu-

rately modelled. In this Chapter, both analytical and experimental models of the

system were obtained. GA was employed in conjunction with WLS for closed-loop

identification of the AMB system in frequency-domain. Frequency windows were

defined in order to improve the models in certain ranges of frequencies. Compared

with some widely known identification techniques, GA performed very well or even

better in terms of mean squared error (MSE) between the frequency response of

the identified model and the real system. A similar approach was utilised to obtain

both SISO and MIMO models of the AMB system. In the remaining of the thesis,

the SISO models of the system shown in equations (2.31)-(2.34) are used when

SISO controllers are to be designed. Whereas, the 4ˆ 4 MIMO model in equation

(2.38) is used to design MIMO controllers.



Chapter 3

SISO and MIMO Robust

Controllers

3.1 Introduction

Although several works can be found on the analytical modelling and simulation

of H8 controllers on AMBs [55, 56, 57, 58], real-time application of robust control

methods on AMBs is a relatively recent development [18, 19, 20, 21, 22, 23, 59,

60, 61, 62, 63]. Furthermore, the results presented in the recent works have many

shortcomings to consider this problem as solved. This gives reasonable motivations

to address the current gaps between the theory and the challenges involved in

real-time application of robust controllers on AMB systems. In the sequel, some

57
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of the shortcomings in the recent works are discussed in more details. The work

in reference [19] reports a single-input single-output (SISO) modelling and real-

time implementation of H8 controller of an AMB system. An SISO controller

is designed on the basis of the second-order model of the electromagnets. While

low-bandwidth (low-performance) controllers can always be designed on the basis of

a low-order model of the system for stabilisation purposes, the effects caused by the

cross-couplings between the channels, flexible modes of the rotor, the rotor mass-

imbalance, and centrifugal forces in high speeds could lead to system instability.

The difficulties that may arise when more accurate (and higher-order) models of the

system are used to design the robust controllers can be clearly seen in the recently

published works. For instance, the frequency-domain results presented in reference

[18] clearly show that the synthesised controllers fail to reject the effects caused

by the flexible modes of the rotor. It is dangerous to implement such non-robust

controllers on the system, as it could lead to system instability. To alleviate the

problem, the work in reference [59] suggests to manually add additional notch filters

to the final designed controllers to ensure that the resonant modes of the rotor

are not excited. However, it should be noted that the closed-loop stability of the

overall system is no longer guaranteed. More recently, the MIMO identification

and H8 control synthesis of AMBs are investigated in references [20, 21, 22, 23].

Firstly, a high-order MIMO model of the system, including the cross-couplings

between all inputs and outputs is obtained from the frequency-domain response

data of the system. Next, the identified model is used to synthesise the MIMO

H8 controllers. However, all the synthesised controllers are found to be unstable

themselves and impossible to implement on the actual system. The fact that the

designed unstable controllers fail to stabilise the system implies that the identified
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model may not represent the characteristics of the actual system being controlled.

The authors proceed to implement the unstable controllers by first stabilising the

system using low-performance stable controllers that are synthesised on the basis of

a low-order model of the system and gradually switching to the unstable controllers

(in a time-span of five seconds). The successful switching between the controllers

depends highly on the slow transition between the stable and unstable controllers.

It should also be noted that the order of the MIMO H8 controllers are very

high and the presented Youla parametrisation of the switching controllers further

increases the order of the final controllers. This approach is not only impractical

in the industrial applications, it is also extremely challenging to implement such

excessively high-order controllers in real-time.

The synthesis of unstable H8 controllers that are not directly implementable

on the system is not a trivial issue, and it may occur in the control synthesis of

systems other than AMBs. The authors in references [22, 23] claim that synthesising

unstable controllers is not a surprise, as the H8 synthesis algorithms tend to cancel

the right-half plane (RHP) complex-conjugate zeros in the model of AMBs with

RHP poles in the controller. Although several examples on unstable controllers can

be found in the literature, it should be noted that unstable controllers should be

accepted only if the system model does not possess the parity interlacing property

(PIP) [24, 64]. The PIP condition only applies to the poles and zeros on the real-axis.

Therefore, regardless of the location of the complex-conjugate poles and zeros in

the model, as long as the PIP conditions are satisfied (which is the case for AMBs),

there should exist stable controllers that guarantee the internal stability of the

system-controller interconnection and hence no switching is required between the
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controllers. It is also emphasised in reference [24] that unstable controllers should

only be used in special circumstances where stabilisation with stable controllers is

infeasible and should be avoided at all cost.

This Chapter is devoted to the synthesis of controllers that are designed on

the basis of the identified SISO and MIMO models of the system. Firstly, four

SISO H8 optimal controllers are designed on the basis of the SISO models and

some useful remarks are given for the design of the weighting functions required

in the H8 controller design procedure. To demonstrate the advantages of the H8

optimisation algorithms over the classical control design methods, four lead-lag type

compensators are also designed on the basis of the identified SISO models. In order

to investigate the effects of the cross-coupling channels on the overall performance

of the system, MIMO H2 and H8 optimal controllers are synthesised on the basis

of the 4ˆ 4 MIMO model. Similar time- and frequency-domain requirements are

chosen for the design of both SISO and MIMO controllers. This ensures that the

conditions of all SISO and MIMO controllers are similar and hence the comparison

between the performance of these controllers is fair. It is shown that the proper

modelling of the system results in stable high-performance controllers that can be

implemented on the system directly and safely without any additional modification

or switching between the controllers.
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3.2 H8 Controller Design

The H8 norm of a function is defined as the least upper bound (supremum) of the

function over frequency [65]:

||F ||8 “ sup
ωPR

|F pjωq| (3.1)

In the mixed-sensitivity H8 control synthesis approach, three weighting func-

tions can be designed to shape the closed-loop behaviour of the system (see

Fig. 3.1). In fact, WP is designed to shape the closed-loop sensitivity function
´

S “ pI ` GKq´1
¯

to improve the steady-state error of the system as well as

the disturbance rejection capabilities. Whereas, WT bounds the closed-loop com-

plementary sensitivity function
´

T “ GKpI ` GKq´1
¯

to increase the system’s

robustness against uncertainties and to reject the high-frequency measurement

noise. Furthermore, WU is a weighting function to penalise the control signal
´

KS “ KpI `GKq´1
¯

and to avoid the actuators saturation. The requirements

can be absorbed into a stacked H8 optimisation problem and the feedback system

can be rearranged as a linear fractional transformation (LFT). The weighting func-

tions pWP , WT , and WUq can be easily combined with the system and represented

as a generalised plant P psq.
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Figure 3.1: Mixed S/T/KS sensitivity problem.

The state-space realisation of the generalised plant P psq in equation (3.2) can

be found as:

P “

»

—

—

—

—

—

—

—

–

A B1 B2

C1 D11 D12

C2 D21 D22

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

(3.2)

The closed-loop transfer function of the system can be found as an LFT of the

generalised plant with respect to the controller as shown in equation (3.3).

N :“ FlpP,K8q “ P11 ` P12K8pI ´ P22K8q
´1P21 (3.3)
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In equation (3.3), FlpP,K8q is the lower LFT of P psq with respect to K8psq.

Also, P11 “ r0, 0, WP Is
T , P12 “ rWUI, WTG, WPGs

T , P21 “ ´I, and P22 “ ´G.

The H8 mixed-sensitivity synthesis problem is to find a controller K8 which

stabilises the system and minimises the H8-norm of the closed-loop transfer function

of the augmented plant P psq:

min
Kstabilising

}FlpP,Kq}8 (3.4)

where,

}FlpP,Kq}8 “

∥∥∥∥∥∥∥∥∥∥∥∥∥∥

WPS

WUKS

WTT

∥∥∥∥∥∥∥∥∥∥∥∥∥∥
8

(3.5)

It is assumed that the plant P and the controller K are proper and real rational.

Their corresponding state-space realisations are also assumed to be stabilisable

and detectable. The objective of sub-optimal H8 problem is to find an admissible

(internally stabilisable) controller Kpsq, such that the H8 norm of the closed-loop

transfer function, i.e., FlpP,Kq8 ă γ is minimised. The weighting functions WP ,

WU and WT are chosen to reflect the design objectives. The solution to the H8

optimisation problem based on the Ricatti approach involves optimisation of two
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Hamiltonian matrices [65]:

H8 “

»

—

—

—

–

A γ´2B1B
˚
1 ´B2B

˚
2

´C˚1C1 ´A˚

fi

ffi

ffi

ffi

fl

(3.6)

J8 “

»

—

—

—

–

A˚ γ´2C˚1C1 ´ C
˚
2C2

´B1B
˚
1 ´A

fi

ffi

ffi

ffi

fl

(3.7)

There exists a stabilising controller such that the ||T ||8 ă γ if and only if the

following three conditions hold:

1) H8 P dompRicq and X8 :“ RicpH8q ě 0

2) J8 P dompRicq and Y8 :“ RicpH8q ě 0

3) ρpX8Y8q ă γ2

If the three conditions hold, one such controller can be formulated as in

equation (3.8).

Ksubpsq :“

»

—

—

—

–

Â8 Z8L8

F8 0

fi

ffi

ffi

ffi

fl

(3.8)



SISO and MIMO Robust Controllers 65

where,

Â8 :“ A` γ´2B1B
˚
1X8 `B2F8 ` Z8L8C2

F8 :“ ´B˚2X8, L8 :“ ´Y8C
˚
2 , Z8 :“ pI´ γ´2Y8X8q

´1

(3.9)

The work in reference [66] shows that the regular H8 problem can be refor-

mulated as linear matrix inequalities (LMI) rather than the usual dual Riccati

equations. Then, efficient convex optimisation techniques can be employed to

solve the problem. The H8 optimisation using LMIs not only offers an efficient

numerical solution, but also it has several advantages over the regular Riccati-based

H8 optimisation. For instance, it prevents undesirable control-plant pole-zero

cancellations. It is further shown that the proposed approach can be introduced

for low-order H8 synthesis.

Assuming that the pairs pA,B2q and pA,C2q in equation (3.2) are stabilisable

and detectable, and D22 “ 0, a feedback controller Kpsq in the form of

Kpsq “

»

—

—

–

AK BK

CK DK

fi

ffi

ffi

fl

:“ CKpsI ´ AKq
´1BK `DK

exists that stabilises the system. If such a controller is found, the closed-loop

transfer function from the exogenous inputs to the controlled outputs is obtained

as:

Tclpsq “ CclpsI ´ Aclq
´1Bcl `Dcl (3.10)
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where,

Acl “

»

—

—

–

A`B2DKC2 B2CK

BKC2 AK

fi

ffi

ffi

fl

, Bcl “

»

—

—

–

B1 `B2DKD21

BKD21

fi

ffi

ffi

fl

,

Ccl “

„

C1 `D12DKC2 D12CK



, Dcl “ D11 `D12DKD21 (3.11)

In order to derive the LMI-based H8 control synthesis, two lemmas need to

be recalled first.

Lemma 1. Bounded Real Lemma: Consider a linear time-invariant system .

The following statements are equivalent.

(i) there exists a symmetric positive definite matrix X such that the following LMI

has a solution.

¨

˚

˚

˚

˚

˚

˚

˚

˝

ATcl `XAcl XBcl CT
cl

BT
clX ´γI DT

cl

Ccl Dcl ´γI

˛

‹

‹

‹

‹

‹

‹

‹

‚

ă 0 (3.12)

(ii) }Dcl ` CclpsI ´ Aclq
´1Bcl}8 ă γ and Acl is stable, i.e., RepλipAclqq ă 0.
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Lemma 2. Given a symmetric matrix Ψ P Rmˆm and two matrices P , Q of column

dimension m, then the inequality:

Ψ` P TΘTQ`QTΘP ă 0

is solvable for Θ if and only if:

$

’

’

&

’

’

%

W T
P ΨW T

P ă 0

W T
QΨW T

Q ă 0

(3.13)

where, WP and WQ are any matrices whose columns form bases of the null spaces

of P and Q.

By combining the two lemmas, reference [66] shows that the H8 control

synthesis problem has a solution, if and only if, there exist two symmetric matrices

of R and S that satisfy the following system of LMIs:

¨

˚

˚

˝

NR 0

0 I

˛

‹

‹

‚

T

¨

˚

˚

˚

˚

˚

˚

˚

˝

AR `RAT RCT
1 B1

C1R ´γI D11

BT
1 DT

11 ´γI

˛

‹

‹

‹

‹

‹

‹

‹

‚

¨

˚

˚

˝

NR 0

0 I

˛

‹

‹

‚

ă 0 (3.14)
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¨

˚

˚

˝

NS 0

0 I

˛

‹

‹

‚

T

¨

˚

˚

˚

˚

˚

˚

˚

˝

ATS ` SA SB1 CT
1

BT
1 S ´γI DT

11

C1 D11 ´γI

˛

‹

‹

‹

‹

‹

‹

‹

‚

¨

˚

˚

˝

NS 0

0 I

˛

‹

‹

‚

ă 0 (3.15)

¨

˚

˚

˝

R I

I S

˛

‹

‹

‚

ě 0 (3.16)

where,NR andNS denote bases of the null spaces of
´

BT
2 DT

12

¯

and
´

C2 D21

¯

.

Such bases can be obtained via singular value decomposition (SVD) of
´

BT
2 DT

12

¯

and
´

C2 D21

¯

. In addition, the H8 -norm between the exogenous inputs and the

controlled output pγq can be minimised by solving a convex optimisation problem

of the form:

min
R“RT ,S“ST

γ

s.t. equations p3.14q ´ p3.16q (3.17)
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In this research, the output feedback controllers are designed to satisfy the

control design requirements. For instance, the first design requirement is to make

the steady-state error as small as possible (to levitate the rotor at its geometrical

center). It implies that |Spjωq| ! 1 to achieve good reference signal tracking and

also good disturbance rejection. On the other hand, attenuation of measurement

noise requires |T pjωq| ! 1, especially at higher frequencies where the model of

the system is uncertain. However, these are impossible to achieve simultaneously

over all frequency ranges, because of the algebraic constraint that S ` T “ I. The

aim is to minimise the sensitivity function S and the complementary sensitivity

function T over appropriate frequency ranges while satisfying the constraints. The

desired closed-loop performance of the system can be specified through the use of

weighting functions imposed on the magnitude of the sensitivity and complementary

sensitivity functions in the frequency domain. The nominal performance of the

system can be defined by equation (3.18).

|WP pjωqSpjωq| ă 1, @ω ðñ ||WPS||8 ă 1 (3.18)

It is clear that over the frequency range where the magnitude of WP is large, the

magnitude of S will be small. However, in order to secure stability robustness and

reduce sensitivity to high frequency noise, the bandwidth of the system has to be

limited. Therefore, another weighting function WT will be specified to ensure that

the magnitude of the complementary sensitivity function T decays appropriately at

high frequencies, where the plant model is poor. This can be achieved by imposing
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another condition as equation (3.19).

|WT pjωqT pjωq| ă 1, @ω ðñ ||WTT ||8 ă 1 (3.19)

Another weighting function WU can be optionally imposed to limit the magni-

tude and the rate of change of the control signal as indicated in Fig. (3.1). WU is

chosen to be constant here implying the limits on the maximum allowed voltage

on the digital signal processing card. It should be noted that the AMB system

under study is open-loop unstable and the presence of the RHP -zeros makes the

stabilisation more difficult. The structural resonant modes bring an additional

degree of difficulty to the problem. In order to provide a guideline for designing

proper weighting functions, some useful remarks concerning the design of H8

controller for unstable non-minimum phase systems are provided in reference [67]:

Remark 1: Although it is desirable that |Spjωq| ! 1, @jω and |T pjωq| ! 1,

@jω, it is important to note that the presence of unstable poles/zeroes increases

the peak of sensitivity functions. It implies that the peak values of Spsq and T psq

exceed one and this is unavoidable. For a system with RHP-zero ps “ zq and

RHP-pole ps “ pq, the sensitivity peaks can be evaluated as in (3.20).

›

›S
›

›

8
ą c,

›

›T
›

›

8
ą c, c “

|z ` p|

|z ´ p|
(3.20)

Remark 2: In the presence of RHP-pole ps “ pq, a high gain controller is

required to stabilise the open-loop unstable system. However, it is impossible to
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employ large loop gain in the frequency range close to the location of RHP-zero

ps “ zq while maintaining stability. It implies that for a system with RHP poles

and zeros, a closed-loop bandwidth of 2p ă ωc ă z is expected.

Remark 3: The peak values of the sensitivity functions pMP and MT q are very

closely related to the gain and phase margins and hence the following conditions

are very useful for the performance analysis of the system:

GM ě
MP

MP ´ 1
, PM ě 2 arcsinp

1

2MP

qpradq (3.21)

GM ě
MT

MT ´ 1
, PM ě 2 arcsinp

1

2MT

qpradq (3.22)

Following the given remarks, a first-order low-pass filter pWP q is designed

as the weighting function on sensitivity function and a second-order high-pass

filter pWT q is designed as the weighting function on complementary sensitivity

function. A second-order WT is designed in order to ensure a faster decay of the

open-loop transfer function pGKq at high frequencies and hence to reduce the high

frequency noise. It is worth noting that choosing a second-order WT results in a

robust controller that completely removes the effect of the resonant frequencies (the

flexible modes of the rotor). As the model of the system is relatively similar in all

four channels, relatively similar closed-loop bandwidths and high frequency roll-offs

are expected for all four channels. However, from the location of the RHP -zero in

channel Y4, a lower closed-loop bandwidth is expected in channel Y4. Therefore, the
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bandwidth of the design performance weighting filter pWP4q is chosen to be lower

compared to the other three channels. The designed weighting functions (given

in equations (3.23)-(3.26)) need to be augmented to the model Gpsq for control

synthesis. There are several methods available to solve H8 problems depending

on which optimisation algorithm is employed. The H8 synthesis based on the

solution of the Ricatti equations is adopted in this Chapter. The designed weighting

functions pWP and WT q and the resulting closed-loop sensitivity functions pS and

T q for all four channels are illustrated in Fig. 3.2 (a)-(d). As it can be seen from the

simulation results, the weighting functions are designed in such a way that 1{WP

and 1{WT be the upper bounds on the closed-loop sensitivity functions pS and T q,

respectively. The synthesised continuous-time controllers for all four channels are

given in equations (3.27)-(3.30).

WP1psq “
0.3333ps` 500q

ps` 0.00333q
, WT1psq “

104ps` 1500q2

ps` 3ˆ 105q2
(3.23)

WP2psq “
0.3333ps` 700q

ps` 0.00333q
, WT2psq “

106ps` 2000q2

ps` 4ˆ 106q2
(3.24)

WP3psq “
0.3333ps` 800q

ps` 0.00333q
, WT3psq “

104ps` 1500q2

ps` 3ˆ 105q2
(3.25)

WP4psq “
0.3333ps` 300q

ps` 0.00333q
, WT4psq “

104ps` 1600q2

ps` 3.2ˆ 105q2
(3.26)
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(a) (b)

(c) (d)

Figure 3.2: Singular values of S, T , 1{WP , and 1{WT of all four channels, (a) Channel
Y1, (b) Channel Y2, (c) Channel Y3, (d) Channel Y4.
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K81psq “
7986.2ps` 3ˆ 105q2ps` 374.4q

ps` 4.822ˆ 105qps` 1.717ˆ 104qps` 0.003333q

ps` 77.94qps2 ` 0.96s` 2.344ˆ 107qps2 ` 0.37s` 1.668ˆ 108q

ps2 ` 6429s` 2.328ˆ 107qps2 ` 5087s` 2.191ˆ 107qps2 ` 5297s` 1.637ˆ 108q

(3.27)

K82psq “
923.21ps` 3ˆ 105q2ps` 433.4q

ps` 4.822ˆ 105qps` 1.717ˆ 104qps` 0.003333q

ps` 71.86qps2 ` 0.27s` 2.307ˆ 107qps2 ` 0.37s` 1.673ˆ 108q

ps2 ` 5755s` 2.002ˆ 107qps2 ` 5755s` 2.002ˆ 107qps2 ` 5139s` 1.631ˆ 108q

(3.28)

K83psq “
718.62ps` 3ˆ 105q2ps` 628.1qps` 91.89q

ps` 1.739ˆ 105qps` 5125qps` 0.003333qps2 ` 6464s` 2.443ˆ 107q

ps2 ` 0.031s` 2.344ˆ 107qps2 ` 0.037s` 1.668ˆ 108q

ps2 ` 4983s` 2.136ˆ 107qps2 ` 5139s` 1.637ˆ 108q

(3.29)

K84psq “
1321ps` 388.4qps` 50.52qps2 ` 6.4ˆ 105s` 1.024ˆ 1011q

pps` 6.884ˆ 105qps` 3892qps` 0.003333qps2 ` 4977s` 1.99ˆ 107q

ps2 ` 0.0529s` 2.3ˆ 107qps2 ` 0.0726s` 1.65ˆ 108q

ps2 ` 5473s` 2.134ˆ 107qps2 ` 4743s` 1.661ˆ 108q

(3.30)
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3.3 Lead-Lag Compensator Design

In order to design classical controllers, two notch filters need to be designed first

to completely remove the effects caused by the resonant frequencies. Then, the

reduced-order models of the system can be obtained by removing the poles and

zeros corresponding to the resonant modes from the model transfer functions

and keeping their dc-gains in the reduced-order models. Note that the unstable

poles and RHP-zeros must be retained in the reduced-order models, as unstable

poles and RHP-zeros introduce fundamental limitations on the system closed-loop

bandwidth and hence have to remain in the model. The lead-lag type compensators

are designed on the basis of the reduced-order models of all four channels. The

following structure is used to design the two notch filters for each channel:

Npsq “
s2 ` ζbωns` ω

2
n

s2 ` bωns` ω2
n

(3.31)

In equation (3.31), ωn is the notch frequency, ζ is the damping ratio and b

bandwidth of the filter. After designing the notch filters required for the first two

structural resonant modes, a lead-lag compensator is designed for the reduced order

model:

Klead´lag “ KleadKlag
ps` aq

ps` γaq

ps` βbq

ps` bq
, with β, γ ą 1 (3.32)
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In the design of a lead compensator, the dc-gain is smaller than the high-

frequency gain (by a factor of γ) and hence it shifts the low frequency gains by

a factor of (Klead{γ) and the high-frequencies by Klead. Since lead compensator

introduces phase-lead around the corner frequencies, it is used to increase the

closed-loop bandwidth of the system. The largest phase-lead and the crossover

frequency provided by the lead compensator can be written as equations (3.33) and

(3.34).

φmax´lead “ tan´1
p

?
γ ´ 1

?
γ

2
q (3.33)

ωmax´lead “ a
?
γ (3.34)

The lag part of the compensator is to recover the low-frequency gain and

to reduce the steady-state errors to input signals. The key property of the lag

compensator is that the dc-gain is larger than high-frequency gains by factor of β.

Hence, it shifts the low-frequency region up by a factor of Klagβ and high-frequency

by Klag. The maximum phase-lag introduced by the lag compensator is given by

equation (3.35) and the corner frequency by equation (3.36).

φmax´lag “ tan´1
p

1?
β
´
?
β

2
q (3.35)

ωmax´lag “ b
a

β (3.36)
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The corner frequency of the lag compensator must be well below the lead

compensator crossover frequency (usually a factor of 10 is recommended). Finally, a

low-pass filter can be added to the controller to increase the high-frequency roll-off

and hence attenuate the undesired high-frequency noise signals. The final designed

controllers for all four channels are shown in equations (3.37)-(3.40).

Klead´lag1 “
1.0994ˆ 1010ps` 379.5qps` 120q

ps` 2.5ˆ 104q2ps` 3795qps` 32.85q

ps2 ` 0.2449s` 2.344ˆ 107qps2 ` 0.1194s` 1.668ˆ 108q

ps2 ` 5421s` 2.344ˆ 107qps2 ` 3775s` 1.668ˆ 108q

(3.37)

Klead´lag2 “
7.9158ˆ 109ps` 406.7qps` 120q

ps` 2.5ˆ 104q2ps` 2927qps` 32.85q

ps2 ` 0.0708s` 2.307ˆ 107qps2 ` 0.107s` 1.673ˆ 108q

ps2 ` 4955s` 2.307ˆ 107qps2 ` 3384s` 1.673ˆ 108q

(3.38)

Klead´lag3 “
8.7532ˆ 109ps` 459.8qps` 132.2q

ps` 2.5ˆ 104q2ps` 3310qps` 21.06q

ps2 ` 4.165ˆ 10´6s` 2.344ˆ 107qps2 ` 5.214ˆ 10´7s` 1.668ˆ 108q

ps2 ` 4220s` 2.344ˆ 107qps2 ` 5214s` 1.668ˆ 108q

(3.39)

Klead´lag4 “
6.6619ˆ 109ps` 308.2qps` 116.9q

ps` 2.5ˆ 104q2ps` 3346qps` 19.63q

ps2 ` 2.85ˆ 10´4s` 2.3ˆ 107qps2 ` 8.927ˆ 10´7s` 1.65ˆ 108q

ps2 ` 6466s` 2.3ˆ 107qps2 ` 8927s` 1.65ˆ 108q

(3.40)
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3.4 MIMO H2 and H8 Controllers

In order to investigate the effects of cross-coupling channels on the overall perfor-

mance of the system, MIMO H2 and H8 optimal controllers are synthesised on

the basis of the high-order MIMO model of the system (given in equation (2.38)).

Again, similar weighting functions are employed for the synthesis of the MIMO

controllers (similar to equations (3.23)-(3.26)). This ensures that the conditions of

all SISO and MIMO controllers are similar and hence the comparison between the

performance of these controllers is fair.

WPpsq “ diag
!

WP1psq,WP2psq,WP3psq,WP4psq
)

,

WTpsq “ diag
!

WT1psq,WT2psq,WT3psq,WT4psq
)

(3.41)

The diagonal weighting matrices pWPpsq, WUpsq, and WTpsqq are augmented

with the MIMO model of the system, and the mixed-sensitivity H2 and H8

optimisation procedures are performed on the generalised plant, respectively. Note

also that the standard mixed-sensitivity H2 loop-shaping problem is to find a

stabilising controller K that minimises the H2-norm of the closed-loop system as
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in equation (3.42) (see references [68, 69] for details on the H2 optimisations).

min
Kstabilising

∥∥∥∥∥∥∥∥∥∥∥∥∥∥

WPS

WUKS

WTT

∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2

(3.42)

Fig. 3.3 shows the frequency response plot of the resulting closed-loop sensi-

tivity and complementary sensitivity functions pSpsq and T psqq using the MIMO

H2 and H8 controllers. Since similar weighting functions are used for the synthesis

of the H2 and H8 controllers, similar performances are expected from the two

controllers. However, the real-time experiments reveal some interesting results in

the next section.

3.5 Experimental Validation

To evaluate the performance of the SISO and MIMO controllers experimentally,

the designed continuous-time controllers are discretised using the Bilinear trans-

formation with a sampling frequency of 20kHz. The discrete-time controllers are

implemented in real-time using an ADC/DAC converter and the dSPACE DS1104

digital signal processing board. In the first part of the experiment, the performance

of the designed controllers is evaluated while the rotor is stationary and in the

presence of constant disturbances. In order to investigate the disturbance rejection
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Figure 3.3: Singular values of the closed-loop sensitivity functions Spsq and the com-
plementary sensitivity functions T psq using the MIMO H2 and H8 optimal
controllers.

properties of the controllers, four unit-step disturbances are introduced to the

system. The first disturbance is added to the first channel pY1q at approximately

one second, followed by the second disturbance to the second channel pY2q after two

seconds. The other two disturbances are introduced to the third and fourth channels

pY3 and Y4q after three and four seconds, respectively. For a fair comparison, the

performance of the SISO and MIMO controllers are compared separately. The re-

sults from the SISO controllers, namely, the SISO H8 controllers, the lead-lag type

compensators, and the analog on-board controllers are depicted in Figs. 3.4 and

3.5. Note that the analog on-board controllers are in the form of lead compensators
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with first-order low-pass filters and with the transfer functions of:

Kon´board1´4 “
1.7218ˆ 105ps` 1128q

ps` 3030qps` 4.545ˆ 104q
(3.43)

It is clear from the results in Figs. 3.4 and 3.5 that the SISO H8 controllers

certainly outperform the analog on-board controllers. On the other hand, a rel-

atively similar performance can be achieved by the carefully designed lead-lag

type compensators. However, in contrast to the classical design methods, the H8

synthesis procedure includes the required components (compensators, notch filters,

and the high-frequency low-pass filters) automatically if the weighting functions

are chosen properly.

Figure 3.4: Step responses of all four channels using the SISO controllers in the presence
of unit-step disturbances.
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Figure 3.5: Control signals of all four channels using the SISO controllers in the presence
of unit-step disturbances on all four channels.

The performance of the MIMO H2 and H8 optimal controllers are also depicted

in Figs. 3.6 and 3.7. Similar behaviours in terms of transient- and steady-state

response can be seen from the two controllers in Fig. 3.6. However, from the control

signals in Fig. 3.7, it can be deduced that the high-frequency measurement noises

are much better attenuated by the H2 controllers compared to the H8 controllers.

The AMB system under study consists of an internal air turbine attached to

one end of the rotor that allows the spinning of the rotor up to 10000 rpm. In order

to evaluate the performance of the SISO and MIMO controllers while the rotor is

in rotation, the air-pressure supplied by the air compressor is increased gradually,

and the displacements of the geometrical center of the rotor at both ends of the

rotor are captured. The displacements of the rotor at all four channels are depicted
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Figure 3.6: Step responses of all four channels using the MIMO controllers in the
presence of unit-step disturbances.

Figure 3.7: Control signals of all four channels using the MIMO controllers in the
presence of unit-step disturbances.
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in Fig. 3.8. As the rotational speed of the rotor increases, it can be seen that the

overall performance of the MIMO H8 controller remain significantly better than all

other controllers. Furthermore, unlike the stationary case, the MIMO H2 controller

shows a very poor performance compared to the MIMO H8 controller at high

rotational speeds. Finally, the SISO H8 controllers show a convincing performance

compared to the lead-lag type compensators and the analog on-board controllers.

More interestingly, the rotor achieves different steady-state rotational speeds

using the designed controllers while constant air-pressure of 100 psi is supplied

to the system. The transient speed responses of the system using the designed

controllers are depicted in Fig. 3.9. The highest steady-state speed is achieved

by using the MIMO H8 controller. This is because the effects caused by the

rotor mass-imbalance and centrifugal forces are better rejected by the MIMO

H8 controller, allowing the rotor to obtain higher rotational speeds compared

to the other controllers. As it is expected, the system achieves very low steady-

state speed by the MIMO H2 controller due to the poor performance of the H2

controllers at high rotational speeds. Furthermore, the SISO H8 controllers show

better performance among the other SISO controllers. Last but not least, it

can be deduced from the results that the high-order H8 controllers show better

performance compared to the low-order H8 controllers. However, the price to

pay is to implement excessively high-order controllers that demand more powerful

hardware for a successful real-time implementation.
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(a) (b)

(c) (d)

(e) (f)

(g)

Figure 3.8: Trajectory of the geometrical center of the rotor (at both ends) using
the SISO and MIMO controllers. Blue lines represent: analog on-board
controllers, green lines: SISO lead-lag compensators, red lines: SISO H8
controllers, purple lines: MIMO H2 controllers, black lines: MIMO H8
controllers, (a) air pressure of 20 psi, (b) air pressure of 30 psi, (c) air
pressure of 40 psi, (d) air pressure of 50 psi, (e) air pressure of 60 psi, (f)
air pressure of 80 psi, (g) air pressure of 100 psi.
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Figure 3.9: Rotational speed of the rotor using the SISO and MIMO controllers.

3.6 Conclusion

This Chapter dealt with high-performance controller design of the AMB system.

Both SISO and MIMO controllers were designed on the basis of the identified

models of the system. The designed controllers were discretised and implemented

on the AMB system for real-time experimental analysis. The performance of

the designed controllers was examined while the rotor was stationary as well as

while it was operating at several rotational speeds. All the designed controllers

showed much superior performances compared to the analog on-board controllers.

Moreover, it was shown that the performance of the MIMO H2 controller was not

satisfactory at high speeds where the modelling uncertainties were more significant.

Although the performance of the system was further improved by using the MIMO
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H8 controllers over the SISO controllers, but the price to pay was to implement

excessively high-order controllers that demanded powerful and expensive hardware.



Chapter 4

Full-Order and Fixed-Order

µ-Optimal Controllers

4.1 Introduction

The differences between the obtained models of a system and the actual plant

can result in degradation of the closed-loop system performance and in certain

circumstances it could even lead to system instability. In the robust control synthesis

approach, there are two design issues, namely, stability robustness and performance

robustness. The former guarantees the closed-loop stability of the system in the

presence of a specified class of uncertainties. However, more often than not, it is

desirable to ensure that not only all the possible uncertain systems remain stable in

88
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the presence of uncertainties, but also the uncertain systems to have an acceptable

closed-loop performance. In the past decade, considerable amount of research has

been devoted on finding stabilising controllers that not only guarantee the robustness

of the system in the presence of uncertainties, but they ensure that the closed-loop

performance requirements are satisfied for the family of uncertain systems in the

uncertainty set. Several design methodologies have been proposed in the literature,

such as synthesising all stabilising controllers using Youla Parametrisation [24],

state-space based H2 and H8 loop-shaping [64, 65, 68, 69, 70, 71], L1 control design

[72], linear matrix inequality (LMI) approach to H2 and H8 control design [66, 73],

and µ-synthesis and DK-iteration [74, 75].

With the recent developments in the robust control synthesis algorithms, robust

multivariable controllers can be designed for the AMBs using readily available

algorithms. For instance, the stabilising controllers can be designed using H8-

optimisation methods. Then, the upper-bound on the structured singular value pµq

can be evaluated for the robust performance analysis of the designed controllers

in the presence of modelling uncertainties. As there is no available method for

direct synthesis of µ-optimal controllers, the so-called DK-iteration method which

combines the H8 controller synthesis and the µ-analysis approach can be employed

in an iterative manner to find a µ-optimal controller. However, the major problem

with the most of robust control techniques is that the order of such controllers is

exceedingly high and hence demand expensive hardware for successful implemen-

tation. On the other hand, many industrial controllers are constrained in their

order/structure and still are required to meet high performance and robustness

demands.
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Unfortunately, the problem of directly synthesising low-order (fixed-order/structure)

controllers is very hard. In the early attempts to direct design of low-order ro-

bust controllers, optimal projection equations were developed. In this approach,

the low-order (fixed-order/structure) controllers are characterised from a set of

coupled Riccati and Lyapunov equations, each containing a projection matrix

[76, 77, 78, 79]. The fixed-order decentralised H2-optimal controllers are introduced

in references [80, 81, 82, 83]. The drawback of these methods is that the structure

of the controller cannot be predefined (for instance PID or lead-lag type structures).

With the development of linear matrix inequalities (LMI), the work in reference

[66] shows that the regular H2 and H8 problems can be reformulated as LMIs

rather than the usual dual Riccati equations. Hence, efficient convex optimisation

techniques can be employed to solve the problem. The H8 optimisation using LMIs

not only offers an efficient numerical solution, but also it has several advantages

over the regular Riccati-based H8 optimisation. For instance, it prevents undesir-

able control-plant pole-zero cancellations. However, it is shown in reference [84]

that the scenario changes dramatically as soon as constraints are added into the

order or structure of the controller. In fact, the problem of fixed-structure robust

controllers is not convex and the problem may no longer be transformed into a

convex optimisation problem and hence the global convergence of the problem is

not guaranteed. However, in practice, the local optimisation methods have shown

to result in acceptable controllers efficiently [84, 85, 86, 87, 88, 89, 90, 91, 92].

This motivated us to evaluate the performance of the locally optimal fixed-order

controllers on the stabilisation of the AMB systems.
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The challenge here is to arrive at minimal complexity controllers that remain

robust in the presence of modelling errors and the closed-loop performance re-

quirements are satisfied for all uncertain systems. In the early works, in order to

design lower-order controllers, the system was modelled as a family of single-input

single-output (SISO) subsystems and low-order controllers were designed on the

basis of the SISO (decoupled) models of the system [93, 94, 95, 96, 97, 98, 99]. This

strategy is suitable if the system is stationary. The reason is because the effects

caused by the rotor flexible modes, cross-couplings between different channels,

centrifugal forces, and other unmodelled dynamics may not be significant when

the system is stationary. However, these effects become more significant when the

rotor is rotating at high speeds and hence more accurate models are required to

represent the high-frequency dynamics.

In the more recent works, more accurate models of the AMBs are attempted to

be obtained by taking into account the cross-coupling effects between the different

channels and high-frequency dynamics resulting from the flexible nature of the

rotating shaft in the model. Clearly, higher-order models are required to successfully

represent these dynamics. Consequently, the controller design using the classical

methods may be found inefficient and cumbersome. Even though conventional

controllers and in particular PID controllers are easy to implement, there are

critical performance limitations associated with the PID controllers that prevent

more advanced applications of AMBs that usually require stronger robustness and

performance offered by modern robust control methods [100, 101]. To improve the

performance and robustness of the closed-loop systems, some recently published

works can be found on simulation studies and real-time applications of the µ-
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synthesis approach on the AMBs [25, 26, 102, 103, 104, 105, 106]. It is worth

noting that in the so-called “µ-analysis” approach, the controllers are designed using

any available methods and the robust performance is evaluated by computing the

bounds on the structured singular value pµq of the closed-loop system. Alternatively,

the robust controllers can be designed directly using the “µ-synthesis” approach

[107, 108].

The aforementioned problem of arriving at very high-order controllers can

be clearly seen in the recent published works. For instance, in reference [25],

the µ-synthesis approach is employed for designing stabilising controllers for a

laboratory AMB system. The performance of the designed µ-optimal controllers is

compared with the conventional PID controllers. The experimental results show

that the µ-optimal controllers provide much better performances in comparison with

the conventional PID controllers. However, it should be noted that the designed

µ-optimal controllers are found to have an order of 48 (after order reduction). In

another example, a µ-synthesis approach is employed in reference [26] to design

robust controllers for tool-tip tracking in an AMB spindle application. Similarly, the

standard µ-synthesis approach (using the DK-iteration) is utilised for the synthesis

of the µ-optimal controllers. The order of the designed µ-optimal controller is found

to be 106. In order to implement the designed controller using the available hardware,

the order of the controller is reduced to 44 by using the balanced truncation method.

It is clear from these examples that the problem of designing robust controllers for

high-order models of AMBs constitutes significant challenges which, at the same

time, addresses fundamental issues in the practical implementation of feedback

control systems.
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The focus of this Chapter is on the design and real-time implementation of

low-order MIMO H8- and µ-optimal controllers for robust stabilisation of the

laboratory AMB system. It shows the challenges concerning the design and real-

time implementation of robust controllers for stabilisation of the MIMO active

magnetic bearing system and presents some alternative approaches that result in

lower-order and more reliable controllers. It is further shown that the emergence of

new optimisation tools enable us to get around the issue of high-order controllers by

synthesising the reduced-order controllers directly. Extensive experimental studies

are conducted to compare the performance and effectiveness of the designed robust

controllers in real-time. Mainly, three different approaches are considered in this

Chapter to arrive at lower-order robust controllers for the MIMO AMB system

under study:

1) the common approach used in the literature is investigated, i.e., “full-order”

H8- and µ-optimal controllers are synthesised on the basis of the high-order

model of the system, followed by a controller-order reduction;

2) the order of the plant model is first reduced by keeping the “slow” dynamics in

the reduced-order model while the “fast” dynamics are included in the design

weighting functions;

3) low-order controllers are designed directly using fixed-order H8 optimisation

and µ synthesis methods.
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From the best of our knowledge, only approach (1) has been investigated in the

literature for obtaining lower-order robust controllers for stabilisation of the AMB

system. Therefore, the second approach is presented and studied in this Chapter. It

is shown that the presented strategy results in much lower-order robust controllers

and the effectiveness of the designed controllers is compared with the controllers

that are designed using the common approach (1). Since there is no report on

the direct synthesis of fixed-order (structure) H8 and µ optimal controllers for

stabilisation of AMBs in the literature, approach (3) which is based on the direct

synthesis of fixed-order controllers is also investigated here for the completeness

of the study. The next section provides a brief introduction into the µ-synthesis

approach.

4.2 Full-order H8-optimisation and µ-Synthesis

In the µ-synthesis approach, the principal objective is to synthesise controllers that

guarantee the robust stability and robust performance of the system in the presence

of uncertainties and unmodelled dynamics. These requirements are satisfied by

means of some lower and upper bounds involving frequency-dependent scales which

account for the structure of the real and complex uncertainties [109, 110]. The

closed-loop stability analysis can be broken into robust stability analysis and robust

performance analysis [111, 112, 113]. The H8 optimisation can be utilised to design

robust controllers so that the closed-loop system remain robustly stable for all

modelling uncertainties. Furthermore, µ-analysis can be used to ensure that the
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performance objectives are satisfied for all possible plants in the uncertainty set,

even the worst-case plant. On the other hand, µ-optimal controllers can be designed

directly using the so-called DK-iteration. In this method, the controller is designed

iteratively (H8 synthesis and µ analysis) until the upper-bound on the closed-loop

structured singular value pµq is found to be less than 1.

In the standard mixed-sensitivity H8 synthesis problem, the objective is to

design a stabilising controller so that the H8-norm of the closed-loop transfer

function is minimised. Several weighting functions can be designed to impose the

design performance requirements such as reference tracking, disturbance rejection

capabilities, and the high-frequency roll-off. As it was described in Section 3.2, the

weighting functions can be combined with the system and the overall system can

be represented as a generalised plant P psq [65]:

P psq :

»

—

—

–

P11 P12

P21 P22

fi

ffi

ffi

fl

“

»

—

—

—

—

—

—

–

0 0 WIpsqGpsq

´WP psq WP psq ´WP psqGpsq

´I I ´Gpsq

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

(4.1)

The H8 optimisation problem is to find a controller Kpsq which robustly

stabilises the system, and minimises the H8-norm of the closed-loop transfer
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function of the augmented plant P psq.

min
Kstabilising

›

›

›
FlpP,Kq

›

›

›

8
(4.2)

In equation (4.2), N :“ FlpP,Kq “ P11 ` P12KpI ´ P22Kq
´1P21 is the lower

linear fractional transformation (LFT) of the generalised plant P with respect to

the controller K. The signals in Fig. 4.1 are: u the control signals, y the measured

outputs, w the exogenous input signals, and z are the weighted signals that need

to be minimised. For robust stability analysis of the closed-loop system (assuming

the nominal stability of the closed-loop system), it is sufficient to show that the

closed-loop system remains stable for all plants in the uncertainty set, i.e., N is

stable @∆, ||∆||8 ď 1. Whereas, to ensure the robust performance of the system,

again assuming that the closed-loop system is nominally stable and robustly stable,

it is required that all the performance objectives are satisfied for all possible plants

in the uncertainty set, even the worst-case plant.

Assuming that the internal stability of the nominal system is achieved by the

designed H8 controller (H8-norm of the closed-loop system is minimised), the

idea of µ-synthesis is to find a stabilising controller that minimises not only the

H8-norm of the nominal system, but also the H8-norm of uncertain systems in

the uncertainty set, i.e.:

min
Kstabilising

›

›

›
FupFlpP,Kq,∆q

›

›

›

8
(4.3)
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K(s)

P (s)w z

u y

y∆

N = Fl(P,K)

(b)

Figure 4.1: (a) General control configuration for controller synthesis, (b) N´∆ structure
for µ-synthesis (or analysis).

where, FupFlpP,Kqq is the upper LFT of the closed-loop system N “: FlpP,Kq

with respect to the modelling uncertainties. The robust performance of all possible

uncertain systems is satisfied, if and only if:

µ∆pFlpP,Kqq ă 1 (4.4)
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The uncertainty block ∆psq is stable, satisfies ||∆psq||8 ă 1, and has a certain

structure ∆. Here, µ∆ is the structured singular value:

µ∆pFlpP,Kqq :“
1

minσp∆q : ∆ P ∆, detpI ´N∆q “ 0

The problem here is the computation of the structured singular value µ. The

µ-synthesis approach in its general form is not tractable. However, by introducing

stable and minimum-phase scaling matrices D that satisfy D∆ “ ∆D, the struc-

tured singular value µ can be approximated by its upper bound which remains an

optimally scaled maximum singular value [114]:

µ∆pNq ď inf
DPD

σ
´

DFlpP,KqD´1
¯

(4.5)

Hence, the µ-synthesis problem can be cast into finding a controller that

iteratively minimises:

min
K

inf
D
||DND´1

||8 (4.6)

In the first step of this iterative approach, equation (4.6) becomes a standard

H8 problem with arbitrary chosen initial values of D scales (usually identity matrix

of appropriate dimension). After obtaining the controller that minimises equation

(4.6) for fixed D scales, the controller K is fixed and one tries to minimise D

and searches for a stable minimum-phase representation of D over the predefined
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frequency grid. This means that we can obtain robust performance of the closed-

loop system by minimising the upper-bound of µ over the frequency range of

interest. From equation (4.4), the peak value of the µ-plot represents the inverse

of the size of the uncertainties in which the robust performance of the closed-loop

system remains satisfactory.

The standard µ-synthesis using so-called DK-iteration can be summarised as

follows:

1) an H8 optimised controller is synthesised that minimises ||DND´1||8 with

fixed Dpsq scales,

2) a stable minimum-phase Dpsq is found such that it minimises the maximum

structured singular value of σpDND´1pjωqq at each frequency with fixed

controller Kpsq,

3) the controller synthesis is repeated with the updated Dpsq scales, and the

iteration continues until a satisfactory robust performance is achieved, i.e.:

µ∆pNq ď min
DPD

σpDND´1
q ă 1 (4.7)

For a thorough derivation and discussion of µ-synthesis, the interested readers

are referred to [65, 69, 114]. One major drawback of the standard DK-iteration is

that the order of the final controllers is excessively high. In fact, in each iteration,

the order of the synthesised controller is equal to the sum of the order of the system,
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the design weighting functions, and twice the order of the D scales. One way

to overcome this problem is to use model/controller order reduction techniques

to reduce the order of the final designed controller. Another way to overcome

excessively high-order controllers is to use fixed-order (fixed-structure) µ-synthesis.

This motivated us to investigate the recent non-smooth optimisation techniques

to solve fixed-order (structure) H8 and µ synthesis problems. The next section

provides an introduction to the idea of fixed-order (structure) H8-synthesis and

how it can be turned into fixed-order µ-synthesis problem.

4.3 Fixed-order H8-optimisation and µ-synthesis

It is well known that the problem of directly synthesising fixed-order/structure)

controllers is very hard and this is due to the fact the the problem is no longer

convex and there is no guarantee for the optimisation problem to converge to

the optimal solution [84]. Since finding the global minimum of this non-convex

optimisation problem is hard, most of the available optimisation algorithms search

only for the local minima. Recently, several methods have been proposed in the

literature for solving these non-convex optimisation problems. A modified steepest

descent method has been proposed in [84, 85, 86, 87], where Clarke sub-differential

of the H8-norm has been computed for the optimisation problem. Several examples

on successful synthesis of fixed-order H8-optimal controllers using the modified

steepest descent method are provided in references [84, 87]. The problem of

synthesising fixed-order H8-optimal controller has also been solved via a special
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class of quasi-Newton algorithms (Broyden-Fletcher-Goldfarb-Shanno (BFGS)) in

references [88, 89]. Since the Newton’s method and the BFGS methods are based

on the first and second derivatives of the function, the global convergence of these

methods is guaranteed only if the function has a quadratic Taylor approximation

near the optimum. However, the results in references [88, 89] show that in practice,

the BFGS algorithm provides acceptable results even for non-smooth, non-convex

optimisation problems. The presented algorithm in references [88, 89] is called

“HANSO” (Hybrid Algorithm for Non-smooth Optimisation) and it is freely available1

and the algorithm for designing fixed-order H8-optimal controller HIFOO (H8

Fixed Order Optimisation) for linear dynamical systems can be found in2 references

[90, 91, 92]. The fixed-structure H8-synthesis based on the modified steepest

descent method [84, 85, 86, 87] is utilised in this Chapter to obtain fixed-order (fixed-

structure) H8 controllers. The derivations are rather long and are skipped here

due to page limitations, but the details can be found in references [84, 85, 86, 87].

4.3.1 Fixed-Order µ-Synthesis

Similar to the full-order µ-synthesis approach, robust fixed-order µ-optimal con-

trollers can be obtained by performing the fixed-order H8 optimisation and fixed-

order dynamic D-scalings. Again, it is desired to minimise the structured singular

value pµq of the scaled LFT of the generalised plant with respect to the fixed

structure controller over the set of uncertainties. Since the µ-synthesis approach

1http://www.cs.nyu.edu/overton/software/hanso/
2http://www.cs.nyu.edu/overton/software/hifoo/
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comprises two steps, namely the synthesis of the H8-optimal controllers and min-

imising the upper-bound of µ using the D-scalings, it is necessary to ensure that the

D scalings are of fixed-order as well. For complex uncertainties ∆̂ P diagp∆,∆P q,

the work in reference [115] shows that the synthesis procedure can be accomplished

in one step rather than the two step optimisation process in the standard DK-

iteration method. This is achieved by synthesising the fixed-order controllers and

the D scalings in one step. The general interconnection for standard DK-iteration

in Fig. 4.1 is rearranged as depicted in Fig. 4.2, so that the fixed-structure controller

and the D scalings can be optimised at the same time.

Consider the new scaling D̃ “ D ´ I in such a way that D̃∆ “ ∆D̃ (see 4.2),

the problem of synthesising the controller and minimising the D-scalings in two

separate steps can be cast into an LFT of the fixed structure controller K̂psq and

the shifted scaling D̃ which can be solved in one step:

DFl
´
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¯
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“ Fl

¨

˚
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(4.8)
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Figure 4.2: Translation on D-scaling, (a) original D-scaling, (b) translation of D-scaling
into feedback form, (c) combination of the D-scaling with the controller.

where,
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The fixed-order µ-synthesis can then be performed using the available non-

smooth optimisation approach [115, 116]:

min
K

sup
s“jω

σ

ˆ

Fl
`

Pc, K
˘

˙

, Pc “ DPD´1

K :“

»

—

—

—

—

—

—

–

K 0 0

0 D̃ 0

0 0 D̃

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

, D̃ P D̃∆ (4.10)

Inclusion of an additional constraint on the spectral abscissa of the closed-loop

system can ensure the nominal stability of the closed-loop system:

αtApGpsq, Kpsqqu ď ´ε (4.11)

where, ApGpsq, Kpsqq denotes the state-space A-matrix resulting from the

feedback loop of Gpsq and Kpsq. It should be noted that setting D̃ to zero leads

to standard H8 control synthesis and keeping the controller K fixed results in

µ-analysis problem. More details on non-smooth optimisation can be found in

references [115, 116].
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4.4 Simulation Results

4.4.1 Approach (1): µ-synthesis based on the full-order

model of the system

In the first attempt, the analytical 10th-order model of the system (shown in

equation (2.14)) including both slow and fast dynamics is used for the synthesis of

µ-optimal controllers. A first-order performance weight WP is designed as shown

in equation (4.12) to be the upper-bound on the closed-loop sensitivity function.

Furthermore, an uncertainty of less than 10% is expected for low frequency regions.

The uncertainties reach to more than 200% at frequencies beyond the rotor flexible

modes (above 5000 rad{s). Subsequently, a second-order weight WI is designed to

be the upper-bound on the input multiplicative uncertainties and it is presented in

equation (4.13).

WP “
0.3333ps` 600q

ps` 0.03333q
ˆ Ip2ˆ2q (4.12)

WI “
5.59ps2 ` 995.5s` 9.727ˆ 105q

ps2 ` 1.364ˆ 104s` 1.623ˆ 108q
ˆ Ip2ˆ2q (4.13)

The standard DK-iteration procedure is employed to obtain the µ-optimal

controller that robustly stabilises the 10th-order system and satisfies the performance

requirement for all possible systems in the uncertainty set. A peak µ-value of 1.158
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is achieved with a controller of order 80. A lower peak µ-value maybe achieved by

further limiting the bandwidth of the performance weight WP in equation (4.12).

It should be noted that with our available digital signal processing card, controllers

with order higher than 22 fail to implement on the hardware. Therefore, the

order of the designed controllers that are found to be higher than 22nd needs to

be reduced to 22nd or less to be implementable on the available hardware. Here,

Hankel singular value based model-order reduction is employed to reduce the order

of the synthesised controller to 22. The Bode-diagram (magnitude) of the full-order

and reduced-order controllers are depicted in Fig. 4.3. It is clear from the results

that the excessively high-order controller is resulted from the numerical issues in

the D-scaling stage. Nevertheless, the reduced-order controller is relatively identical

to the full-order controller. It is also clear from the results that the controllers fail

to completely remove the effects caused by the two dominant resonant frequencies.

The real-time implementation of such controller is dangerous, as it could lead to

system instability.

In this simulation study, the standard DK-iteration converges in three it-

erations. The achieved upper-bound on the structured singular value µ at each

iteration and the order of the synthesised controllers along with the order of the

D-scales are listed in Table 4.1.
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Figure 4.3: Bode-diagram (magnitude) of the full-order µ-optimal controller and the
reduced-order controller.

Table 4.1: Achieved µ-value and the controller order using the standard DK-iteration

Iteration 1 2 3

Controller Order 18 26 80

Total D-scale Order 0 8 60

Peak µ-value 3.012 1.765 1.158

4.4.2 Approach (2): Full-order µ-synthesis by considering

the high-frequency dynamics as multiplicative input

uncertainties

As it was demonstrated in the previous Section, the system includes both “slow”

and “fast” dynamics. The slow dynamics correspond to the dynamics of the

electromagnets, hall-effect sensors, and the current amplifiers. Whereas, the fast
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dynamics are related to the rotor flexible modes and other high-frequency unmod-

elled dynamics. The main cause of the numerical issues in synthesising optimal

controllers in the previous Section was because of the presence of both “slow” and

“fast” dynamics in the model. This increases the condition number (the ratio of

the largest singular value to the smallest singular value) of the system and results

in high-order controllers. From the acquired knowledge about the dynamics of

the system, the rigid-body model of the system (slow-dynamics model) is used

as the nominal model of the system for controller synthesis while the two flexible

modes of the system are treated as structured modelling uncertainties and hence

their models are included in the design weighting functions instead of the system

model. This substantially improves the condition number of the overall system (i.e.,

1.4384 compared to 1.6912ˆ 108 for the full-order model) and hence eliminates the

numerical issues in the synthesis of robust controllers.

A similar first-order weighting function as shown in equation (4.12) is designed

to ensure that the performance requirements are satisfied. Whereas, a sixth-order

weighting WI is designed to be the upper-bound on the modelling uncertainties.

To this end, the stable minimum-phase weighting function in equation (4.13) is

combined with two extracted resonant frequencies from the analytical model of the

system to be represented as the modelling uncertainties:

WI “
5.59ps2`995.5s`9.727ˆ105q
ps2`1.364ˆ104s`1.623ˆ108q

ˆ
ps2`10240s`2.127ˆ107q

ps2`9.6ˆ10´5s`2.344ˆ107q

ˆ
ps2 ` 1.031ˆ 104s` 1.637ˆ 108q

ps2 ` 3.7ˆ 10´5s` 1.668ˆ 108q
ˆ Ip2ˆ2q (4.14)
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Fig. 4.4 shows the rigid-body model of the system as the nominal system in

red. Assuming the resonant modes and unknown high-frequency dynamics as

multiplicative uncertainties, the set of uncertain systems can be represented in

the form of Gpsqp1 ` ∆psqWIpsqq, where }∆psq}8 ă 1. In order to graphically

demonstrate the nominal system and the uncertain systems, ∆ is altered and some

uncertain systems in the uncertainty set are depicted in Fig. 4.4.

Figure 4.4: Nominal system (solid red line) and a set of uncertain systems (dashed blue
lines).

Again, the standard µ-synthesis approach is carried out and the achieved peak

µ-value and the controller orders using the standard DK-iteration are given in

Table 4.2. In comparison to the results from previous Section where the full-order

model of the system is utilised for the µ synthesis procedure, the order of the

synthesised controller is found to be 32 which is much less than the 80th-order

controller. Furthermore, the upper-bound on the structured singular value pµq in

Fig. 4.5 shows that the robust stability and robust performance of the uncertain
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closed-loop systems are satisfied, i.e. µ∆Npsq ă 1. furthermore, the bode-diagram

(magnitude) of the synthesised controller is depicted in Fig. 4.6. Unlike the results

obtained from the synthesis of µ-optimal controller using the full-order model of the

system (Fig. 4.3), it can be seen that two notch filters are resulted in the controller

which ensure the complete rejection of the two resonant frequencies. However,

the order of the synthesised controller needs to be reduced to 22 or less to be

implemented on the available hardware. Although there exist several numerical

methods for order-reduction in the literature, it is crucial to keep the two notch

filters in the reduced-order controller. The results in Fig. 4.6 clearly show the

significant impact of different order-reduction methods on the final reduced-order

controller. The Hankel singular value order reduction method is found to reduce

the order of the original 32nd-order controller to 22nd-order by keeping the dc-gain

and the two notch filters unchanged in the final controller.

Table 4.2: Achieved µ-value and the controller order using the standard DK-iteration

Iteration 1 2 3

Controller Order 20 28 32

Total D-scale Order 0 8 12

Peak µ-value 2.256 1.171 0.978

The closed-loop step responses of some uncertain systems are depicted in Fig.

4.7.
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Figure 4.5: Upper-bound on the structured singular value µ for robust stability and
robust performance.

Figure 4.6: Bode-diagram of the full-order controller and the reduced-order controllers.
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Figure 4.7: Closed-loop step response of a set of uncertain systems.

4.4.3 Approach (3): Direct synthesis of Fixed-order

µ-optimal controllers

In order to synthesise a fixed-order H8- or µ-optimal controller, the order (or

structure) of the controller needs to be assigned a priori. This may sometimes

become challenging, as robust stability and robust performance of the closed-loop

system may not be satisfied with a specific fixed-order controller. In the case of our

laboratory AMB system, if the 6th-order rigid-body model of the system (shown in

equations (2.12) and (2.13)) is used for the synthesis of the robust controllers, it

is found that controllers with order less than 4 fail to satisfy the robust stability

and robust performance requirements. Furthermore, with the 10th-order full-body

model of the system, controllers with order less than 8 are found not to robustly

stabilise the closed-loop system. The non-smooth optimisation algorithm available
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in MATLAB software package is utilised to tune the parameters of the controller

and to ensure that the structured singular value µ is minimised over the frequency

range of interest. The upper-bound on the structured singular value pµq in Fig. 4.8

shows that the robust performance requirements of the uncertain systems are met,

i.e. µ∆Npsq “ 0.92 ă 1.

Figure 4.8: Closed-loop robust stability and robust performance for the fixed-order
µ-optimal controller.

Finally, Table 4.3 summarises the order of the final synthesised controllers

using the three approaches described in the previous Sections.
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Figure 4.9: Closed-loop step response of some random uncertain systems.

Table 4.3: The order of synthesised controllers using various methods

Controller Order

Standard µ-synthesis with full-body model 80

Standard µ-synthesis with rigid-body model 32

Fixed-order µ-synthesis with full-body model 8

Full-order H8 controller with full-body model 10

Fixed-order H8 controller with full-body model 8

4.5 Experimental Results

This section is devoted to real-time implementation of the synthesised full-order

and fixed-order H8- and µ-optimal controllers on the laboratory AMB system.

The synthesised continuous-time controllers are discretised using the Bilinear

transformation with a sampling frequency of 20 kHz. The discrete-time controllers

are implemented using an analog-to-digital/digital-to-analog converter and the
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dSPACE DS1104 digital signal processing board. In the first experiment, the

rotor is stationary and the analog on-board controllers are replaced by the digital

controllers for the stabilisation of the rotor between the bearings. To investigate

the disturbance rejection capabilities of the designed controllers, two unit-step

disturbances are introduced to the system. The first unit-step disturbance is

introduced to the first channel (horizontal channel at one end) after approximately

1 s, followed by the second unit-step disturbance applied to the second channel

(horizontal channel at the other end) after approximately 2 s. The disturbances

are introduced at slightly different instances of time, so that the results can be

evaluated clearly. As the cross-coupling effects between the same plane channels

(horizontal{horizontal and vertical{vertical planes) are more significant than the

different plane channels (horizontal{vertical planes), the results for the horizontal

channels are demonstrated here. It should be noted that the full-order H8- and µ-

optimal controller that are designed on the basis of the full-order model (approach

(1), see Fig. 4.3) failed to stabilise the system. This is because the designed

controllers failed to completely reject the effects caused by the resonant frequencies.

However, the full-order H8- and µ-optimal controllers that are designed based on the

proposed procedure described as approach (2) are successfully implemented on the

system and the obtained results are compared with the fixed-order robust controllers

(approach (3)) in Figs. 4.10-4.12. The unit-step responses of the horizontal channels

are depicted in Figs. 4.10a and 4.10b. Furthermore, the required control signals

are shown in Figs. 4.10c and 4.10d, respectively. From the obtained results, it

can be deduced that the 8th-order µ-optimal controller shows a relatively similar

performance compared to the 32th-order µ-optimal controller. Moreover, all the

designed controllers provide much superior performance than the analog on-board
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controllers. Note that the analog on-board controllers are of lead-type compensators

and hence incapable of rejecting disturbances. Therefore, the step-response of the

system with the analog on-board controllers are not included here (see references

[53, 61, 63, 117] for example). It is also observed from the results in Figs. 4.10c

and 4.10d that the control signals of the fixed-order H8- and µ-optimal controllers

are much noisier than the other robust controllers. An inclusion of a low-pass filter

could reduce the effects of high-frequency measurement noise.

In order to further investigate the performance of the designed controllers in

the presence of uncertainties and unmodelled dynamics, the shaft is rotated with the

help of the internal air-turbine attached to one end of the rotor. The air-pressure

supplied by the air-compressor is increased gradually and the displacements of the

geometrical center of the rotor at both ends (horizontal channels) are depicted in

Figs. 4.11a and 4.11b. Moreover, the corresponding control signals are depicted

in Figs. 4.11c and 4.11d, respectively. It can be deduced from the results that all

designed MIMO controllers provide much better performance in terms of unknown

disturbance rejection and vibration attenuations compared to the on-board analog

controllers. The rotor remains at its geometrical center for the entire operating

range for all designed controllers, and the maximum magnitude of vibration in the

system remain below 0.2volts{0.02mm. It should be noted that the reduced-order

µ-optimal controller that is designed on the basis of the high-order model of the

system outperforms the other designed controllers. It should be further noted that

at the analytical modelling stage the system is assumed to be symmetrical at both

ends. However, it can be clearly seen from the results in Figs. 4.11a and 4.11b that
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(a) (b)

(c) (d)

Figure 4.10: Step response of the system using the full-order and fixed-order H8- and
µ-optimal controllers in the presence of disturbance, (a) Displacement of
channel Y1, (b) Displacement of channel Y3, (c) Control Signal of channel
Y1, (d) Control Signal of channel Y3.

the effects caused by the internal air-turbine is more severe at one end of the rotor

where the air-turbine is attached than the other end.

In the final set of experiments, constant air-pressure is provided to the rotor

by the air-compressor and the transient-response of the system is recorded for 120 s.

From the results in Fig. 4.12, the rotor reaches the highest rotational speed using
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(a) (b)

(c) (d)

Figure 4.11: Displacement and control signals of channels Y1 and Y3 as rotational
speed of the shaft increases over time, (a) Displacement of channel Y1, (b)
Displacement of channel Y3, (c) Control Signal of channel Y1, (d) Control
Signal of channel Y3.

the full-order µ-optimal controller among all other designed controllers. Whereas,

the system reaches the lowest steady-state rotational speed (compared with the

other synthesised controller) when the fixed-order H8 controller is employed. The

other H8- and µ-optimal controllers show relatively similar performances. It should

also be noted that the on-board analog controllers do not show consistent results

in terms of the steady-state speed. It can be seen from the results that the rotor
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has achieved much lower steady-state speed here compared to the results presented

in [63].

Figure 4.12: Transient rotational speed of the rotor using the full-order and fixed-order
H8- and µ-optimal controllers.

4.6 Conclusion

In this Chapter, it is shown that the order of the µ-optimal controller that is

synthesised on the basis of the full-order model of the system is found to be

excessively large. This is because the system consists both ”slow” and ”fast”

dynamics and this causes numerical issues at the D-scaling stage. On the other

hand, a much lower-order µ-optimal controller can be designed by considering

only the slow dynamics in the model and treating the fast dynamics as modelling

uncertainties. The experimental results have confirmed that the designed controllers
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based on the proposed procedure provide promising performances in terms of

stabilisation and disturbance rejection of the AMB system. Furthermore, although

there is no guarantee on the convergence of non-smooth non-convex optimisation

of fixed-order (or structure) H8 and µ synthesis problems, the simulation and

experimental results verified that the acceptable controllers can be obtained using

the described algorithms. Also, the order of the fixed-order controllers is much less

than the controllers that are designed using the standard DK-iteration algorithm.

Last but not least, it should be noted that the non-smooth optimisation algorithms

available in MATLAB software package for fixed-order control synthesis have been

significantly improved over the last few years after the first commercial distributions

as part of the Robust Control Toolbox 3.5 in MATLAB R2010b [118]. This is

observed after synthesising the fixed-order controllers in MATLAB R2011b and

compared the results with the synthesised controllers that are obtained in MATLAB

R2014b [119]. In fact, the control synthesis algorithms had to be run multiple

times in MATLAB R2011b in order to obtain satisfactory results. Furthermore,

neither the upper-bound on the structured singular value µ nor the final obtained

controllers were found to be consistent in multiple runs. However, this problem

appears to have been resolved in the recent versions.



Chapter 5

Optimal PID-type Fuzzy Logic

Control of AMB System

5.1 Introduction

This Chapter aims to provide a simple but effective PID-type fuzzy logic controller

structure that can be generalised for control of linear and nonlinear systems where

only an approximate model of the system is available. The design parameters are

optimised using several meta-heuristic optimisation algorithms. It is shown via a

simulation example that the performance of most of the meta-heuristic algorithms

depends highly on the proper selection of the optimisation objective function.

The problem with the most of time-domain optimisation objective functions is

121
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that an accurate information is necessary about the optimisation search-domain.

Otherwise, the algorithm converges to undesirables solutions which may lead to

large control signals and hence saturation of actuators. To alleviate this problem,

some alternative objective functions are proposed in this Chapter for the time-

domain optimisation of control system design. It is shown that by employing

the presented objective functions, regardless of the size of optimisation search-

domain, the algorithm converges to a relatively similar result. Several meta-heuristic

algorithms are utilised to ensure that the optimal values of the design parameters are

obtained. Ultimately, the same procedure is used to design optimal PID-type fuzzy

logic controllers for the robust stabilisation of the active magnetic bearing system.

The designed optimal controllers are coded in C for real-time implementation on

the system and the performance of the designed controllers is investigated while

the system is stationary as well as while it is operating at various speeds.

5.2 PID-Type Fuzzy Logic Controllers

Several forms of fuzzy logic controllers can be found in the literature [27, 67, 120, 121].

It should noted that the focus of this Chapter is on so-called “direct action” fuzzy

logic controller. This structure will be called PID-type fuzzy logic controller or

PID-FLC in short throughout this Chapter. On the other hand, the name fuzzy

PID controller (or FLC-PID) refers to the so-called “gain-scheduling” type PID

controllers where the fuzzy logic is used to produce the required KP , KI , and

KD gains of the linear PID controller [122, 123], and it is not studied here. The
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PID-type fuzzy logic controllers are usually classified based on the number of inputs

to the controller. Generally, two- and three- input fuzzy logic controllers are the

most common structures, in which a nonlinear PID-like performance is expected

from the controller. Some of the most commonly used structures are illustrated

in Fig. 5.1. It should be noted that the input/output variables of the fuzzy logic

controllers are normalised within the range of r´1, 1s. Therefore, six scaling factors

are required to be properly chosen for the first two structures (see Figs. 5.1a and

5.1b), whereas, four scaling factors are required for the last two structures (see Figs.

5.1c and 5.1d).
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Figure 5.1: Common PID-type fuzzy logic controllers, (a) Two-input PID-type FLC
with error and sum of the error signals as inputs, (b) Two-input PID-type
FLC with error and rate of change of the error signals as inputs, (c) Three-
input PID-type FLC with error, rate of change of error and the second
derivative of the error signals as inputs, (d) Three-input PID-type FLC
with error, rate of change of error and sum of the error signals as inputs.

An alternative structure is employed in this thesis and it is depicted in Fig.

5.2. The advantage of the presented structure over those of in Fig. 5.1 is that it
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consists of a single two-input fuzzy logic controller that makes it computationally

more efficient for real-time implementation. As two inputs are supplied to the fuzzy

logic controller, less number of rules is required to be designed compared to the

three-input structures.
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Figure 5.2: Alternative PID-type fuzzy logic controller.

It should also be mentioned that the processing time of the Sugeno-type fuzzy

logic controllers is much faster than their Mamdani-type counterparts, as the

area of the output membership functions is not required to be calculated in the

Sugeno-type controllers. This makes the Sugeno-type fuzzy logic controllers more

reliable for real-time implementation. Therefore, this study is restricted to the

Sugeno-type fuzzy logic controllers. We first define a simple structure for the fuzzy

logic controller with twenty five rules (see Fig. 5.3). Next, several optimisation

methods are used to tune the design parameters in two levels. It is clear from

Fig. 5.2 that the parameters pT1,2,3,4q are the scaling factors to transform the

input/output variables into the range of r´1, 1s. Therefore, in the first level of

tuning, the optimal value of the scaling factors pT1,2,3,4q are obtained. In the second

level of tuning, the distribution of the input/output membership functions are
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altered by varying the base and centroid locations pS1,2,...,11q of the membership

functions.
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Figure 5.3: Initial distribution of the inputs/output membership functions, (a) Dis-
tribution of the error input membership function, (b) Distribution of the
rate of change of error input membership function, (c) Distribution of the
output membership function.

The inputs/outputs of the fuzzy logic controller are transformed into five

linguistic variables, namely NB (negative big), NS (negative small), Z (zero), PS
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(positive small), PB (positive big). The total number of twenty five rules is required

to complete the fuzzy rule-base. The rule-base table can be designed based on the

expected response of the system to a particular input to the system. For instance,

the gray cells in Table 5.1 represent the required magnitude of the control signals

in the transient stage of the system response to a unit-step input. Furthermore, the

red cells show the required magnitude of the control signals in the settling stage,

and the expected magnitude of the control signals in the steady-state stage are

represented in white.

Table 5.1: 5ˆ 5 FLC rule-base in tabular form

êptq

∆êptq
NB NS Z PS PB

NB NB NB NB NS Z

NS NB NB NS Z PS

Z NB NS Z PS PB

PS NS Z PS PB PB

PB Z PS PB PB PB

5.3 Review of Some Optimisation Algorithms

In recent years, various meta-heuristic optimisation algorithms have been pro-

posed and some have shown promising performances on the optimisation of multi-

dimensional mathematical problems. However, according to “no free lunch” theorem

[124], it is impossible to find an algorithm that works the best on all optimisation
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problems. Consequently, several optimisation algorithms are employed in this

Chapter to analyse the sensitivity of the PID-type fuzzy logic controller to the

design parameters.

5.3.1 Genetic Algorithm (GA)

Genetic Algorithm (GA) is a well known meta-heuristic algorithm based on the

genetic evolution of the population. GA has been extensively used in the past and

current research works for optimisation of single- and multi-objective problems

[47, 53, 125, 126]. GA starts the optimisation process with a set of randomly

generated solutions (population). In each iteration, the best individuals are selected

to be the “parents”, and the next generation (“children”) are produced by crossover

and mutation of the parents. Over an evolutionary algorithm, a better generation

is produced from the past generation, and the solutions evolve towards the optimal

value. A simple pseudo-code for GA is given below:

1) create a random initial population;

2) evaluate the fitness value of each individual;

3) select the best individuals;

4) while the stopping criteria are not reached:
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4-1) generate new population using mutation and cross-over;

4-2) replace the worst individuals by the best individuals;

4-3) go to the next iteration.

5.3.2 Particle Swarm Optimisation (PSO)

Particle Swarm Optimisation (PSO) is another well-known global optimisation

algorithm inspired by the flocking behaviour of birds [127, 128]. The algorithm

starts by randomly generated particles within the search space. In each iteration,

particles fly around the search-space with their assigned velocities in hope to find

the best solution. The velocity of each particle updates based on the current

velocity of the particle, the particle’s individual best solution, and the global best

solution that have been obtained so far. Then, the location of the particles updates

iteratively based on the new velocities, until the stopping criteria are reached. The

equations that emulate the described characteristics are given in equations (5.1)

and (5.2) [127].

vt`1
i “ w ˆ vti ` c1 ˆ r1 ˆ ppi,d ´ x

t
i,dq ` c2 ˆ r2 ˆ ppg,d ´ x

t
i,dq (5.1)
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xt`1
i,d “ xti,d ` v

t`1
i (5.2)

In equations (5.1) and (5.2), xti,d and xt`1
i,d are the current and the future

positions of the ith particle. The parameter vti is the current velocity of the particle,

and w is a weighting function to control the effect of the particle’s current velocity

on its future velocity. The variable pi,d represents the best solution of the particle i

at iteration t, and pg,d is the best global solution so far. The two weighting factors

c1 and c2 determine the importance of the current local and global best solutions.

Finally, r1 and r2 are two random numbers within the range of r0, 1s to further

encourage the stochastic exploration of the particles throughout the search space.

5.3.3 Grey Wolf Optimisation (GWO)

Grey Wolf Optimisation (GWO) is a recent meta-heuristic algorithm based on the

natural hunting behaviour of grey wolves [129, 130, 131]. The solution candidates

are made up of four different types of wolves (α, β, δ and ω). The wolves α, β and

δ can be considered as the first, second, and third best solutions. There is only

one candidate within each of α, β and δ dimensions, however, the ω can consist of

multiple candidates. The algorithm starts with randomly generated solutions. All

candidates are considered as ω at the start of the algorithm. Upon the end of the

first iteration, the three wolves (α, β, and δ) are assigned to the best three solutions.

The optimiser then continues to move the candidates towards the best scoring

solution pαq, as well as a random placement of some candidates throughout the
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search space to promote exploration. The optimiser continues with an “encircling

prey” algorithm which focuses on the surrounding of the prospective best solution.

The encircling algorithm can be formulated as in equations (5.3) and (5.4) [129].

ÝÑ
D “ |

ÝÑ
C ˆ

ÝÑ
Xpptq ´

ÝÑ
X ptq| (5.3)

ÝÑ
X pt` 1q “

ÝÑ
Xpptq ´

ÝÑ
A ˆ

ÝÑ
D (5.4)

where Xp is the position of the prey, Xptq and Xpt` 1q represent the current

and the future positions of a grey wolf.
ÝÑ
A and

ÝÑ
C are given in equations (5.5) and

(5.6).

ÝÑ
A “ 2.ÝÑa .ÝÑr1 ´

ÝÑa (5.5)

ÝÑ
C “ 2.ÝÑr2 (5.6)

In equations (5.5) and (5.6), r1 and r2 are random set of vectors between

r0, 1s. The parameter a is used to mathematically model the attacking stage when

the prey stops moving. In fact, a decreases linearly from 2 to 0 over the course

of iterations. GWO continues the algorithm by storing the best three solutions

and updating their positions according to equations (5.7)-(5.9), and the iteration
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continues until the stopping criteria are reached.

ÝÑ
Dα “ |

ÝÑ
C1.
ÝÑ
Xα ´

ÝÑ
X |,

ÝÑ
Dβ “ |

ÝÑ
C2.
ÝÑ
Xβ ´

ÝÑ
X |,

ÝÑ
Dδ “ |

ÝÑ
C3.
ÝÑ
Xδ ´

ÝÑ
X | (5.7)

ÝÑ
X1 “

ÝÑ
Xα ´

ÝÑ
A1.
ÝÑ
Dα,

ÝÑ
X2 “

ÝÑ
Xβ ´

ÝÑ
A2.
ÝÑ
Dβ,

ÝÑ
X3 “

ÝÑ
Xδ ´

ÝÑ
A3.
ÝÑ
Dδ (5.8)

ÝÑ
X pt` 1q “

ÝÑ
X1 `

ÝÑ
X2 `

ÝÑ
X3

3
(5.9)

5.3.4 Imperialist Competitive Algorithm (ICA)

Imperialist Competitive Algorithm (ICA) is another recent meta-heuristic algorithm

inspired by the social behaviour of imperialist countries [132, 133]. The algorithm

starts with a randomly generated solutions (countries). Some of the best individuals

are selected to be the initial imperialists while the rest of candidates are possessed

by the imperialists as their colonies. The number of colonies under the control of

each imperialist depends on the power of the corresponding imperialist (power is

calculated as the reciprocal of the fitness value). To ensure the normal distribution

of the colonies among the imperialists, the normalised cost of each imperialist is
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defined as in equation (5.10) [132].

Cn “ cn ´max
i
ci (5.10)

where, Cn is the normalised cost of the nth imperialist, and ci represents the

cost of each imperialist. After obtaining the normalised cost of each imperialist,

the normalised power can be calculated as in equation (5.11).

pn “

ˇ

ˇ

ˇ

ˇ

Cn
řNimp

i“1 Ci

ˇ

ˇ

ˇ

ˇ

(5.11)

The initial number of the colonies associated to the nth imperialist can be

obtained from equation (5.12). Ncol is the initial number of colonies defined by the

user.

N.Cn “ roundppn, Ncolq (5.12)

After distributing the colonies among the imperialists, the colonies start moving

towards their corresponding imperialists. The mathematical representation of this

movement is given in equation (5.13).

xt`1
i “ xti ` Up0, β ˆ dq ˆ V1 (5.13)
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In equation (5.13), d is the distance between the colony and its corresponding

imperialist, β ą 1 ensures that the colonies move towards the imperialist from

all directions. V1 is a vector that its starting point is the previous location of

the colony, and its direction is towards the imperialist. During the movement

transition, if there exists a colony that is more powerful (lower cost value) than its

imperialist, that colony becomes the new imperialist. In the imperialist competition

stage, the power of each empire is calculated as the total power of each imperialist

plus a percentage of the average power of its colonies. During the competition,

the weakest empires that cannot increase their power will be eliminated from the

imperialist competition. The ideal result of the optimisation is achieved when only

one empire is left, and all its colonies have the same power as the imperialist. A

simple pseudo-code for ICA can be written as follows:

1) create a random initial population (countries);

2) evaluate the fitness values of each country and select the best n individuals

as the imperialists, and the rest of candidates as their colonies (number of

countries, imperialists, and colonies are initialised before the optimisation

starts);

3) move the colonies towards their corresponding imperialist (assimilating algo-

rithm);
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4) evaluate the fitness value of each individual in the empires, and if there exists

a colony with higher power than its imperialist, exchange the position of the

colony and the imperialist;

5) the empire that has the most likelihood to possess a colony can acquire the

weakest colony from the weakest empire (imperialistic competition);

6) the weakest empires get eliminated;

7) iteration continues until only one empire is left, or other stopping criteria are

reached.

5.4 Choice of an Objective Function

In order to design an optimal controller, both time- and frequency-domain character-

istics can be utilised for the closed-loop system analysis. However, only time-domain

analysis is available for the design of nonlinear fuzzy logic controllers. Several

objective functions can be utilised for the time-domain optimisation of fuzzy logic

controllers using meta-heuristic algorithms. For instance, mean absolute of error

(MAE), integral absolute of error (IAE), mean squared of error (MSE), integral

squared of error (ISE), and integral time absolute of error (ITAE) are the most

common objective functions. The time-domain characteristics of the system, such

as the settling-time and the percent-overshoot of the system to a unit-step input can

also be used in conjunction with other time-domain objective functions. In the next
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example, it is shown that unless there is enough information about the lower/upper

bounds of the search-domain, the common time-domain objective functions may

result in undesirable solutions. Subsequently, an alternative objective function is

presented, and its effectiveness is verified by simulation and experimental studies.

5.4.1 Example: Stabilisation of a Time-Varying System

Using the PID-Type Fuzzy Logic Controller

Suppose a standard PID-type fuzzy logic controller is to be designed for the

time-varying system presented in equation (5.14) [134]. A Sugeno-type two-input

PID-type fuzzy logic controller is first designed as shown in Figs. 5.2 and 5.3. In

the first level of tuning, the membership functions are uniformly distributed, and

the scaling factors T1,2,3,4 need to be tuned using the meta-heuristic algorithms.

At this stage, only PSO is used to find the optimal scaling factors pT1,2,3,4q. The

optimisation process is carried out several times with different objective functions,

and the optimisation search-domain is kept unchanged in the range of r0, 10s. This

implies that the input/output membership functions can vary within the range of

r´10, 10s. Several common time-domain objective functions, namely mean absolute

of error (MAE), integral absolute of error (IAE), mean squared of error (MSE),

integral squared of error (ISE), and integral time absolute of error (ITAE) are

utilised to be minimised via the optimisation algorithm. The optimal scaling

factors using these time-domain objective functions are shown in Table 5.2. The

step response of the time-varying system using the tuned PID-type fuzzy logic
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controllers, along with the required control signals are depicted in Fig. 5.4.

$

’

’

&

’

’

%

9x1ptq “ x2ptq

9x2ptq “ ´e
´0.2tx2ptq ´ e

´5t sinp2t` 6qx1ptq ` uptq

(5.14)

Table 5.2: Optimal scaling factors using different objective functions

Objective T1 T2 T3 T4

IAE 1.01 2.78 10 4.96

MAE 1.01 2.97 10 5.28

ISE 1.01 3.61 9.95 6.52

MSE 1.01 4.19 10 1.71

ITAE 1.01 2.07 9.97 9.9
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Figure 5.4: Closed-loop step responses of the system using different objective functions
(Table 5.2).
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It can be deduced from Fig. 5.4 that relatively similar behaviours are expected

from these objective functions, as long as similar range of search-domain is chosen for

the optimisation process. Nevertheless, ITAE shows a slightly better performance

in terms of the percent overshoot and the settling time, and hence it is preferred in

the remaining of this paper. In the sequel, only ITAE is used as the optimisation

objective function while the optimisation search-domain is altered. The resulting

scaling factors pT1,2,3,4q are given in Table 5.3. The resulting step responses of the

system and the control signals are depicted in Fig. 5.5, respectively. It is clear from

the results that the bound on the search-domain has a critical impact on the final

solution. This implies that unless an accurate knowledge is available about the

size of search-domain, the common time-domain objective functions could result

in a controller with excessively large control output signals and it could lead to

actuators saturation.

Table 5.3: Optimal scaling factors using ITAE as the objective function and different
bounds on the optimisation search-domain

Objective T1 T2 T3 T4

ITAE [0,10] 1.01 2.07 9.97 9.9

ITAE [0,100] 1.00 7.13 97.62 50.39

ITAE [0,1000] 1.00 22.80 812.77 1.00

This problem can be alleviated by taking into account the magnitude of the

control signal in the objective function. Since relatively similar results are expected

from most of the time-domain objective functions, combining the magnitude of

control signal with the common time-domain objective functions should result in
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Figure 5.5: Closed-loop step responses of the system using ITAE as the objective
function with different optimisation search-domains (Table 5.3).

relatively similar results. From extensive simulation studies, the following three

objective functions have shown to result in satisfactory closed-loop behaviours:

J “ minimise

ˆ
ż 8

0

Q|eptq|tdt`

ż 8

0

R|uptq|tdt

˙

(5.15)

or:

J “ mininise

ˆ
ż 8

0

Qeptq2dt`

ż 8

0

Ruptq2dt

˙

(5.16)

or:

J “ minimise

ˆ
ż 8

0

Q|eptq|dt`

ż 8

0

R|uptq|dt

˙

(5.17)
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where Q and R in equations (5.15)-(5.17) are the weighting factors on the error

and the control signals, and can be chosen such that:

0 ď R ă 1, 0 ă Q ď 1, Q`R “ 1

Note the resemblance of equations (5.15)-(5.17) to the objective function used

in the design of linear quadratic regulator (LQR) controllers. The weighting factors

Q and R are chosen by the user to give the right trade-off between making the error

small while keeping the control signal not too big. The step response of the system

using equation (5.15) as the optimisation objective function with various bounds

on the search-domain are depicted in Fig. 5.6. The results indicate that regardless

of the size of search-domain, similar results are obtained when equation (5.15) is

used as the optimisation objective function (see Table 5.4). Note that integral time

absolute of the control signal is represented as (ITAU) in short in the table.

Table 5.4: Optimal scaling factors using the presented objective function (ITAE+ITAU)
in equation (5.15)

Objective T1 T2 T3 T4

ITAE+ITAU [0,10] 1.00 1.11 5.98 3.86

ITAE+ITAU [0,100] 29.23 30.12 100 74.48

ITAE+ITAU [0,1000] 332.80 234.26 1000 806.72

In order to better visualise the effect of the weighting factors Q and R on the

optimal scaling factors T1,2,3,4 and the performance of the closed-loop system, the

optimisation process is repeated with several values of Q and R. The obtained
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Figure 5.6: Closed-loop step responses of the system by using equation (5.15) as the
objective function (Table 5.4).

scaling factors are given in Table 5.5, and the step responses of the system are also

depicted in Fig. 5.7.

Table 5.5: Effect of Q and R on the optimal scaling factors

Values of Q and R T1 T2 T3 T4

1,0 1.00 7.13 97.62 50.39

0.9,0.1 4.62 10.58 76.07 56.04

0.8,0.2 12.79 19.32 83.64 75.08

0.5,0.5 19.74 21.24 80.30 63.20

0.2,0.8 15.52 12.12 100.00 55.38

0.1,0.9 70.89 38.15 87.01 49.48
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Figure 5.7: Closed-loop step responses of the system by using equation (5.15) as the
objective function and different Q and R (Table 5.5).

5.5 Two-Level Tuning of the PID-Type Fuzzy

Logic Controller and Application to Robust

Stabilisation of Active Magnetic Bearing System

It is shown in the example in Section 5.4 that the proper tuning of the scaling factors

pT1,2,3,4q is crucial, and it has to be performed in the first level of tuning. Then,

the optimisation can be further carried out on the distribution of the input/output

membership functions to improve the performance of the final controller. In the

sequel, the multi-level tuning procedure is carried out on the optimal design of a

PID-type fuzzy logic controller for the robust stabilisation of the AMB system. In

order to examine the performance of the PID-type fuzzy logic controller on partially
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known systems, it is assumed that only a rough model of the system is available

and hence the controller is designed on the basis of a reduced-order model of the

first channel (i.e. based on equation (2.31)).

Similar to the Example in Section 5.4, a two-input Sugeno-type PID-FLC is first

designed for the reduced-order model of the system. Next, different optimisation

algorithms are employed to find the scaling factors pT1,2,3,4q that minimise the

objective function given in equation (5.15). It should be noted that the values of Q

and R in equation (5.15) are assigned to be 0.5 throughout the optimisation process

to ensure that large control signals are not produced. The simulations are executed

for 0.2 seconds, and a unit-step disturbance is introduced to the system after 0.1

seconds to investigate the disturbance rejection capabilities of the designed controller.

The obtained scaling factors pT1,2,3,4q using different optimisation algorithms are

listed in Table 5.6. The resulting closed-loop step responses of the system are

depicted in Fig. 5.8.

Table 5.6: Optimal scaling factors using ITAE+ITAU equation (5.15) as the objective
function and different optimisation algorithms

Algorithm T1 T2 T3 T4

PSO 2.54 0.10 9.56 953.48

GA 9.83 0.10 7.876 745.9

GWO 2.02 0.10 5.82 1000

ICA 3.13 0.10 10.00 1000

It is clear from Fig. 5.8 that the step response of the system using GA is not

satisfactory. On the other hand, the system shows similar performance in terms of
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Figure 5.8: Closed-loop step responses of the system using different scaling factors
T1,2,3,4 (Table 5.6).

the percent overshoot and the settling-time by using the parameters obtained by

PSO and GWO algorithms. To strive for a better performance, the distribution of

the input-output membership functions is varied in the second level of tuning. It

should be noted that the tuning of the membership functions distribution is much

more challenging than the tuning of the scaling factors. This is due to the fact that

the membership functions can be arbitrarily placed at any location in the universe

of discourse. However, as it is shown in Fig. 5.3, some assumptions are made to

reduce the number of design parameters and hence simplify the optimisation process.

As it is desired to have a smooth transition between the rules when they are fired

up, the distribution of the input/output membership functions are expected to vary

arbitrarily while keeping a symmetrical partitioning of the input/output universe of

discourse about the origin. Hence, eleven variables pS1,2...,11q are chosen to alter the

distribution of the membership functions using the optimisation algorithms. Note
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that some linear inequalities need to be satisfied during the optimisation process

in order for MATLAB to successfully construct the FLC structure. For instance,

pS2 ă S3 ă S4q, and pS7 ă S8 ă S9q which imply that the left side of each triangle

has to be less than its centroid and less than its right side. An additional inequality

of 0 ď S1,2,...,11 ď 1 is also required to ensure that the membership functions are

within the range of r´1, 1s. After some simulations, the best objective functions

values and the optimisation run-times using different optimisation algorithms are

obtained and listed in Table 5.7. It should be noted that the lowest objective value

is obtained by employing the PSO algorithms, and the optimal distributions of the

membership functions using PSO are depicted in Figs. 5.9a-5.9c. Furthermore, the

closed-loop step responses of the system using different optimisation algorithms are

depicted in Fig. 5.9d. The results from the second level of tuning are also compared

with the results obtained from the first level of tuning (uniformly distributed

membership functions) in Fig. 5.9d. It is clear from the results that the first level

of tuning (tuning the scaling factors) has a significant impact on the closed-loop

behaviour of the system. Nevertheless, the performance of the system can be slightly

improved by altering the distribution of the membership functions. Please note

that the MATLAB codes of the presented optimisation algorithm of the PID-type

fuzzy logic controller is freely available1.

Table 5.7: The optimisations runtime and the best objective function values
Optimisation Parameter PSO Gbest PSO Runtime (s) GA Gbest GA Runtime (s) GWO Gbest GWO Runtime (s) ICA Gbest ICA Runtime (s)

T1,2,3,4 0.112 1164.16 0.131 1114.86 0.111 1075.86 0.1111 1131.11

S1,...,11 0.1088 1100.66 0.126 1078.98 0.10911 1019.93 0.1110 1078.29

1http://www.mathworks.com/matlabcentral/fileexchange/52230-optimal-fuzzy-logic-
controller-using-pso
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Figure 5.9: (a) Optimal distribution of error input membership function, (b) Optimal
distribution of rate of change of error input membership function, (c)
Optimal distribution of output membership function, (d) The closed-loop
response of the system using different optimisation algorithms.

5.6 Real-Time Implementation of the Optimal

PID-type Fuzzy Logic Controller on AMB

System

This section is devoted to the real-time implementation of the designed PID-type

fuzzy logic controller on the laboratory AMB system. After obtaining the optimal
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scaling factors and the membership functions distributions, the designed PID-type

fuzzy logic controllers are coded in C. The input/output of the controllers are

connected to the AMB system via a digital signal processing board (DSPACE

DS1104), and the measured data are collected through the DSPACE ControlDesk

software package. In the first step of the experiment, the transient response of

the first channel of the AMB system in real-time is compared with the simulation

results of the high-order model of the first channel in Fig. 5.10. The comparison

between the simulation response of the model and the real-time response of the

actual system to a unit-step input shows the fidelity of the model obtained from

the system identification and the behaviour of the actual closed-loop system.
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Figure 5.10: Closed-loop step response of the simulation model and the actual AMB
system.

Next, the other three on-board controllers are replaced with the digital PID-

type fuzzy logic controllers to have the MIMO system controlled by the digital
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fuzzy logic controllers. It should be noted that the model of other three channels

are slightly different from the model of the first channel and hence final fine-tuning

is required before the successful implementation of the fuzzy logic controllers on the

other three channels. After the system is stabilised by the designed PID-type fuzzy

logic controllers, the performance of the closed-loop system is further investigated

by rotating the shaft with the help of an attached air-turbine to one end of the

rotor. As the speed of the rotor increases over time, the displacements of the

geometrical centres of the rotor at both ends are recorded. The data are taken for

120 seconds to ensure that the steady-state speed of the rotor is achieved, and the

obtained results are depicted in Figs. 5.11 and 5.12. For the completion of study,

the results obtained from the PID-type fuzzy logic controllers are compared with

those of PD-type fuzzy logic controllers and the analog on-board controllers. It is

clear from the results that the performance of the PID-type fuzzy logic controllers

are certainly better than those of PD-type fuzzy logic controllers and the analog on-

board controllers. More interestingly, the control signals required at each channel in

Fig. 5.13 reveals that lower profiles of control signals are retained by the PID-type

fuzzy logic controllers than the analog on-board controllers.

In order to compare the performance of the designed fuzzy logic controller to

a digital controller that is designed based on classical methods, the real-time step

response of the system using the designed PID-type fuzzy logic controller and the

lead-lag type compensator in equation (3.37) is depicted in Fig. 5.14. A unit-step

disturbance is introduced to the system after 1.5 seconds to investigate the constant

disturbance rejection capabilities of the system. It should be noted that in the

conventional controller, the designed lead-lag compensator should be cascaded to two
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Figure 5.11: Displacement of the geometrical centres of the rotor over 120 seconds (left
end).
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Figure 5.12: Displacement of the geometrical centres of the rotor over 120 seconds
(right end).

notch filters in order to attenuate the effect of the structural resonance frequencies

(at approximately 775Hz and 2059Hz). The final conventional controller should

also be cascaded with a low-pass filter in order to attenuate the high-frequency
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(a) (b)

(c) (d)

Figure 5.13: Control signals using the optimal PID-type fuzzy logic controllers and
the analog on-board controllers over 120 seconds, (a) Control signal on
channel Y1, (b) Control signal on channel Y2, (c) Control signal on channel
Y3, (d) Control signal on channel Y4.

measurement noise. In contrast, the designed PID-FLC can be implemented on the

AMBs without employing any notch filters and low-pass filters.

The disturbance rejection capabilities of the PID-type fuzzy logic controller is

also compared with the analog on-board controller in Fig. 5.15. The results show
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Figure 5.14: Step response of the system using the PID-FLC controller and the lead-lag
compensator in the presence of disturbance.

that the performance performance of the system is dramatically improved by using

the PID-FLC compared to the on-board analogue controller.

Figure 5.15: Step response of the system using the PID-FLC controller and the on-board
analog controller in the presence of disturbance.
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The results obtained from the PID-type fuzzy logic controllers are further

compared with other controllers while the system is in rotation at low speed

p2500rpmq as well as at high speed p8000rpmq. For a fair comparison, controller

that do not have an integrator in them compared with each other. In fact, the

linear quadratic Gaussian (LQG) controllers are also designed for the system, and

the performance of the PD-type fuzzy logic controllers is compared with those

of LQG controllers and the analog on-board controllers. The system is tested

while a constant air-pressure is supplied to the air-turbine for all controllers. The

trajectories of the geometrical center of the rotor under the designed controllers

are depicted in Figs. 5.16 and 5.17.

Figure 5.16: Trajectory of the rotor using PD-FLC, LQG, and the on-board analog
controllers at 2500rpm.

Furthermore, controller that include integrators, i.e., the PID-type fuzzy logic

controllers are compared with the H8-optimal controllers (obtained in equations
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Figure 5.17: Trajectory of the rotor using PD-FLC, LQG, and the on-board analog
controllers at 8000rpm.

(3.27)-(3.30)) in Figs. 5.18 and 5.19. The minimum offset from the origin is achieved

with the PID-FLCs and the H8 controllers compared to the other three controllers.

Interestingly, at lower speeds the H8 controllers performed markedly better than

all the other controllers with the minimum steady-state offset.

It is also found that the system under the H8 controllers and the PID-

FLC controllers achieve higher steady-state rotational speed than the other three

controllers. This may be due to the non-zero steady state errors produced by the

analog on-board controllers, LQG, and PD-FLCs which cause the center of rotor to

be misaligned. The transient response of the rotational speed between the PID-type

FLCs and the PD-type FLCs are presented in Fig. 5.20.
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Figure 5.18: Trajectory of the rotor using PID-FLC and H8 controllers at 2500rpm.

Figure 5.19: Trajectory of the rotor using PID-FLC and H8 controllers at 8000rpm.
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Figure 5.20: Rotational speed of the rotor under PD-FLCs and PID-FLCs.

5.7 Conclusion

A practical objective function was presented for the time-domain optimisation of the

fuzzy logic controllers to secure an optimal trade-off between conflicting performance

measures such as the time-domain characteristics of the system and the magnitude of

control signal. Next, several meta-heuristic algorithms, namely Genetic Algorithm

(GA), Particle Swarm Optimisation (PSO), Grey Wolf Optimisation (GWO), and

Imperialist Competitive Algorithm (ICA) were utilised to find the optimal design

parameters of the PID-type fuzzy logic controller in two levels. Interestingly, PSO

and GWO showed the best performance compared to the other two algorithms.

Moreover, several runs were required for GA and ICA, as these two algorithms

failed to find the optimal values on the first attempt. Ultimately, an optimal

PID-type fuzzy logic controller was designed and successfully implemented on

the active magnetic bearing system. The experimental results were compared
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with those of the PD-type fuzzy logic controllers, LQG controllers, lead-lag type

compensators, and the analog on-board controllers while the system was stationary

as well as while it was operating at different rotational speeds. In comparison to the

linear controllers, the presented PID-type fuzzy logic controllers showed remarkably

superior performances while retaining lower profiles of control signals.



Chapter 6

Disturbance Observer-Based

Control of AMB System

6.1 Introduction

In the previous Chapters, the controllers were designed while the system was

stationary, but the performance of the designed controllers were evaluated while

the system was stationary, as well as while it was rotating. It is clear that AMBs

are often subject to disturbances in the form of synchronous vibrations due to

unmodelled dynamics such as the rotor mass-imbalance and centrifugal forces while

the rotor is in rotation. In the early attempts to remove the effects of the harmonic

disturbances while the rotor is in rotation, the AMB rotor was first levitated with

156
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a feedback stabiliser. Then, an additional feed-forward variable narrow-band notch

filter was inserted into the loop to reject the harmonic disturbances [93, 135, 136]. It

is important to note that the parameters of the notch filter depend strongly on the

rotational speed of the system. Furthermore, analytical verification of the closed-

loop stability has to be performed a priori, because there are no guarantees on

stability of the overall system with this approach. In the more recent developments,

the underlying imbalance dynamics are first modelled as a linear parameter varying

(LPV) system. Then, gain-scheduling or LPV controllers can be designed on the

basis of the LPV model of the system. The advantage of this approach is that

the stability and robustness of the closed-loop system can be analysed before the

real-time implementation of the controllers. Although gain-scheduling and LPV

controllers show appealing results in several simulation studies [137, 138], the

real-time implementation of such controllers appear to have many practical issues.

For instance, the experiments reported in references [31, 32] were carried out for a

limited range of operation pr4000, 5000s rpmq, because the optimisation problem

was found to be infeasible for other operating speeds. It should also be noted

that these methods are practical only if the frequencies of these sinusoidal-like

disturbances are directly measurable or accurately known in advance.

Disturbance observer-based controller (DOBC) scheme is an effective approach

for disturbance estimation and it can be combined with any other available control

methods to result in a two-degrees-of-freedom (2DOF) controller and hence improve

the overall performance of the system in the presence of unknown but bounded

disturbances. DOBC has been applied successfully in various practical areas, mostly

in motion control systems [139, 140], robotic systems [141], flight control systems



Disturbance Observer-Based Control of AMB System 158

[142], and process control systems [143]. The successful application of a hybrid

DOBC-LQR on robust control of nonlinear magnetic levitation (MAGLEV) systems

has been reported in references [144, 145]. The obtained results from the designed

DOBC-LQR have been compared with LQR plus an Integrator (LQR+I) and

LQR alone. A compound control scheme consisting of a DOBC as a disturbance

rejector in combination with model predictive control (MPC) has been proposed

in reference [143] for disturbance rejection of ball mill grinding circuits. A time-

domain nonlinear DOBC has been developed and combined with sliding mode

control (SMC) for attenuation of mismatched uncertainties and disturbances in

reference [146]. A similar approach for rejection of unknown disturbances can also

be found in the literature [147, 148, 149]. One of the advantages of using DOBC

is that the inner-loop controller always achieves a faster dynamic response than

the outer-loop feedback controller and hence is more effective than those of single-

loop control structures in handling disturbances. It is well known that the DOBC

structure cannot be used alone as a single-loop structure, and an outer-loop feedback

controller is required for the stabilisation of an unstable system. In other words,

the DOBC can be considered as an add-on to the existing feedback controller that

ultimately results in a hybrid structure. Hence, a hybrid control scheme comprising

a feedback H8 controller and an inner-loop DOBC is proposed for stabilisation of

the AMB system and rejection of unknown but bounded disturbances. Stability

analysis are provided and some useful guidelines are given for design of DOBC loop

for non-minimum phase systems. The effectiveness of this control scheme is verified

by simulation and real-time experiments on an AMB system. Both constant and

sinusoidal disturbances are taken into consideration while the rotor is stationary

as well as while it is rotating at different speeds. The results demonstrate that
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the proposed hybrid control scheme exhibits significantly improved performance

in comparison to single-loop controllers in the presence of unknown but bounded

disturbances.

6.2 Disturbance Observer-Based Control

(DOBC)

A basic framework of the disturbance observer-based controller (DOBC) is depicted

in Fig. 6.1. Consider a SISO linear time-invariant system Gpsq with a nominal

model of Gnpsq, the behaviour of the DOBC loop for the transfer functions from

ua, d, ξ to the output of the DOBC loop y can be analysed as in equation (6.1).

In Fig. 6.1, ua is the input to the DOBC, d the external disturbance, ξ the sensor

noise, and y is the output from the system [150, 151].
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Figure 6.1: Standard framework of the disturbance observer-based controller.
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Y psq “ GuaypsqUapsq `GdypsqDpsq `Gξypsqξpsq (6.1)

where,

Guaypsq :“
Y psq

Uapsq
“

GpsqGnpsq

QpsqrGpsq ´Gnpsqs `Gnpsq
(6.2)

Gdypsq :“
Y psq

Dpsq
“

GpsqGnpsqp1´Qpsqq

QpsqrGpsq ´Gnpsqs `Gnpsq
(6.3)

Gξypsq :“
Y psq

ξpsq
“

GpsqQpsq

QpsqrGpsq ´Gnpsqs `Gnpsq
(6.4)

If the nominal model is close enough to the actual system, i.e. Gnpsq « Gpsq,

it can be deduced from equations (6.2)-(6.4) that:

Guaypsq « Gpsq (6.5)

Gdypsq « Gpsqr1´Qpsqs (6.6)

Gξypsq « Qpsq (6.7)
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It is clear from equations (6.5)-(6.7) that if Gnpsq « Gpsq, the outer-loop

controller does not notice the presence of the inner-loop DOBC. It also implies

that the two loops can be designed independently, as long as the nominal system

is close to the actual system. On the other hand, equation (6.6) suggests that

when |Qpsq| « 1, the output of the system due to the disturbances becomes zero

pGdy « 0q. It indicates that the DOBC rejects the disturbances and compensates

for the model uncertainties, when |Qpsq| « 1. Furthermore, equation (6.7) implies

that at frequencies where |Qpsq| « 0, the DOBC is essentially cut, and the sensor

noise has no effect on the system. This indicates that the disturbance rejection

properties of the DOBC depends solely on the bandwidth of so-called Q-filter.

Since disturbances normally have low-frequency properties, whereas sensor noise is

dominant at high frequencies, it implies that Qpsq can be designed as a low-pass

filter with a DC gain of one. The beauty of the described structure is that the

DOBC can estimate not only the external disturbances, but also the internal model

uncertainties. In fact, it can be seen from equation (6.2) that even if the actual

system Gpsq ‰ Gnpsq, the DOBC loop nominalises the dynamics of the plant to be

controlled, i.e. Guay « Gnpsq, when |Qpsq| « 1.

6.3 Stability Analysis of the Closed-loop System

Using Hybrid H8 ´DOBC Scheme

It can be seen from Fig. 6.1 that the operators Qpsq and QpsqG´1
n psq need to be

stable transfer functions for internal stability of the DOBC-loop. However, it is



Disturbance Observer-Based Control of AMB System 162

important to note that the DOBC loop is part of the overall feedback. Therefore,

the stability analysis need to be performed for the overall system including both

the DOBC loop and the feedback stabiliser. This section provides the stability

analysis of the hybrid pH8 ´DOBCq controller and the effect of the inner-loop

DOBC on the overall closed-loop system. Without loss of generality, assuming that

the uncertainties are modelled as input multiplicative uncertainties, the uncertain

system can be written as in equation (6.8):

Gpsq “ Gnp1`∆psqq (6.8)

where the stable proper transfer function ∆psq represents the uncertainties in the

system. A proper rearrangement of DOBC (to avoid undesired algebraic loops)

and combining it with the outer-loop controller Kpsq gives the final combined

H8´DOBC scheme as depicted in Fig. 6.2a. By replacing Gpsq by Gnpsqp1`∆psqq

and proper loop transformations, the transfer function from the output of the

uncertainty to its input can be obtained as Fig. 6.2b.

The overall closed-loop transfer function is found to be in the form of:

Tclpsq “
GnpsqKpsq `Qpsq

1`GnpsqKpsq
(6.9)
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Figure 6.2: (a) Equivalent DOBC structure with the outer-loop controller Kpsq, (b)
robust stability analysis.

According to the small-gain theorem, the overall closed-loop system in equation

(6.9) is robustly stable against uncertainties if equation (6.10) is satisfied:

|WT psqTclpsq| ă 1 @s “ jω

where, (6.10)

|∆psq| ď |WT psq|, @s “ jω pfor robust stabilityq
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The weight WT psq is designed to be the upper limit on the system uncertainties

∆psq. Equations (6.9) and (6.10) suggest that the robust stability of the overall

closed-loop system depend not only on the proper selection of Qpsq, but also on the

outer-loop feedback controller Kpsq. Although the feedback stabiliser is designed

first, the inner-loop DOBC has to be designed in such a way that the robust stability

of the overall closed-loop system to parameter variations is satisfied. In order to

check the robust stability condition, equation (6.10) can be rewritten as:

ˇ

ˇ

ˇ
WT psqTclpsq

ˇ

ˇ

ˇ
ă 1 :“

ˇ

ˇ

ˇ
WT psq

GnpsqKpsq`Qpsq
1`GnpsqKpsq

ˇ

ˇ

ˇ
ă 1,

@s “ jω (6.11)

Equation (6.11) can be rearranged into:

ˇ

ˇ

ˇ
Qpsq

ˇ

ˇ

ˇ
ă

ˇ

ˇ

ˇ
W´1
T psqp1`GnpsqKpsqq

ˇ

ˇ

ˇ
´

ˇ

ˇ

ˇ
GnpsqKpsq

ˇ

ˇ

ˇ
,

@s “ jω (6.12)

The operator Qpsq should be designed in such a way that the DOBC loop

achieves maximal disturbance suppression. Moreover, the inequality in equation

(6.12) can be used as a sufficient condition for the robust stability check of the

overall closed-loop system with the designed Qpsq. Several methods on the design

of the DOBC Q-filter can be found in the literature. For instance, [152] transforms

the DOBC design problem into another standard H8 control framework. In this

method, the structure of the Q-filter is not preassigned, and the H8 optimisation
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procedure results in a Qpsq that ensures the inequality in equation (6.12) is satisfied.

In this thesis, the structure in equation (6.13) is adopted for the design of the Q-

filter, and the parameters of the filter are obtained such that the overall closed-loop

transfer function in equation (6.12) is minimised in the H8-norm sense.

Qpsq “
1`

řN´r
k“1 akpτsq

k

1`
řN
k“1 akpτsq

k
(6.13)

In equation (6.13), N is the order of Qpsq, r is the relative degree of Qpsq,

ωc “ 1{τ is the cut-off frequency of Qpsq, and ak can be selected to be a binomial

model or Butterworth low-pass filter.

As it was mentioned before, the overall closed-loop sensitivity and complemen-

tary sensitivity functions can be found as in equations (6.14) and (6.15).

Sclpsq “
1´Qpsq

1`GnpsqKpsq
(6.14)

Tclpsq “
GnpsqKpsq `Qpsq

1`GnpsqKpsq
(6.15)
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6.4 DOBC Design for Non-minimum Phase

Systems

This section describes the design of DOBC loop for non-minimum phase systems.

Since the inverse dynamics of the system pG´1
n psqq is used in the DOBC loop (see

Fig. 6.2), it limits the application of the classical DOBC approach to systems with

no right-half plane zeros (minimum-phase systems). It is clear that the inverse of

non-minimum phase systems is unstable and cannot be used in the DOBC loop.

It is further proved in references [152, 153] that the minimum phaseness of the

system is a necessary condition for internal stability of the DOBC approach. In

order to overcome the problem, an alternative DOBC filter is proposed in reference

[139] to cancel the RHP -pole of the inverse dynamics by the RHP -zero in the

proposed Qpsq filter. However, exact pole-zero cancellations are not always possible

in practice, and it could lead to instability of the system. In this Chapter, since the

RHP -zero of the system under study is located relatively far from the dominant

low-frequency poles, another alternative is presented to design the DOBC for the

non-minimum phase AMB system. The non-minimum phase unstable system Gnpsq

can be factorised into a minimum-phase and an all-pass factor. The term Gn´mppsq

includes all the poles of Gnpsq (stable and unstable poles), while Gn´appsq contains

all the zeros of Gnpsq in the open right half plane, i.e.:

Gnpsq “ Gn´mppsqGn´appsq (6.16)
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The minimum-phase factor of the model Gn´mppsq can be used for the design

of the DOBC loop. The designed DOBC loop can then be combined with the main

feedback stabilising controller Kpsq to construct the overall hybrid controller. The

final H8 ´DOBC controller is depicted in Fig. 6.3.
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Figure 6.3: Overall H8 ´DOBC control structure.

6.4.1 Design Procedure of H8 ´DOBC

The design procedure of H8´DOBC scheme can be broken down into the following

steps:

(i) select the required weighting functions (WP psq, WT psq, and WUpsq) for mixed-

sensitivity H8 controller design. The weightings WP psq, WT psq, and WUpsq are

chosen to shape the closed-loop sensitivity functions in the frequency-domain.
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(ii) synthesise the H8 controller and ensure that the open-loop unstable system

is robustly stable using the designed controller.

(iii) design the DOBC inner-loop for the desired bandwidth of the disturbance

rejection loop. The minimum-phaseness of the model is a necessary condition

for the internal stability of the DOBC loop. In the case of non-minimum

phase system, some alternatives such as approximate inversion of the system

provided in the previous section can be used to ensure the stability of the

inverse of the model.

(iv) check if equation (6.12) is satisfied in the H8-norm sense. Otherwise, re-

design the outer-loop feedback controller and/or the inner DOBC loop by

relaxing/limiting the design requirements.

6.5 Simulation and Experimental Validations

This section provides the simulation and experimental verification of the presented

hybrid H8 ´ DOBC scheme on the robust stabilisation of the active magnetic

bearing system. The ultimate goal is to stabilise the rotor of the AMB system at

its geometrical center both in horizontal and vertical directions. As the model of

the system is obtained while the system is stationary, the effects caused by the

rotor mass-imbalance and other disturbances are not taken into consideration at

the system identification stage. Thus, the DOBC is designed to ensure the rejection
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of unknown but bounded disturbances while the system is in rotation. The analysis

for the first channel is presented in the sequel. However, a similar procedure is used

to design the controllers for the other three channels. A multiplicative uncertainty

is designed based on several measurements that were taken during the system

identification process. An uncertainty of less than 20% is expected for the low

frequencies (below 500 rad{s) where noise to signal ratio is negligible and relatively

accurate measurements can be recorded. The uncertainties reach upto more than

400% at high frequencies around and beyond the rotor flexible modes (above

4000 rad{s). Subsequently, a first order WT psq is designed to be an upper bound on

the model uncertainties and is presented in equation (6.17). The weighting WT psq

is designed to ensure the attenuation of the closed-loop complementary sensitivity

function at high frequencies where the measurement noise is significant. Similarly, a

first order performance weighting function WP psq is designed based on the expected

closed-loop bandwidth of the system, and it is shown in equation (6.18).

WT psq “
1.6ps` 500q

ps` 4000q
(6.17)

WP psq “
0.3333ps` 500q

ps` 0.00333q
(6.18)

The sub-optimal continuous-time H8 controller for channel 1 is given in

equation (6.19). It can be clearly seen from equation (6.19) that the proper

selection of the weighting functions (WP psq and WT psq) results in a controller that
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automatically includes two notch filters.

K1psq “
7986.2ps` 3ˆ 105q2

ps` 4.822ˆ 105qps` 1.717ˆ 104q

ps` 374.4qps` 77.94q

ps` 0.003333qps2 ` 6429s` 2.328ˆ 107q

ps2 ` 0.96s` 2.344ˆ 107qps2 ` 0.37s` 1.668ˆ 108q

ps2 ` 5087s` 2.191ˆ 107qps2 ` 5297s` 1.637ˆ 108q

(6.19)

In order to design the DOBC loop, the order of the original model of the

unstable system is first reduced by removing the terms corresponding to the

flexible modes of the rotor while keeping their DC gain contribution. The reduced

order model is then factorised into a minimum-phase pGn´mppsqq and an all-pass

pGn´appsqq factor. The reduced-order model of the first channel after removing the

terms corresponding to the flexible modes is found to be as in equation (6.20).

Gnpsq “
´0.0040509ps` 1.72ˆ 104qps´ 2075q

ps` 374.4qps´ 310.2q
(6.20)

The non-minimum phase model can be factorised into a minimum-phase part

and an all-pass factor as in equation (6.21).

Gnpsq “ Gn´mppsqGn´appsq

“
´0.0040509ps` 1.72ˆ 104qps` 2075q

ps` 374.4qps´ 310.2q
ˆ
ps´ 2075q

ps` 2075q
(6.21)
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The minimum-phase factor Gn´mppsq is used for the design of the inner-loop

DOBC and Qpsq is selected to be in the form of equation (6.22).

Qpsq “
3τs` 1

τ 3s3 ` 3τ 2s2 ` 3τs` 1
, τ “ 1{1500 (6.22)

After combining the inner-loop DOBC with the outer-loop H8 controller,

the obtained sensitivity and complementary sensitivity functions of the closed-

loop system using the single-loop H8 controller (Spsq and T psq), the inner-loop

DOBC (1 ´ Qpsq and Qpsq), and the combined H8 ´ DOBC structure (Sclpsq

and Tclpsq) are illustrated in Fig. 6.4. It should be mentioned that an optimal

value of γ1 “ 0.86 is obtained for the H8 optimised feedback controller. From the

overall closed-loop complementary sensitivity functions Tclpsq, it is observed that

the introduction of the DOBC loop preserves the robust stability bounds compared

to the single-loop H8 controller. The maximum peak of 5.2dB at 1497rad{s implies

that the uncertainties should not be larger than 54.95% of the nominal values at

this frequency.

The hybrid controller scheme is implemented in real-time on the first channel

pY1q using an ADC/DAC converter and the DS1104 DSP board. To investigate the

constant disturbance rejection properties of the system while the rotor is stationary,

two constant disturbances are introduced to the system at two separate instances

of time. The first disturbance is introduced to the system after approximately 0.4

seconds, followed by the second disturbance after 1.4 seconds. The system response

to the constant disturbances using the two structures are depicted in Fig. 6.5a.
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Figure 6.4: Sensitivity and complementary sensitivity functions of the DOBC (1´Qpsq
and Qpsq), single-loop H8 controller (Spsq, T psq), and the hybrid H8 ´
DOBC (Sclpsq, Tclpsq).

The control signals are also illustrated in Fig. 6.5b. It is clear from the results

that the proposed hybrid structure is much more efficient in rejecting constant

disturbances compared to the single-loop H8 controller.

The AMB system under study operates within the range of r0, 10000srpm which

corresponds to r0, p10000ˆ 2π
60
qsrad{s, and it is known that the rotor mass-imbalance

manifests as a harmonic force with frequency synchronous to the rotor speed. In

order to investigate the harmonic disturbance rejection capabilities of the two

control structures, several sinusoidal disturbances in the form of dptq “ 0.2 sinpωtq

with ω “ 10π , 40π , and 200π rad{s are applied to the first channel while the rotor

is stationary. The obtained results using the H8 ´ DOBC and the single-loop

H8 controller are illustrated in Figs. 6.6-6.8. It can be deduced from the results

that as the frequency of the disturbance increases, the single-loop H8 controller
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(a)

(b)

Figure 6.5: Displacement and control signal in the presence of step disturbance, (a)
Displacement, (b) Control signal.

fails to remove the introduced disturbances. On the other hand, the combined

H8 ´DOBC scheme significantly reduces the effect of the introduced sinusoidal

disturbances.
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Figure 6.6: Displacement and control signal in the presence of sinusoidal disturbance,
dptq “ 0.2 sinp10πtq, (a) Displacement, (b) Control signal.

In order to investigate the disturbance rejection capabilities of the system

over the entire operating range r0, 10000s rpm « r0, 1047s rad{s, the experiment is

repeated (while the rotor is stationary) and this time the results are compared in
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Figure 6.7: Displacement and control signal in the presence of sinusoidal disturbance,
dptq “ 0.2 sinp40πtq, (a) Displacement, (b) Control signal.

the frequency-domain. A chirp signal with an initial frequency of 0.001Hz and the

final frequency of 3000Hz is introduced as a time-varying disturbance to the system,

and the output response of the system is collected using the DSP board. Next,
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Figure 6.8: Displacement and control signal in the presence of sinusoidal disturbance,
dptq “ 0.2 sinp200πtq, (a) Displacement, (b) Control signal.

the time-domain signals are transported into MATLAB for DFT analysis, and the

experimental sensitivity functions for the single-loop H8 controller and the hybrid

H8´DOBC structure are depicted in Fig. 6.9. It is clear from the results that for
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the frequency range of interest pr0, 1047s rad{sq, the hybrid H8´DOBC structure

exhibits a much steeper slope in the low-frequency range than the single-loop H8

controller. This shows that the hybrid H8´DOBC scheme is much more effective

in rejecting low-frequency disturbances compared to the single-loop H8 controller.

Figure 6.9: Closed-loop sensitivity functions of the single-loop H8 controller and hybrid
H8 ´DOBC.

Ultimately, three other H8´DOBC controllers are designed and implemented

on the other three channels pY2, Y3, Y4q, and the experiment is carried out while the

rotor is in rotation. Again, to verify the performance of the designed controllers over

the entire operating range, the air pressure supplied by the air compressor is set to

100 psi, and the displacements of the rotor at all four channels are recorded as the

speed of the rotor increases over time (in a time span of 180 seconds). The obtained

results are depicted in Figs. 6.10a - 6.10d. For a fair comparison, the performance
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of the designed H8 ´DOBC controllers and the H8 controllers are also compared

with the analog on-board controllers. It is clear that the designed H8 ´DOBC

controllers exhibit significantly better performance in terms of rejecting unknown

disturbances compared to the single-loop H8 controllers and the analog on-board

controllers while the speed of the rotor increases over time. It should be noted that

the maximum magnitude of vibration remains below 10µm over the entire operating

range by using the presented H8 ´DOBC, allowing the system to operate much

more safely in high rotational speeds compared to the single-loop controllers.

6.6 Conclusion

This Chapter presented a hybrid control scheme based on an outer-loop H8 optimal

controller and an inner-loop disturbance observer-based controller. The effectiveness

of the hybrid H8 ´ DOBC structure was verified via simulations and real-time

experiments on the laboratory AMB system. Several experimental studies were

conducted on the performance of the designed controllers by taking into account

both constant and harmonic disturbances while the rotor was stationary, as well as

disturbances caused by the rotor mass-imbalance while the rotor was in rotation.

In comparison to the analog on-board controllers, the experimental results clearly

demonstrated that the vibrations were better attenuated by properly designed

H8 controllers, and no additional notch filters were required in order to remove

the effects of the resonant frequencies. In fact, not only the rotor remained at

its geometric center over the entire operating range, the maximum magnitude of
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Figure 6.10: Trajectory of the geometrical centres of the rotor at different speeds using
H8 ´DOBC, H8, and the analog on-board controllers, (a) Channel Y1,
(b) Channel Y2, (c) Channel Y3, (d) Channel Y4.

vibrations reduced to less than 30µm compared to more than 70µm in the case of

analog on-board controllers. The introduction of the DOBC loop into the feedback,

further improved the disturbance rejection and vibration attenuation capabilities

of the system. The maximum magnitude of vibrations remained below 10µm

over the entire operating range by using the hybrid H8 ´DOBC structure. The
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performance obtained from the presented hybrid structure was not achievable by a

single-loop controller.



Chapter 7

Repetitive Disturbance

Observer-Based Controller of

AMB System

7.1 Introduction

It was mentioned in the previous Chapter that vibrations with time-varying

frequencies significantly affect the performance of the AMBs at high rotational

speeds. It is well-known that these vibrations manifest as harmonic forces with

frequencies synchronous to the rotor speed. In the previous Chapter, it was

observed that the proposed 2DOF control structure significantly reduces the effects

181
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of unknown but bounded disturbances compared to the single-loop structures

while the rotor shaft is rotating. However, if there exists a repetitive disturbance

with a known fundamental frequency, it turns out that the well-known repetitive

control (RC) scheme provides significant improvement in rejecting the repetitive

disturbance. Yet, the main drawback of the repetitive controllers is that along with

the rejection of periodic disturbances, there will be undesirable gain amplifications

of non-periodic disturbances. In this Chapter, the common repetitive control scheme

is reformulated using the structure of disturbance observer. The new structure

is called repetitive disturbance observer-based control (RDOBC) throughout the

thesis and it is shown that the presented structure not only greatly reduces the

gain amplification of repetitive disturbances, but also significantly reduces the

effects caused by non-repetitive disturbances. This control scheme is very useful for

repetitive disturbance rejection of systems that are also subject to non-repetitive

disturbances. The stability analysis of the overall 2DOF control scheme is provided

and some guidelines are given for designing RDOBC scheme for systems with

non-minimum phase behaviour (systems with right half-plane zeros) [154].

7.2 Repetitive Disturbance Observer-based

Control

This section aims to combine the features of the repetitive controllers and the

disturbance observer-based control structures. Repetitive control is a well-known

control design tool for systems subject to periodic disturbances. In recent years,
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the repetitive control has attracted a great deal of attentions due to its design

simplicity and capabilities in rejecting periodic disturbances. The versatility of the

repetitive control has been reported in several practical applications [140, 155, 156,

157, 158, 159]. The main idea of the conventional repetitive controls is to include a

term 1´ e´Ts (T is the period of the repetitive disturbance) in continuous-time or

1´z´N (N denotes the period of the repetitive disturbance) in discrete-time into the

overall feedback loop. This creates high-gain control at the repetitive frequencies.

The significant problem with the conventional repetitive control is that along with

the rejection of periodic disturbances, there will be undesired gain amplifications of

non-periodic disturbances. The DOBC structures, on the other hand, add high-

gains at low-frequency regions by including one or more integrators in the loop. The

schematic diagram of the combined repetitive disturbance observer-based control

is given in Fig. 7.1. Gpsq represents the system’s model, Kpsq is the feedback

stabiliser that can be designed by any methods to achieve the desired performance

and robustness of the main feedback loop. The signals dptq, uptq, yptq, and rptq are

the input disturbance, control input, plant output, and the reference input to the

system. There are three terms to be designed in the presented repetitive control:

1) G´1
n psq is inverse of the nominal model.

2) Qpsq is the RDOBC filter to be designed

3) e´ms denotes m-step time-delay
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Figure 7.1: Schematic diagram of the repetitive disturbance observer-based control.

Note the resemblance of the structure to the common disturbance observer-

based control (DOBC) structure [140]. If the filter Qpsq is designed as a low-pass

filter, the structure becomes identical to the DOBC structure that was introduced

in the previous Chapter. On the other hand, if the term G´1
n psq is removed from

the loop and the filter Qpsq is designed to be e´Ts, the open-loop transfer function

reduces to the repetitive controller pGpsqKpsq{p1´ e´Tsqq. It can also be inferred

from the structure of the RDOBC that the central component Qpsq is a repetitive-

signal extractor rather than a low-pass filter in the standard DOBC structures.

From Fig. 7.1, the equivalent controller Keqpsq from the error signal eptq to the

control input uptq can be obtained as:

Keqpsq “
Kpsq `QpsqG´1

n psq

1´ e´msQpsq
(7.1)
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The overall closed-loop sensitivity function Spsq “ 1{p1`GpsqKeqpsq can be

obtained as in equation (7.2).

Spsq “
1´ e´msQpsq

1`GpsqKpsq ` pGpsqG´1
n psq ´ e

´msqQpsq
(7.2)

Suppose that the system is subject to repetitive components that need to be

rejected by the feedback loop:

p1´ e´Tsqdptq “ 0 (7.3)

From equations (7.2) and (7.3), to reject the repetitive disturbance dptq, it

suffices to have Spsqdptq to converge asymptotically to zero. This implies that

the numerator in equation (7.2) should contain the term 1´ e´Ts. In this paper,

the infinite impulse response (IIR) Q filter proposed by references [140, 159] is

employed:

Qpsq “
p1´ αT qe´pT´mqs

1´ αT e´Ts
(7.4)

or in discrete-time:

Qpz´1
q “

p1´ αNqz´pN´mq

1´ αNz´N
(7.5)
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Consider the discrete-time Q-filter. It can be shown that 1 ´ z´mQpz´1q “

p1 ´ z´Nq{p1 ´ αNz´Nq with an αpP r0, 1sq. If α “ 0, the filter Qpz´1q becomes

a finite impulse response (FIR) filter. On the other hand, α “ 1 cuts off the

repetitive compensation. Since there always exists large modelling uncertainties in

the high-frequency region, it is necessary to incorporate a low-pass filter in the Q

filter.

7.2.1 Robust Stability of the Repetitive Disturbance

Observer-based Control

Suppose that the plant Gpsq is perturbed with an uncertainty. Without loss of

generality, assume that the uncertainties are modelled as input multiplicative

uncertainties. The uncertain system can be written as:

Gpsq “ Gnpsq
`

1`∆psq
˘

(7.6)

From the small gain theorem, the overall closed-loop system is robustly stable

if and only if the following condition holds:

||∆psqT psq||8 ă 1 (7.7)
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where, T psq is the closed-loop complementary sensitivity function:

T psq “
KpsqGpsq `G´1

n psqGpsqQpsq

1`KpsqGpsq `QpsqpG´1
n psqGpsq ´ e

´msq
(7.8)

7.2.2 Design of RDOBC for Non-minimum Phase Systems

Since the inverse dynamics of the system G´1
n psq is used in the RDOBC loops, it

limits the application of the RDOBC approach to systems with no right-half plane

zeros (minimum-phase systems). To overcome the problem, some alternatives have

been reported in the application of DOBC which can be extended in design of

RDOBC loop [139, 157]. In this study, since the RHP -zero of the system under

study is located relatively far from the dominant low-frequency poles the non-

minimum phase unstable system Gnpsq is factorised into a minimum-phase and

all-pass factors. The term Gn´mppsq includes all the poles of Gnpsq (stable and

unstable poles), while Gn´appsq contains all the zeros of Gnpsq in the open right

half plane. The minimum-phase factor of the model Gn´mppsq is used for the design

of the RDOBC loop. The designed RDOBC loop can then be combined with the

main feedback stabilising controller Kpsq to construct the overall hybrid scheme.

Gnpsq “ Gn´mppsqGn´appsq (7.9)
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7.3 Simulation and Experimental Validations

This section provides the simulation and experimental verification of the presented

hybrid H8 ´ RDOBC structure on the robust stabilisation of the AMB system.

The ultimate goal is to stabilise the rotor at its geometrical center both in horizontal

and vertical directions. As the model of the system is obtained while the system is

stationary, the effects caused by the rotor mass-imbalance and other disturbances

are not taken into consideration at the system identification stage. Thus, the

RDOBC is designed to ensure the rejection of unknown but bounded disturbances

while the system is in rotation. Due to the page limitation, the analysis for the first

channel is presented in the sequel. However, similar procedures are used to design

the controllers for the other three channels. A multiplicative uncertainty is designed

based on several measurements that were taken during the system identification

process. An uncertainty of less than 20% is expected for the low frequencies

(below 500 rad{s) where noise to signal ratio is negligible and relatively accurate

measurements can be recorded. The uncertainties reach upto more than 400% at

high frequencies around and beyond the rotor flexible modes (above 4000 rad{s).

Subsequently, a first order WT psq is designed to be an upper bound on the model

uncertainties and is presented in equation (7.10). The weighting WT psq is designed

to ensure the attenuation of the closed-loop complementary sensitivity function

at high frequencies where the measurement noise is significant. Similarly, a first

order performance weighting function WP psq is designed based on the expected
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closed-loop bandwidth of the system, and it is shown in equation (7.11).

WT psq “
1.6ps` 500q

ps` 4000q
(7.10)

WP psq “
0.3333ps` 500q

ps` 0.00333q
(7.11)

The sub-optimal continuous-time H8 controller for the first channel is given

in equation (7.12). It can be clearly seen from equation (7.12) that the proper

selection of the weighting functions WP psq and WT psq results in a controller that

automatically includes two notch filters.

K1psq “
7986.2ps` 3ˆ 105q2

ps` 4.822ˆ 105qps` 1.717ˆ 104q

ps` 374.4qps` 77.94q

ps` 0.003333qps2 ` 6429s` 2.328ˆ 107q

ps2 ` 0.96s` 2.344ˆ 107qps2 ` 0.37s` 1.668ˆ 108q

ps2 ` 5087s` 2.191ˆ 107qps2 ` 5297s` 1.637ˆ 108q

(7.12)

In order to design the RDOBC loop, the order of the original unstable system

is first reduced by removing the terms corresponding to the flexible modes of the

rotor while keeping their DC gain contribution. The reduced order model is then

factorised into a minimum-phase pGn´mppsqq and an all-pass pGn´appsqq factor. The

reduced-order model of the first channel after removing the terms corresponding to
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the flexible modes is found to be as in equation (7.13).

Gnpsq “
´0.0040509ps` 1.72ˆ 104qps´ 2075q

ps` 374.4qps´ 310.2q
(7.13)

The non-minimum phase model can be factorised into a minimum-phase part

and an all-pass factor as in equation (7.14). The minimum-phase factor Gn´mppsq

is used for the design of the inner-loop RDOBC.

Gnpsq “ Gn´mppsqGn´appsq

“
´0.0040509ps` 1.72ˆ 104qps` 2075q

ps` 374.4qps´ 310.2q
ˆ
ps´ 2075q

ps` 2075q
(7.14)

To show the effect of the design parameters, the RDOBC-loop is designed

in such a way that the notches appear at multiple frequencies of 200 rad{s. The

parameter N of the RDOBC loop (see equation (7.5)) is chosen to be 200, and

the Bode diagram (magnitude) of the closed-loop sensitivity functions using the

H8 controller and the hybrid H8-RDOBC are depicted in Figs. 7.2 and 7.3. For

the results in Fig. 7.2, α is chosen to be 0.999. Whereas, an α of 0.995 results in

the closed-loop sensitivity function as shown in Fig. 7.3. It can be deduced from

the two figures that reducing the value of α to zero is equivalent to the common

plugin repetitive control. Although smaller α results in a wider notch filters in the

sensitivity function, but the transient behaviour of the system will be unsatisfactory

and it could threaten the robust stability of the closed-loop system. It can also be

seen that the inclusion of the RDOBC loop successfully preserves the overall loop
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shapes at the non-repetitive frequencies and the Integral Bode theorem is satisfied.

Figure 7.2: Closed-loop sensitivity functions using the single-loop H8 controller and
the hybrid H8-RDOBC with α “ 0.999.

The designed outer-loop H8 controller and the inner-loop RDOBC are dis-

cretised using the Bilinear transformations with a sampling frequency of 20kHz.

The discrete-time controllers are successfully implemented on the AMB system

and the results are depicted in Figs. 7.4 - 7.7. The results in Fig. 7.4 show

the performance of the single-loop H8 controller and the transient behavior of

the hybrid H8-RDOBC structure. It is clear that the displacement of the rotor

is significantly reduced by introduction of the RDOBC inner-loop to the overall

feedback system.
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Figure 7.3: Closed-loop sensitivity functions using the single-loop H8 controller and
the hybrid H8-RDOBC with α “ 0.995.

Figure 7.4: Rotor Displacement at 3000 rpm.
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Fig. 7.5 represents the spectra of the rotor displacement using the single-loop

H8 controller and the hybrid H8-RDOBC structure. Compared to the single-loop

H8 controller, using the H8-RDOBC not only reduces the vibration of the system

at the fundamental frequency, but also the effect of repetitive frequencies has been

substantially reduced.

Figure 7.5: Spectra of the rotor displacement with and without RDOBC loop.

The AMB system under study operates within the range of r0, 10000s rpm

which corresponds to r0, p10000 ˆ 2π
60
qs rad{s. It is known that the rotor mass-

imbalance manifests as a harmonic force with frequency synchronous to the rotor

speed. In order to investigate the harmonic disturbance rejection of the two

control structures, the experiment is carried out while the rotor is in rotation at

various rotational speeds. To verify the performance of the designed controllers

over the entire operating range, the air-pressure supplied by the air-compressor
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is set to 100 psi, and the displacement of the rotor is recorded as the speed of

the rotor increases over time (in a time span of 180 seconds). Fig. 7.6 shows

the displacement of the geometrical center of the rotor as the rotational speed

of the rotor increases over-time (from stationary). It should be noted that the

RDOBC loop is turned on after five seconds. It is clear from Fig. 7.6 that the

initial response of the hybrid structure is not satisfactory. This can be resolved

by the dynamic switching algorithm proposed in reference [140]. However, the

vibration of the rotor is significantly reduced over the entire operating range of

the system. It should be noted that the maximum magnitude of vibration remains

below 10µm over the entire operating range by using the presented H8-RDOBC,

allowing the system to operate much safer in high rotational speeds compared to

the single-loop controller. The same approach is used to design the controllers for

all four channels. Interestingly enough, the rotor achieves different steady-state

rotational speeds using the designed controllers while constant air-pressure (100

psi) is supplied to the system (see Fig. 7.7). The rotational speed that is achieved

by the hybrid H8-RDOBC was neither achievable by the single-loop H8 controller,

nor by the control methods used in the previously published works (see for example

[53, 67, 117, 121], AminAupec20151).

7.4 Conclusion

This Chapter showed that the repetitive controllers can be reformulated into

disturbance observer-based controller structure. The hybrid control structure was
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Figure 7.6: Displacement of the rotor on first channel over 180 seconds.

Figure 7.7: Rotational speed of the rotor over 180 seconds.
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based on an outer-loop H8 controller and an inner-loop repetitive disturbance

observer-based controller (RDOBC). The experimental results clearly demonstrated

that the hybrid H8-RDOBC structure provides much better performance than a

single-loop H8 controller in term of rejection of harmonic disturbances and overall

vibration attenuation. In comparison to the results demonstrated in the previous

Chapter, the advantage of using the RDOBC over the DOBC is that not only the

gain amplification of the harmonic disturbances at their fundamental frequencies is

reduced, but also the amplification of the repetitive frequencies are also reduced

substantially.



Chapter 8

Two-Step Controller Design for

AMB System

8.1 Introduction

A key element to the successful design of “model-based” controllers is to have

sufficiently accurate models of the system to be controlled. In order to obtain an

accurate model experimentally, the system needs to be excited with sufficiently

large probing signals. However, it is not always possible to excite the system with

large probing signals over wide ranges of frequencies, where there is not much

information available about the dynamic behaviour of the system. In fact, overly

exciting the system may even lead to system instability. In the case of AMB system

197
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for instance, exciting the resonant frequencies would endanger the closed-loop

stability of the AMB system. Therefore, with the information that is obtained

from the mathematical model of the system, the identification process is conducted

in several steps. In fact, the magnitude of the chirp signals are reduced around

the resonant frequencies, because large magnitude would destabilise the system.

This is achieved by having a priori information about the location of the resonant

frequencies. However, in practice this a priori information is not always available

and the experimental system identification needs to be conducted very cautiously.

The main idea of iterative identification and control procedure is to excite the

system with a relatively narrow bandwidth probing signal and obtain a rough

model of the system in the low frequency region. Next, design a controller on the

basis of the identified model of the system. The bandwidth of the controller is

increased progressively and cautiously until the closed-loop bandwidth of the system

cannot be increased with the current controller. At this stage, more information is

required from the system that is not available in the initial model. Therefore, the

identification process needs to be repeated to find a better model of the system

over a wider range of frequencies, and new controllers can be designed on the basis

of the re-identified model. The iteration can stop when the desired performance is

achieved. This iterative identification and control process is sometimes also called

the “windsurfer approach” [160, 161, 162, 163].

For open-loop stable systems, the internal model control (IMC) method is

found to be very convenient to use for the control design stage [38, 39]. This is

because in the IMC method the closed-loop bandwidth of the system can be altered

by a single design parameter (known as λ of the IMC filter). It is desirable to have a
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control method in which a single parameter can be used to describe the bandwidth

of the closed-loop system. However, if the plant is open-loop unstable, the standard

IMC design is not very straightforward and sometimes becomes cumbersome for

the purpose of iterative identification and control design [34, 40, 164]. To overcome

this difficulty, several design alternatives have been reported in the literature. In

reference [164], a new IMC filter is proposed for situations where the system has

one or two unstable poles. However, this limits the application of the proposed

approach only to limited types of systems. The work in reference [165] introduces

an H8 control method to generalise the control design algorithm for the iterative

identification and control of both stable and unstable systems. In the described

algorithm, the controller is synthesised to minimise the H8-norm between the

obtained closed-loop system and a reference model with a prescribed bandwidth.

The method reported in reference [34] breaks down the controller design process of

unstable systems into two separate steps. In the first step, a feedback controller

is designed to stabilise the unstable plant. In the second step, the standard IMC

method is employed on the basis of the stabilised system for the purposes of iterative

identification and control. This Chapter can be considered as an improvement to

the idea of two-step controller design of unstable systems for iterative identification

and control. It provides a systematic two-step control design approach for open-loop

unstable systems for iterative identification and control purposes. In the first step of

the proposed algorithm, a minor-loop is designed to stabilise the open-loop unstable

system with minimum required energy (“expensive energy control strategy”). It is

desirable to stabilise the system without exciting the high-frequency ranges where

the model of the plant is highly uncertain. Next, a major-loop is designed on the

basis of the stabilised system. In order to progressively increase the bandwidth of the
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overall closed-loop system in the second step, a mixed-sensitivity H8 optimisation

procedure is applied to the closed-loop stable system. The advantage of using the

mixed-sensitivity H8 controller is that the bandwidth of the closed-loop system

can be expanded by proper selection of the weighting functions and re-synthesising

the H8 controller. Furthermore, special attention can be paid to the magnitude of

control signal and the high-frequency roll-off at the design stage. Therefore, this

design method addresses the shortcomings of the standard IMC method specially

for open-loop unstable systems. The effectiveness of the proposed design approach

is verified by a numerical example and real-time experiments on the AMB system.

It should be emphasised that the focus of this Chapter is not on the identification

stage, but rather on the control design of open-loop unstable systems for the purpose

of iterative identification and control.

8.2 Two-Step Controller Design Approach

Motivated by the properties of 2DOF structures [69, 166, 167, 168, 169], a two-step

controller design scheme is formulated by combining the properties of minimum

energy LQR controllers and the frequency-domain properties of the H8 controllers.

Furthermore, it is shown that the proposed design structure is suitable for the

purpose of iterative identification and control design of open-loop unstable systems.
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8.2.1 First Step: Linear Quadratic Regulator (LQR)

In this step, a feedback controller is designed to stabilise the open-loop unstable

system shown in equation (8.1) with the minimum (weighted) energy. An “expensive

energy” LQR control strategy is employed to achieve the minimum energy stabiliser

[170]. In a continuous-time linear time-invariant (LTI) system of the form:

$

’

’

&

’

’

%

9xptq “ Axptq `Buptq, x P Rn, u P Rk

y “ Cxptq, y P Rm

(8.1)

The LQR controller employs a gain matrix Kreg in the control law in equation

(8.2) such that the closed-loop system becomes stable and the quadratic cost

function in equation (8.3) is minimised:

uptq “ ´Kregxptq (8.2)

JLQR “

ż 8

0

´

xptqTQxptq ` uptqTRuptq
¯

dt (8.3)

In equation (8.3), Q and R are symmetric positive semi-definite and positive

definite weighting matrices of appropriate sizes on state variables and control signals,

respectively. The optimal value of the controller Kreg can be found as:

Kreg “ R´1BTP (8.4)
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In equation (8.4), P is the unique solution of the Algebraic Riccati Equation

(ARE):

ATP ` PA´ PBR´1BTP `Q “ 0 (8.5)

The state-space representation of the closed-loop system incorporating the

optimal linear state-feedback control law can be written as in equation (8.6).

$

’

’

&

’

’

%

9xptq “ pA´BKregqxptq

y “ Cxptq

(8.6)

The equivalent transfer function of the closed-loop stable system can be also

represented as in equation (8.7).

Gclosed´loop “ CpsI ´ A`BKregq
´1B (8.7)

For situations where not all states are available for measurement, a state

estimator can be designed to estimate the internal states of the system from the

inputs and outputs measurements. The output feedback controller can be written

as in equations (8.8) and (8.9).

9̂xptq “ Ax̂ptq ` L
´

yptq ´ ŷptq
¯

`Buptq (8.8)
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ŷptq “ Cx̂ptq (8.9)

The overall closed-loop system is obtained as in equation (8.10).

»

—

—

—

–

9xptq

9̂xptq

fi

ffi

ffi

ffi

fl

“

»

—

—

—

–

A ´BKreg

LC A´BKreg ´ LC

fi

ffi

ffi

ffi

fl

»

—

—

—

–

xptq

x̂ptq

fi

ffi

ffi

ffi

fl

(8.10)

In general, the proper selection ofQ and R is important for achieving the desired

performance and robustness in the closed-loop LQR controller design. However, the

LQR controller is only used here to stabilise the system with minimum weighted

energy (“expensive energy control strategy”), while the desired overall closed-loop

performance will be achieved in the second step via H8 control design. To reflect

the fact that control signal is “expensive”, the output from Kreg should be made

as small as possible and hence a large R should be assigned to penalise the control

signal heavily.

8.2.2 Second Step: Mixed-Sensitivity H8 Controller

In the second step of the design, a mixed-sensitivity H8 controller is designed

on the basis of the closed-loop stable plant pGstableq to shape the closed-loop

sensitivity functions (in the frequency-domain) and gradually increase the closed-
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loop bandwidth of the system. The structure of the overall closed-loop system

based on the proposed two-step controller design method is depicted in Fig. 8.1.

Figure 8.1: Proposed two-step controller design structure.

In a standard H8 configuration the feedback control system can be rearranged

as a linear fractional transformation (LFT). Plant P in the figure represents

the stabilised system pGstableq augmented with the weighting functions pWP psq,

WUpsq, and WT psqq. These weighting functions can be easily absorbed into the

interconnected system P psq. The generalised plant P psq can be partitioned as

shown in equation (8.11).

P “

»

—

—

—

–

P11 P12

P21 P22

fi

ffi

ffi

ffi

fl

(8.11)
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where,

P11 “

»

—

—

—

—

—

—

—

—

–

WP

0

0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

, P12 “

»

—

—

—

—

—

—

—

—

–

´WPP

WU

WTP

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

, P21 “ I, P22 “ ´Gstable (8.12)

The closed-loop transfer function (Tzw) from exogenous inputs w (set-point and

disturbances) to the exogenous outputs z (outputs that need to be minimised) can

be found as:

Tzw “: FlpP,K8q “ P11 ` P12K8pI ´ P22K8q
´1P21 (8.13)

Again, the FlpP,K8q is the lower linear fractional transformation (LFT) of

P with respect to K8. The mixed-sensitivity H8 synthesis problem is to find a

controller K8 which minimises the H8 ´ norm of the closed-loop transfer function

of the augmented plant:

min
Kstabilising

}FlpP,K8q}8 (8.14)
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where:

}FlpP,K8q}8 “

∥∥∥∥∥∥∥∥∥∥∥∥∥∥

WPS

WUK8S

WTT

∥∥∥∥∥∥∥∥∥∥∥∥∥∥
8

(8.15)

In equation (8.15), Spsq “ pI`GstablepsqK8psqq
´1 is the closed-loop sensitivity

function, while T psq “ GstablepsqK8pI `GstablepsqK8psqq
´1 represents the closed-

loop complementary sensitivity function. For detailed description of the H8 optimal

controller design, please refer to Section 3.2.

8.3 Numerical Example and Experimental

Validation

8.3.1 Difficulties with One-Step Control Design Approach

Example 1: Assume a second-order model of the system being controlled is

available as in equation (8.16). An initial controller needs to be designed based

on this model, and the bandwidth of the closed-loop system is gradually increased

until a more accurate model is required. Note that the model is open-loop unstable

and contains a non-minimum phase zero. The system does not possess the parity
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interlacing property, and an unstable controller is required for stabilisation of the

system. To better illustrate the difficulties with one-step control design approach, an

IMC controller is designed based on the model, and the step response of the closed-

loop system is compared with the proposed two-step design approach. It should be

emphasised that the aim of this example is not to compare the performance of the

two structures, but rather to show the difficulties that may occur in the one-step

design approach.

Gpsq “
ps´ 1q

ps` 0.5qps´ 2q
(8.16)

The IMC controller is designed based on the IMC filter proposed in reference

[164]. According to the reference [164], the IMC filter should take the form:

F psq “
µps` αq

ps` γqps` λqps` 10λq
(8.17)

In equation (8.17), the parameters µ and α are determined from two interpola-

tion constraints, i.e., F ps “ pq “ 1, where p “ 2 is the unstable pole of the model,

and F ps “ 0q “ 1 for tracking a step reference input. From the guidelines, λ needs

to be chosen in such a way that λ P r4p, 10ps. The other parameter γ needs to be

designed for securing the robust stability of the system against model uncertainties.

It is found that γ P r0.1p, 0.25ps to give the minimum possible overshoot. If the

model uncertainty is small, larger value of γ can be chosen to reduce the peak

overshoot of the closed-loop step response. The final IMC controller is found to be
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in the form of equation (8.18).

KIMCpsq “
9.1742ˆ 105ps´ 0.2857qps` 0.3815q

sps´ 34.64qps` 0.3651q

ˆ
ps` 0.5q

ps2 ` 249.8s` 2.174ˆ 104q

(8.18)

The unit-step response of the closed-loop system and the required control

signal using the one-step IMC controller are depicted in Fig. 8.2. The excessive

overshoot in the step response resulting from the one-step IMC control design

approach clearly demonstrates the difficulty in achieving the desired performance

using this design approach.

Figure 8.2: Step response of the system and the control signal using 1DOF IMC.

On the other hand, in the proposed two-step design approach, the unstable

plant is first stabilised using an “expensive energy” LQR control strategy. At this
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stage, the aim is to stabilise the system with the minimum possible energy and

hence a large value of R needs to be assigned for the design of the LQR controller.

It is worth noting that in the case of SISO systems, assigning a large value on

the controller weighting R shifts the unstable poles of the system to their stable

mirror images about the imaginary axis [171]. The resulting closed-loop transfer

function of Example 1 by assigning an identity matrix of Q and R “ 100 is shown

in equation (8.19).

Gstablepsq “
ps´ 1q

ps` 0.5079qps` 2.008q
(8.19)

In the second step, a mixed sensitivity H8 optimisation is used to obtain

the desired time-domain and frequency-domain behaviour. A first-order WP psq is

designed to be an upper-bound on the closed-loop sensitivity function pSpsqq:

WP psq “
0.333ps` 1.05q

ps` 3.5ˆ 10´5q
(8.20)

From the designed WP psq, it is clear that the pure integrator is replaced by

ps ` 3.5 ˆ 10´5q to avoid the numerical issues. A maximum sensitivity peak of

p1{0.333q is allowed (see reference [67]) and a closed-loop bandwidth of p0.333ˆ

1.05 rad{sq is desired (similar to the closed-loop bandwidth of the system using

one-step IMC method). Another weighting function WT psq is designed in equation

(8.21) to ensure the robust stability of the system at high frequencies where the
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model uncertainties are significant, and the measurement noise is dominant:

WT psq “
2ps` 1q

ps` 20q
(8.21)

The transfer function (output-feedback) representation of the H8 optimised

controller is found to be:

K8psq “
´206.27ps` 10qps` 2.008qps` 0.5079q

ps` 39.57qps` 19.45qps` 6.251qps` 3.5ˆ 10´5q
(8.22)

The designed weighting functions pWP psq and WT psqq, and the resulting closed-

loop sensitivity and complementary sensitivity functions pSpsq and T psqq are illus-

trated in Fig. 8.3. It can be seen from the figure that the weighting functions are

designed in such a way that 1{WP psq and 1{WT psq to be the upper bounds on Spsq

and T psq, respectively.

The resulting unit-step response of the closed-loop system with the two-step

controller design approach is depicted in Fig. 8.4. In comparison to the obtained

results from the one-step approach (see Fig. 8.2), it is clear that the system has

achieved the desired performance using the presented two-step structure, and the

magnitude of control signal to the plant is significantly smaller than the control

signal using the one-step design approach. The closed-loop bandwidth of the

system can then be increased by increasing the bandwidth of the weighting function

WP in equation (8.20) and resynthesising the controller using the available H8

optimisation algorithms.
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Figure 8.3: Magnitude of 1{WP , S, 1{WT , T , and GstableK8.

Figure 8.4: Step response of the system and the control signal (input signal to the
plant) using the proposed controller.
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8.3.2 Verification by Experiment: Time-domain Response

of Non-Minimum Phase AMB System

The controller design process is started with the assumption that no information

is available from the true plant, other than the mathematical description of the

electromagnetic force, hall-effect sensors, and the current amplifiers, as described

in the system manuals [172, 173]. The non-linear electromagnetic force of the

bearings is a function of the distance between the bearings and the rotor pxiq, and

the control current into the bearings picontrolq:

Fi “ k
picontrol ` 0.5q2

pxi ´ 0.0004q2
´ k

picontrol ´ 0.5q2

pxi ` 0.0004q2
(8.23)

In equation (8.23), k “ 2.8ˆ 10´7Nm2{A2. The air-gap between the bearings

and the rotor is 0.4mm, and the bias current is 0.5A. The linearised model of the

equation (8.23), by taking into account the linear model of the hall-effect sensor

and the current amplifier is shown in equation (8.24).

Ginitialpsq “
1.1346ˆ 108

ps´ 129qps` 129qps` 4545q
(8.24)

Similar to the previous example, the open-loop unstable system is first stabilised

by using an “expensive energy strategy” LQR controller. The bandwidth of the

closed-loop stable system is gradually expanded by synthesising the H8 controller

based on the redesigned weighting functions WP psq and WT psq. Eventually, the
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designed controller destabilises the system due to the presence of the flexible modes

of the rotor in higher frequencies. Therefore, a more accurate model of the system

that includes the model of the first two flexible modes (around 770Hz and 2053Hz)

is acquired through the closed-loop system identification process. The details of the

closed-loop system identification can be found in reference [53]. The Bode diagram

(magnitude) of the initial model and the re-identified model are depicted in Fig.

8.5, and the re-identified model for the first channel is found to be in the form of

equation (8.25).

Gre´identifiedpsq “
´1.9739ˆ 105ps` 2.657ˆ 104qps´ 1637q

ps` 1.2ˆ 104qps` 4612qps` 390.1qps´ 261.3q

ˆ
ps2 ` 1352s` 2.127ˆ 107qps2 ` 1236s` 1.631ˆ 108q

ps2 ` 11.12s` 2.344ˆ 107qps2 ` 15.61s` 1.673ˆ 108q

(8.25)

Figure 8.5: Initial and re-identified model of AMB system.
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Similarly, the re-identified model is stabilised by an “expensive energy” LQR

controller. Then, the closed-loop stable model is used in the second step to improve

the overall performance of the system. The bandwidth of the closed-loop system

is gradually increased, until the sensor noise becomes dominant, and hence the

process is stopped. The designed H8 controller based on the closed-loop stable

system is shown in equation (8.26).

K8psq “
5.9901ˆ 106ps` 1.2ˆ 104qps` 4612qps` 390.1qps` 261.3q

ps` 2.408ˆ 104qps` 0.00333qps2 ` 3674s` 8.129ˆ 106q

ˆ
ps2 ` 11.12s` 2.344ˆ 107qps2 ` 1.364ˆ 104s` 1.623ˆ 108q

ps` 6.633ˆ 104qps2 ` 1347s` 2.129ˆ 107qps2 ` 1232s` 1.631ˆ 108q

ˆ
ps2 ` 15.61s` 1.673ˆ 108q

ps2 ` 4.515ˆ 104s` 1.33ˆ 109q

(8.26)

Finally, the closed-loop step response of the proposed 2DOF controller structure

is compared with a 1DOF H8 controller (designed on the basis of the re-identified

model), and a 2DOF servo LQR controller in Fig. 8.6. Two unit-step disturbances

are added into the system, and the control signals are depicted in Fig. 8.7.

As the system identification is conducted while the rotor is stationary, the

effects caused by the centrifugal forces and the rotor mass-imbalance are not taken

into account at the identification stage. To further investigate the performance

of the proposed algorithm while the system is in rotation, a similar procedure is

repeated for the second channel. The performance of the final designed controllers

is investigated while the rotor is in rotation with the maximum rotational speed

of 10000 rpm. The displacement of the geometrical center of the rotor using the
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Figure 8.6: Step response of the system using the proposed 2DOF controller, 1DOF
H8 controller, and servo LQR.

Figure 8.7: Control signal using the proposed 2DOF controller, 1DOF H8 controller,
and servo LQR.

final 2DOF controller is depicted in Fig. 8.8, and the results are compared with

the 1DOF H8 controller and the servo LQR controller.
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Figure 8.8: Trajectory of the geometrical center of the rotor at 10000 rpm using the
proposed 2DOF controller, 1DOF H8 controller, and servo LQR.

8.4 Conclusion

In this Chapter, the difficulties with the one-step control design of open-loop

unstable systems for iterative identification and control purposes are discussed.

To overcome these difficulties, a systematic two-step control design structure is

presented. In the proposed approach, the unstable plant is first stabilised with

the minimum required energy (“expensive energy” LQR controller). The overall

bandwidth of the closed-loop stable system can then be expanded in the second

step by proper selection of the weighting functions in the mixed-sensitivity H8

controller design. The effectiveness of the proposed approach was verified by a
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numerical example and a real-time experiment on the open-loop unstable AMB

system.



Chapter 9

Summary and Future Work

9.1 Summary

The main focus of this thesis was on anaytical modelling, system identification,

and high-performance controllers of active magnetic bearing systems. The aim was

to address the gaps between control theory and its application to active magnetic

bearing systems. In Chapter 2, an analytical model of the laboratory scale AMB

system was derived using the first principles. The derived model provided invaluable

insights into the underlying system dynamics. For instance, the mathematical

model suggested that the first two flexible modes of the rotor (approximately at

770Hz and 2050Hz) are within the bandwidth of the system and special attentions

need to be paid to these flexible modes at the system identification and control

218
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design stages. It is clear that overly exciting these frequencies at the system

identification stage may lead to system instability and hence the amplitude of the

probing chirp signals was reduced near these resonant frequencies to avoid the

danger of the system instability at the identification stage. Furthermore, inclusion

of two notch-filters is inevitable for robust stabilisation of the systems. Furthermore,

the analytical model of the system suggested that the cross-coupling effects between

the channels are negligible at low-frequency regions (dc-gain contribution of ´20dB)

and hence the MIMO system can be considered as four decoupled SISO subsystems,

if low-complexity controllers are to be designed for the system.

In the system identification stage, the time-domain responses of the system

to the input chirp signals were captured and converted into frequency-domain

by using the Discrete Fourier Transformation. Next, both SISO and MIMO

models of the system were obtained from the frequency-domain response of the

system. A novel GA-based iterative weighted least squares method was proposed

for SISO and MIMO modelling of the system. Unlike most of the identification

methods in the literature, it was shown that the presented algorithm was capable of

accurately modelling the high-frequency flexible modes as well as the low-frequency

regions. The advantage of obtaining the decoupled SISO models was that low-order

controllers could be designed on the basis of the SISO models. The SISO controllers

were able to successfully stabilise the AMB system, as the cross-coupling effects

between the channels were negligible at low-frequency regions (dc-gain of ´20dB).

However, it was observed from the experimental frequency response of the system

that the cross-coupling effects between the channels become more significant at

high-frequency regions. Hence, the cross-coupling effects between the channels need
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to be modelled accurately if higher performance controllers are to be designed for

the system (i.e., to increase the closed-loop bandwidth of the system). Therefore, a

similar iterative system identification algorithm was extended for high-order MIMO

modelling of the system by taking into account the cross-couplings between the

channels.

In Chapter 3, several SISO and MIMO controllers were designed for stabilisation

of the AMB system, namely, decoupled PID controllers, SISO H8 controllers, MIMO

H2, and MIMO H8 controllers. Extensive experimental studies were conducted on

the robust performance of the SISO and MIMO controllers (in terms of transient

performance, steady-state error, and disturbance rejection capabilities) for the

AMB system while the rotor was stationary, as well as while it was rotating. The

performance of the classically designed PID controllers (including two notch filters

and a low-pass filter) were compared with their SISO H8-optimal counterparts.

Also, MIMO H2 and H8 optimal controllers were synthesised on the basis of the

MIMO model of the system. The experimental results showed that the SISO

H8 controllers provide a better performance compared to the conventional PID

controllers. Moreover, the H8 optimisation algorithms automatically introduce all

the required components (two notch filters, low-pass filter, lead-lag compensators)

into the controller without the need of any manual intervention on the part of

the designer. The MIMO H8 controllers performed much better than their SISO

counterparts while the rotor was rotating, although they were found to be excessively

high in order. The real-time implementation of such high-order controllers could

become challenging, unless advanced hardware is available. Last but not least, the
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results obtained from the H2 optimal control theory were not satisfactory while the

rotor was rotating (when the unstructured modelling uncertainty was significant).

Chapter 4 attempted to design controllers that not only provide robust stability

of the nominal system, but also guarantee the robust performance of all possible

systems in the uncertainty set. It was shown that the main drawback of the common

robust control synthesis algorithms is that they result in exceedingly high-order

controllers that are difficult to implement on the actual system. In fact, the presence

of the high-frequency resonant modes in the model caused the numerical issues at

the synthesis stage and hence resulted in excessively high-order controller. In order

to alleviate the problem of synthesising high-order controllers, some alternative

approaches were presented. In the first approach, the rigid-body model of the system

was considered as the nominal model for the control synthesis procedure. Whereas,

the flexible modes of the system were treated as structured modelling uncertainties

and their model were included in the design weighting functions. The advantage

of the presented approach was that a much lower-order controller was synthesised.

Furthermore, unlike the first approach where the controller was synthesised on

the basis of the full-order model of the system, two notch-filters were appeared

in the final controller. This was because of the inclusion of the resonant modes

in the design weighting functions. The second approach was to design fixed-order

robust controllers using non-smooth optimisation algorithms. The shortcoming

of the latter method was that there was no guarantee in the global convergence

of the optimisation problem. However, the obtained locally optimal controller

successfully stabilised the AMB system under study. Another drawback of the

latter method was that the order of the controller needed to be predefined before the
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optimisation process is initialised. A trial and error process was required to find the

minimum controller’s order that satisfies the robust performance requirements (the

closed-loop structured singular value µ∆ ă 1). The controller that was synthesised

based on the full-order model of the system failed to stabilise the experimental

AMB system. Furthermore, the controllers that were synthesised based on the

two presented approaches successfully stabilised the MIMO AMB system. The

system remained stable by the controllers that were obtained by full-order and

fixed-order H8-optimisation and µ-synthesis algorithms. The lowest amount of

vibration was achieved by using the full order µ synthesised controllers while the

shaft was rotating at different speeds.

Chapter 5 provided a “model-free” PID-type fuzzy logic controller for the

stabilisation of the AMB system under study. It is well-known that the performance

of fuzzy logic controllers depends highly on the proper selection of the input/output

tuning parameters of the controller. Meta-heuristic optimisation algorithms can

be utilised to obtain these parameters more systematically. Usually, time-domain

objective functions such as integral absolute of error (IAE) or integral time absolute

of error (ITAE) are utilised for optimisation of the tuning parameters in fuzzy

logic controllers. It is clear that by choosing time-domain objective functions, the

optimisation algorithms try to find optimal values of the tuning parameters such

that the minimum error between the time-domain response of the system to a

predefined input signal is obtained. The larger the optimisation search domain,

the larger the “optimal values” and hence the faster the closed-loop transient

performance will be. This is not always desirable, as it may lead to large control

signals and the saturation of actuators. To alleviate this problem, an alternative



Summary and Future Work 223

objective function was proposed for the time-domain optimisation of the deign

parameters of fuzzy logic controllers. It was further demonstrated that by using the

presented objective function, most of the global optimisation algorithms converge

to similar values regardless of the size of the optimisation search-domain. A Similar

approach was utilised to obtain the optimal tuning parameters of the fuzzy logic

controllers for stabilisation of the AMB system and the tuned fuzzy logic controllers

were coded in C for the real-time implementation.

In Chapters 6 and 7, the performance of the system was further improved

(in terms of disturbance rejection and vibration reduction) while the rotor was

rotating at various speeds. In order to reduce the vibrations caused by the rotor

imbalance, centrifugal forces, and other unknown dynamics, an additional inner-loop

disturbance-observer based controller (DOBC) was included into the overall feedback

loop resulting in a 2DOF control scheme. One of the advantages of using the inner-

loop disturbance observer-based controller was that the inner-loop was designed to

have a faster dynamic response than the outer-loop feedback stabiliser and hence was

more effective in rejecting disturbances than those of single-loop control structures.

In Chapter 6, a 2DOF control structure comprising an outer-loop feedback stabiliser

and an inner-loop disturbance observer was presented and implemented successfully

on the AMB system. It was demonstrated via experimental studies that the

presented 2DOF control scheme was much more effective than single-loop control

structures in reducing the overall vibration of the system while the system was

rotating. The DOBC loop is capable of reducing the effects caused by unknown but

bounded disturbances. However, if there exist repetitive disturbances with known

fundamental frequencies, the repetitive control (RC) scheme is known to be more
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effective in rejecting these types of disturbances. Nevertheless, the major drawback

of the RC schemes is that while the repetitive disturbances are perfectly rejected

with this scheme, the magnitude of non-repetitive disturbances is amplified by using

this scheme and this is not desirable. An algorithm was described in Chapter 7 to

reformulate the repetitive controller into the disturbance observer-based structure.

The presented structure was called repetitive disturbance observer-based controller

(RDOBC) and its performance was evaluated via simulation and experimental

studies. It was shown that the RDOBC scheme was able to perfectly reject the

effects caused by harmonic disturbances, as well as it significantly reduced the effects

of non-repetitive disturbances. Interestingly, the experimental results revealed that,

with a constant supplied air-pressure, the highest steady-state rotational speed

was achieved by the proposed control scheme compared to all our previously

applied methods. This was because the overall vibration of the system was reduced

substantially while the system was rotating.

Finally, Chapter 8 was an extension to the idea of iterative identification and

control. In order to obtain the model of a system experimentally, chirp or multi-sine

signals could be employed as probing signals for system identification purposes.

The probing signals need to be strong enough to sufficiently excite the system in

the frequency range of interest. On the one hand, in practice, it is not always

possible to overly excite the system over a wide range frequencies, where there

is not clear information about the behaviour of the system. This could be very

dangerous in industrial applications and it may lead to system instability. On the

other hand, weak probing signals will result in poor signal to noise ratios and hence

may fail to provide enough information about the system dynamics. In iterative
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identification and control scheme, a controller is first designed on the basis of a

low-order model of the plant that is only known in the low-frequency regions. An

initial controller is designed on the basis of this possibly low-order model of the

system. Then, the closed-loop bandwidth of the system is expanded gradually until

the closed-loop bandwidth cannot be increased any further by the current controller.

At this stage, a more accurate model of the plant in a wider range of frequencies

is required for the control design stage. Hence, the identification process can be

repeated to find a better model of the plant in higher ranges of frequencies and new

controllers can be designed based on the re-identified model. This iterative process

can stop when the desired performance (or closed-loop bandwidth) is achieved. The

internal model control (IMC) method is the most commonly used method in the

literature for iterative identification and control purposes. The IMC is a simple

but effective method for iterative identification and control of open-loop stable

systems. However, controller design based on IMC method for open-loop unstable

systems may become challenging and not efficient for the iterative identification

and control purposes. Therefore, an alternative strategy was proposed in Chapter

8 for control design of open-loop unstable systems for iterative identification and

control procedure. In this method, the system was first stabilised by using a minor

stabilising loop that was based on minimum weighted energy LQG/LTR methods.

This minor-loop ensures the closed-loop stability of the system with minimum

weighted energy and without exciting the high-frequency regions where the model

of the system is unknown. Then, a major-loop controller based on mixed-sensitivity

H8 optimisation method was employed on the closed-loop stable system to increase

the closed-loop bandwidth of the system progressively and cautiously. It should be

noted that we favour the use of mixed-sensitivity H8 controller over the LQG/LTR
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controllers for the major-loop controller, because the closed-loop bandwidth of

the system can be altered by proper selection of a single parameter in the design

weighting function. The effectiveness of the proposed algorithm was investigated

via simulation and experimental studies on the iterative identification and control

of the AMB system. It was assumed that no information was available about

the dynamics of the system other than the attractive forces of the electromagnets

governed by the Maxwell’s theorem. It was shown that the closed-loop performance

of the system was improved significantly via the presented iterative identification

and control approach.

9.2 Future Works

The scope of this work was limited to the control design of an AMB system with

radial type magnetic bearings. In fact, the radial electromagnets were spaced with

90˝ angle from each other. Three-pole AMBs with three electromagnets that are

distributed around the rotor with an angle of 120˝ has been proposed recently

[174, 175, 176]. It appears that the three pole AMBs are more power efficient than

the four pole AMBs. However, the control design of these three-poles AMBs is much

more difficult. The future work could focus on the application of the presented

control methods on the three-pole AMB arrangements.

The MIMO model of the system was found to be exceedingly high-order and

hence the synthesised robust controllers were found to be very high-order and
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difficult to implement. The implementation of such high-order controllers require

expensive hardware and they are not efficient for product commissioning. The

problem of arriving at a lower-order MIMO model that is capable of capturing

the dynamic behaviour of the system over a wide range of frequencies needs to be

further investigated.

The Takagi-Sugeno (TS) fuzzy modelling and control of the AMB system could

be the focus of the future work. In recent works, It is shown that the TS fuzzy

modelling and control approach can handle nonlinearities in modelling physical

plants by approximating the nonlinear terms to any specified accuracy with a

family of fuzzy sets and rules [177]. Then, fuzzy state-feedback and output-feedback

controllers can be designed on the basis of the TS fuzzy model of the system [178].

The advantage of the TS fuzzy modelling and control design over the “model-free”

fuzzy logic controllers is that the closed-loop stability of the system can be analysed

systematically [179, 180, 181, 182]. The recent interval type 2 (IT2) fuzzy logic

controllers are claimed to be more robust than the type 1 fuzzy logic controllers

to modelling uncertainties [177, 183]. The application of the interval type 2 (IT2)

fuzzy logic controllers on stabilisation of AMBs can be investigated in the future.

In Chapters 6 and 7 the DOBC and RDOBC loops were implemented on all

four channels as decentralised SISO controllers. An interesting but challenging

future work can focus on reformulating the DOBC and RDOBC loops as an MIMO

structure. In the case of AMBs, the periodic disturbances are slow varying type

disturbances with frequencies that vary in accordance to the rotor speed. Hence,

the future work can also investigate the implementation of the RDOBC scheme
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in a linear parameter varying or gain-scheduling form in which the fundamental

frequency of the repetitive disturbances can be estimated online with the real-

time rotor speed measurements and the controllers parameters can be modified

accordingly [184].

The introduction of iterative identification and control has led to several robust

adaptive control methods such as multi-model adaptive control, safe adaptive

control, and unfalsified adaptive control methods [185, 186, 187, 188, 189, 190].

The iterative identification and control appears to be a systematic method for

performance improvement of partially known system without having to perform

any online system identification while the controller is in the loop (unlike the

adaptive control structures). Hence, it prevents the several issues that the adaptive

control methods face in practice, such as the difficulty of online system identification

which itself has numerous challenges that need to be addressed, poor transient

performance, the danger of including destabilising controllers in the loop, and the

uncertainty about the dwell-time (the required time before the current controller is

switched to another one). Further insight into the advantages and disadvantages

of these methods and a systematic approach to improve the performance of these

algorithms is an open research area.
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