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ABSTRACT

EXTRACTING ACTIONABLE KNOWLEDGE FROM DOMESTIC

VIOLENCE DISCOURSE ON SOCIAL MEDIA

Sudha Subramani, Ph.D.

Victoria University 2019

Respect for human rights is the cornerstone of strong communities, based

on the principles of dignity, equality, and recognition of inherent value of each

individual. Domestic Violence, ranging from physical abuse to emotional ma-

nipulation, is worldwide considered as the violation of the elementary rights to

which all human beings are entitled to. As one might expect, the consequences

for its victims are often severe, far-reaching, and long-lasting, causing major

health, welfare, and economic burden. Domestic Violence is also one of the

most prevailing forms of violence, and due to the social stigma surrounding the

issue particularly challenging to address.

With the emergence and expansion of Social Media, the substantial shift in

the support-seeking and the support-provision pattern has been observed. The

initial barriers in approaching healthcare professionals, i.e. personal reserva-

tions, or safety concerns, have been effectively addressed by virtual environ-

ments. Social Media platforms have quickly become crucial networking hubs

for violence survivors as well as at-risk individuals to share experiences, raise

concerns, offer advice, or express sympathy. As a result, the specialized sup-

port services groups have been established with the aim of pro-active reach-out

to potential victims in time-critical situations. Given the high-volume, high-

velocity and high-variety of Social Media data, the manual posts evaluation has



not only become inefficient, but also unfeasible in the long-term. The conven-

tional automated approaches reliant on pre-defined lexicons, and hand-crafted

feature engineering proved limited in their classification performance capabil-

ity when exposed to the challenging nature of Social Media discourse. At the

same time, Deep Learning the state-of-the-art sub-field of Machine Learning

has shown remarkable results on text classification tasks. Given its relative

recency and algorithmical complexity, the implementation of Deep Learning-

based models has been vastly under-utilised in practical applications. In partic-

ular, no prior work has addressed the problem of fine-grained user-generated

content classification with Deep Learning in Domestic Violence domain.

The study introduces novel 3-part framework aimed at (i) binary detection

of critical situations; (ii) multi-class content categorization; and (ii) Abuse Types and

Health Issues extraction from Social Media discourse. The classification perfor-

mance of state-of-the-art models is improved through the domain-specific word

embeddings development, capable of precise relationships between the words

recognition. The prevalent patterns of abuse, and the associated health condi-

tions are efficiently extracted to shed the light on violence scale and severity

from directly affected individuals. The approach proposed marks a step for-

ward towards effective prevention and mitigation of violence within the society.
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CHAPTER 1

INTRODUCTION

1.1 Background and Motivation

Domestic Violence (DV) refers to the various acts of abuse such as physical,

sexual, emotional or any controlling behaviour within an intimate relationship

[162]. As per the global estimates of World Health Organisation(WHO), nearly

1 in 3 (35%) of women have experienced some type of violence at least at one

point in their lifetime [164].

While DV tends to have a greater prevalence in low-income and non-western

countries, it is still endemic in developed countries like Australia. This has

a disturbingly higher rate of violence against women, such that nearly 49.5%

percentage of women have experienced violence, since the age of 15 [47]. Vi-

olence against women and their children causes a serious and durable impact

on women and children’s health and well-being, and on society as a whole [1].

Apart from the mental and physical damage inflicted on the victims, the esti-

mated economic costs for the combined health, social welfare and administra-

tion costs amounted to $21.7 billion a year, in Australia. The projections also

suggested that costs can be accumulated to $323.4 billion over a thirty year pe-

riod from 2014-15 to 2044-45 if no additional step is taken to prevent violence

against women [47].

Unsurprisingly, DV has become an overwhelming global burden and led

to a series of preventative and mitigative strategies initiated by WHO [162].

These include: (i) Media and advocacy campaigns to raise awareness and facilitate

1



the socio-economic empowerment of women, and (ii) Domestic Violence Crisis Support

(DVCS) groups’ foundation for early intervention services to at-risk families. Over

time, the DVCS groups have become the important hubs for safe disclosures

about the stigmatized topics, allowing victims to share their experiences in non-

judgmental and supportive environments.

Effective solutions to combat violence in family settings require accurate

estimates about the problem and its nature. The traditional survey-based ap-

proaches are costly and time-consuming. They also involve only a limited num-

ber of participants [21], frequently due to concerns for the safety of the victims.

As a result, the official statistics tend to underestimate the scale of the problem,

significantly impairing the potential risk factors leading to abusive acts identi-

fication.

At the same time, the advent of Social Media platforms has grown into im-

portance as a modern outlet for the victims to share their stories, express the

sympathy for each other, or seek the emotional/financial assistance [42]. Need-

less to say, such knowledge could serve as an invaluable source of information

for health-care practitioners and policy makers to facilitate the design of the ef-

fective preventative measures, and contribute towards essential societal change

and well-being.

Despite the vast amount of source data availability, there is still a shortage

of techniques that would enable to automatically extract the valuable informa-

tion from high volume and velocity textual streams. Manual handling approach

fails due to the scalability issue, severely impacting the effectiveness of DVCS

groups in timely support provision. Additionally, the content posted is often

implicit in nature, expressed in non-formal language, including abbreviations,
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misspellings, and multiple variations of the same concept. Conventional, often

lexicon-based approaches and hand-crafted feature extraction methods prove

effective on direct and explicit expressions in well-structured datasets (e.g. med-

ical records), but oftentimes fail to correctly capture the more indirect and am-

biguous forms, highly prevalent in online conversations. Consider two follow-

ing posts: P1: “I just recently got out of a DV relationship.”, and P2: “I desperately

need help. Please read my abusive story and consider helping me, thank you. He phys-

ically assaulted me, and threatened to kill me. I have spent the last 10 months with

depression, insomnia, and Post Traumatic Stress Disorder (PTSD).” While P1 openly

indicates the post-abusive experience, P2 only implies the exposure to the emo-

tional and controlling behavior, potentially leading to further escalation if ap-

propriate measures are not undertaken. Such linguistic variations significantly

impair the correct classification and relevant information extraction.

To address the problem stated, advanced Machine Learning techniques are

required to accurately identify critical situations from the deluge of incoming

data. Process automation allows reducing the response time, minimizing the

damaging health impact on the victims, and preventing further harm from hap-

pening. The actionable knowledge extraction from Social Media has already

proved significant for public health mining [34, 38, 156, 212] and crises scenar-

ios [30,99,236], where the information available in the early hours of an event is

critical for the disaster management services.

Deep Learning as an advanced sub-field of Machine Learning have demon-

strated promising results in text classification tasks [118] due to its ability to

automatically capture latent features in character strings. Most recently, word

embeddings [142, 181] as part of the feature extraction step in Deep Learning
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has further contributed towards performance improvement by accurately iden-

tifying the syntactic and semantic relationships between the terms and phrases.

Despite high accuracies obtained, Deep Learning is considered a non-intuitive,

highly empirical and task-specific technique. The performance of the models is

closely linked to the case study investigated. The DV discourse analysis on So-

cial Media still remains a niche application domain with a relatively few number

of studies [213]. Only limited research has been conducted so far to investigate

in-depth how the state-of-the-art techniques can be utilized and improved to

extract the critical information from user-generated online content. The thesis

aims to develop the framework of the automatic classification system to trans-

form the highly unstructured discourse streams into targeted knowledge in sup-

port of emergency services responsible for life-saving decisions.

1.2 Research Problems

The primary research question is divided into 3 related sub-questions and each

detailed below.

Research Question: How the relevant information from DVCS groups per-

spective can be identified automatically and accurately from Social Media on-

line discourse?

In the past decade, social networking platforms have become the major

channel connecting the support-seeking individuals with support-providing

services. Given large volume and unstructured format of Social Media data,

the first problem to address is to determine what constitutes critical informa-

tion for DVCS groups. Therefore, the Sub-Question 1 focuses on information
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needs identification for future corpora development and model training. As So-

cial Media poses significant challenges due to its high-volume and high-velocity

character, the only solution for effective content management and critical posts

identification in a timely manner involves process automation. Consequently,

the Sub-Question 2 concentrates around the state-of-the-art methods applica-

tion, validation and improvement in the DV context. Finally, given the tremen-

dous potential that user-generated content holds in addressing DV issues, the

text mining approaches and the derived knowledge, such as Abuse Types and

Health Impacts, will be addressed by the Sub-Question 3.

Sub-Research Question 1: What are the information needs required by DVCS

to timely respond and effectively address the crisis situation on Social Media

platforms?

In order for the classification system to effectively serve its purpose, the ap-

propriately annotated benchmark corpora is required. The human resources

are limited, and the scale of the problem of violence, as expressed on Social

Media, is immense. Also, the time proves a critical factor in at-risk situations.

The timely detection and accurate automatic prediction of type of the support

needed proves invaluable in addressing the high-velocity data. Given the avail-

ability of task-specific annotated corpora significantly reduces the time of model

development and implementation. Furthermore, system optimization and vali-

dation additionally ensures its practical application on real-world case scenario.

Currently, no fine-grained DV benchmark corpora, aligned with the DVCS in-

formation needs exists. Thus, the “Gold Standard” dataset will be developed

under the guidance of the domain expert as part of this thesis as well as for the

future research in the DV field.
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Sub-Research Question 2: What Natural Language Processing and Ma-

chine Learning approaches yield the highest accuracy on text classification task

within DV dataset, and how their performance can be further improved?

After identifying the information needs and the expected outputs of the sys-

tem, the next question is how the classification task can be performed automati-

cally to achieve human-like accuracy in posts evaluation process. As the manual

approach proves not only inefficient, but eventually infeasible given the large-

scale streaming sources, the automation step is rendered necessary in continu-

ation of online support services. Furthermore, the specific characteristics of So-

cial Media data prove the task challenging, adversely affecting the performance

of “shallow” classifiers with conventional feature extraction methods. For that

reason, the state-of-the-art Deep Learning models will be developed and vali-

dated against themselves and the traditional Machine Learning algorithms. The

most advanced feature extraction methods (i.e. word embeddings) will be im-

plemented for further performance improvement. As the recent studies report

the observed accuracy increase following the domain-specific embeddings de-

velopment, the DV embeddings will be generated and evaluated. The findings

will prove invaluable in practical application of the system designed.

Sub-Research Question 3: What knowledge can we derive about the violence

problem from large scale Social Media data applying text mining techniques to

support healthcare practitioners and policy makers?

Despite the increasing popularity of self-disclosure and support-seeking

among DV victims, the limited research exists with regard to actionable knowl-

edge extraction in DV domain. While the information about few individuals

does not provide enough insight into the problem of violence, the large-scale
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data can reveal hidden trends and patterns prevalent within society. The un-

structured format of text data requires advanced natural language processing

techniques to ensure that derived knowledge is meaningful and offer real ben-

efit to health-care practitioners and policy makers. Therefore, following the au-

tomatic classification process, the Abuse Types and Health Issues will be mined

from the relevant posts identified. Both information categories (i.e. Abuse Types

and Health Issues) have been selected based on the frequent mentions of particu-

lar kind of abuse by the victims (e.g. physical, psychological, sexual) as well as the

potential health conditions before/after the experience (e.g. depression, anxiety,

PTSD). The knowledge derived will support the health organisations in accu-

rate estimations of the scale of the problem, as well as facilitate the targeted

services provision.

1.3 Hypotheses

In order to address the aforementioned research questions, the following hy-

potheses are generated:

1. State-of-the-art Deep Learning models are able to accurately (acc > 0.9)

identify the pre-specified classes from highly informal Social Media

streams related to DV, and outperform the traditional Machine Learning

classifiers.

2. Development of domain-specific word embeddings trained on the large

scale DV-related dataset can further improve the classification perfor-

mance and knowledge discovery in comparison with the default word

embeddings.
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3. Analysis of the extracted DV data using advanced text mining techniques

can reveal the specific syntactic and semantic characteristics of the lan-

guage used by the victims, as well as provide valuable knowledge about

the prevalence and severity of the problem of violence within society (e.g.

Abuse Types, and Health Issues).

1.4 Contributions and Significance

Social Media has been increasingly used in violence prevention by awareness

raising, knowledge sharing, and bringing stories to the public. Despite the in-

creasing popularity of self-disclosure and support seeking among DV victims,

the limited research exists regarding the actionable knowledge extraction in DV

domain. The study proposes the highly performing (acc > 0.9) and empirically

validated Deep Learning-based system aimed at automatic user-generated con-

tent categorization in order to improve the efficacy of DVCS groups crises situ-

ations identification and timely victims support.

The particular contributions and their significance have been outlined in the

following paragraphs. The overall research framework is presented in Figure

1.1.

Critical Posts Detection: The deluge shared on DV related forums fre-

quently leads to critical posts omission, entailing potentially harmful conse-

quences for the individuals in need. The content ranges from awareness pro-

motion campaigns, advice offering, or expression of empathy. Such posts are

considered “non-critical” from DVCS groups perspective, as the person is not

at-risk and do not request immediate support. In contrary, certain posts are
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Figure 1.1: Overall Research Framework

treated as “critical”, where the victim report the potential of danger and require

immediate intervention of support services. The accurate identification of crit-

ical posts is crucially important for DVCS to direct their limited resources for

support of those in at-risk situations. Manual browsing through a large amount

of online content is time consuming, inefficient, and unscalable in longer-term

for DVCS moderators. Hence, the automated framework for critical posts iden-

tification in DV context has been proposed.

Fine-grained Content Categorization: The automatic content classification

allows the DVCS groups to efficiently handle the high volume and high ve-

locity data, evaluate the nature of the problem, and respond almost instantly.

Thus, the multi-class posts categorization has been presented, where 5 dis-
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tinctive classes are identified, providing the in-depth insight into the violence

prevalence and severity. The approach is the extension of the previous work

focused on binary posts classification. The finer-grained classes identification

enables the online content to be re-routed to appropriate services, improving

the efficiency of DVCS groups in addressing abusive instances reported on So-

cial Media.

Abuse Types and Health Issues Identification: As DV victims increasingly

share their personal abusive experience on the online DVCS forums, the details

of potential violence incidents as well as the related health issues before/after

exposure to abuse are also disclosed. Hence, the framework was proposed, that

automatically extracts mentions of Abuse Types and Health Issues from victims’

posts. Thus, the timely detection of potential DV incidents are indispensably

important for DVCS groups to pro-actively reach out the victims in a timely

manner.

Gold Standard Datasets Construction: Although benchmark datasets are

available in contexts such as mental health or natural disasters, the extensive

and high-quality annotated corpora for DV prediction and associated health

conditions mining from Social Media is not yet readily available. Hence, the

novel gold standard dataset has been constructed under the supervision of the

domain expert, active in DV domain. The availability of annotated corpora,

designed for both binary and multi-class identification, as well as fine-grained

health information extraction forms a basis for effective content categorization.

As annotation is considered an expensive and time-consuming process, the re-

lease of domain-specific gold standard to public repository allows for instant

model training and application. It is also the first annotated corpora for the
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tasks specified, as no previous works addressing the issues identified within

DV context exists. Furthermore, the gold standard datasets open publication

to research communities dedicated to violence prevention and domestic abuse

invites further advancements in predictive accuracy improvement.

Domain-specific Embeddings Construction: The novel domain-specific em-

beddings have been developed to explore their effectiveness in classification

accuracy improvement following the promising results reported in previous

studies. The DV embeddings have been trained on approx. 500k posts, col-

lected from various online user-generated contents (i.e. Facebook, Twitter, Red-

dit, blogs etc.). The developed embeddings were evaluated in terms of (i) impact

on the predictive performance of the applied Deep Learning models, (ii) valuable insight

generation and knowledge discovery about the problem of DV.

Actionable Knowledge Extraction: The study has placed an emphasis on

actionable knowledge extraction, focusing on the alignment with the DVCS

groups information needs in order to improve the efficiency of the support

services provided. The automated content categorization into the pre-defined

classes allows the DVCS moderators to handle the volume effectively by rapid

assessment of the nature of the problem, along with the support needed. The

text mining techniques have explored the linguistic characteristics observed in

the abusive acts descriptions by the victims. The knowledge about particular

types of abuse dominant in the society serves as an invaluable source of in-

formation for health care professionals and government officials for targeted

preventative initiatives development. The automated extraction of the health

conditions associated with the experience of abuse enables the health care pro-

fessionals to identify the dominant risk factors and warning signs leading to
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critical situations, as well as the potential impacts on victims mental and physi-

cal condition following the exposure to violence. Such knowledge serves as an

invaluable complementary source of information for the official health statistics,

leading to the appropriate services provision.

1.5 Thesis Outline

The rest of the thesis is organized as follows:

Chapter 2 outlines the background about the wider prevalence of DV and it’s

impacts, the various preventive strategies initiated by WHO, discusses about

the power of Social Media in supporting the stigmatized contexts, the various

types and sources of data required to measure violence and it’s impacts and

defines brief about other computational studies that used Social Media data.

Chapter 3 discusses about the various pre-processing steps in text mining

tasks, brief explanation on state-ot-the-art Machine Learning and Deep Learn-

ing techniques and their applications in text classification tasks on Social Media.

Chapter 4 presents an approach for “critical posts identification” from user-

generated online discourse. Firstly, a benchmark dataset of posts extracted from

Social Media is constructed by manually labelling the content as either “criti-

cal” or “non-critical” for binary classification. Textual features are subsequently

extracted from the unstructured textual strings for further processing. Deep

Learning models are adopted as the state-of-the-art classification approaches.

The performance of the proposed model is evaluated against the various feature

extraction approaches as well as other conventional Machine Learning tech-
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niques. Furthermore, the most informative and distinctive features between

“critical” and “non-critical” posts highlighted for valuable insight into the DV

problem.

Chapter 5 introduces a framework for “multi-class automatic posts catego-

rization”, providing the finer-grained insights into the specific categories of

posts shared on DV dedicated online forums. Firstly, 5 distinctive classes are

identified according to DVCS information needs, following by the benchmark

corpora construction. The state-of-the-art Deep Learning models are subse-

quently trained. The accuracies obtained are compared between the 5 Deep

Learning architectures as well as with the traditional Machine Learning tech-

niques as a baseline. Additionally, the specifically developed domain-specific

embeddings are applied in the feature extraction step during models training to

validate their effectiveness in classification performance improvement.

Chapter 6 proposes the system for “automatic identification of particular

Abuse Types as well as associated Health Issues” from victims posts shared

on online DVCS forums. Firstly, the dataset is narrowed down to the critical

posts, following the procedure explained in Chapter 4. Then, the experiments

with 2 state-of-the-art Deep Learning architectures are conducted, along with

the domain-specific and default word embeddings, as modern feature extrac-

tion approaches proved successful in capturing the syntactic and semantic re-

lationships between the terms. Finally, the most prevalent Abuse Types and

Health Impacts are identified.

Chapter 7 summaries the findings and concludes the results obtained from

the combined framework and indicates the new directions for the future im-

provements.
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CHAPTER 2

BACKGROUND

This chapter outlines the background setting for DV problem, in particu-

lar - its prevalence and severity within the society, its leading causes and ob-

served consequences, and finally the preventative and mitigative strategies, ini-

tiated by WHO. Furthermore, the power of recently emerged Social Media phe-

nomenon in support of painful and stigmatised issues is discussed. The various

types of data and its sources are also presented, in the context of DV impact

estimation. Lastly, the examples of studies utilising user-generated content for

actionable knowledge extraction in time-critical situations in application to so-

cial issues are presented.

2.1 Prevalence and Types of Domestic Violence

DV involves violent, abusive or intimidating behavior by a partner or family

member, to control, dominate or cause fear to other family members [162]. DV is

one of the most prevailing forms of violence, and has become an overwhelming

global burden. The definition also encompasses Intimate Partner Violence (IPV),

which forms a sub-group of the cases, where violent acts take place between the

intimate partners/spouses specifically. Hence, both the terms, i.e. DV and IPV,

are often used interchangeably throughout this thesis.

DV is the most prevalent form of violence experienced by women. Women

are also more likely to be abused at home by a husband or male partner than

anywhere or by anyone else [116,162,163]. Whereas in the case of men, they are

more likely to be attacked by a stranger or acquaintance than by someone within
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an intimate relationship. Though the women tend to be abusive in relationships

with men or other women (same sex relationships), the most prevailing forms of

violence acts were borne by women at the hands of abusive men. This is consid-

ered a global issue of pandemic proportions, regardless the age group, religious

belief, cultural belonging, socio-economic status or geographic location. The

WHO estimates that 35% of women worldwide have experienced abuse, and

this has become an issue of global concern [162]. The problem of violence is in-

creasingly elevated as a substantial public health problem due to its devastating

consequences, initially considered to be a violation of human rights.

According to previous population-based surveys around the world, between

10% to 69% of women reported physical abuse by intimate male partner at some

point in their lifetime [116]. The surveys further state that majority of the vic-

tims experience multiple acts of violence, mostly physical abuse that is often

accompanied by psychological and/or sexual abuse. The consequences of vio-

lence are profound, affecting not only the health and happiness of its victims,

but also the well-being of the entire communities. The consequences of the DV

are discussed in next section.

DV refers not only to physical acts, but also includes sexual, verbal, psycho-

logical and financial abuse [162]. The main types of violent behaviours with the

examples are as follows:

• Physical Abuse: beating, biting, slapping, hitting, beating etc.;

• Sexual Abuse: forced intercourse, rape (marital or attempted rape), sexual

harassment or sexual threats;

• Psychological or Emotional Abuse: such as constant criticism, manipula-

tion, coercive control, shame and blame;
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• Financial Abuse: family income control and prohibition to family funds

access;

• Stalking: Harassment or threatening tactics such as unwanted phone

calls, messages or emails, causing fear and safety concerns among the vic-

tims.

2.2 Domestic Violence Impacts

Violence against women causes serious and durable impact on women, the chil-

dren that witness an abuse within family, their health and well-being, and effec-

tively the society as a whole [237]. Recently, the policy and public discussions

on violence against women have had a strong focus on DV [129]. Though eco-

nomic costs are calculable and provide concrete metrics for policy makers, the

true costs associated with the well-being (physical or psychological) of the vic-

tims can be exacerbated and unpredictable. The health costs of violence as per

the Burden of Disease methodology are significant [237]. As an example, IPV

contributes to more death, disability, and illness in women aged 15 to 44 than

any other preventable risk factor. Also, the women suffer from physical injuries,

mental illnesses and reproductive health issues [161,165,237]. The various types

of violence impacts on its victims are discussed in the following sub-sections.

2.2.1 Woman’s Health Impact

Violence has profound effects on women’s health, both immediate and long

term. Table 2.1 draws on the scientific literature that summarises the host of
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different health issues that are linked with IPV [116, 162, 163]. Although vio-

lence has immediate and visible health impact, ranging from severe injuries to

minor bruises, being a victim also increases a women’s risk of suffering from

long term and invisible mental health issues, such as depression, anxiety or an

adoption of risk behaviors including alcohol consumption or drug use.

Table 2.1: Health Consequences of DV (Source: WHO Report [116])

Physical [A] Mental & Behavioral [B] Reproductive [C] Fatal [D]

Injuries Depression and anxiety Gynaecological disorders AIDS-related mortality
Bruises and cuts Post-traumatic stress disorder Infertility Maternal mortality
Chronic pain syndromes Psychosomatic disorders Pelvic inflammatory disease Homicide
Fibromyalgia Phobias and panic disorder Pregnancy complications/miscarriage Suicide
Fractures Poor self-esteem Sexual dysfunction
Gastrointestinal disorders Suicidal behaviour and self-harm Sexually transmitted diseases, including HIV/AIDS
Irritable bowel syndrome Feelings of shame and guilt Unsafe abortion
Lacerations Alcohol and drug abuse Unwanted pregnancy
Ocular damage Smoking
Reduced physical functioning Eating and sleep disorders
Disability

• [A] Physical Health: According to population based studies, approx.

40−72% of women, who have been physically abused by a partner suffered

from cuts and bruises. However, ‘injury’ is not the most common result

of physical abuse. Functional disorders (a host of ailments that occur with

no identifiable medical cause) such as fibromyalgia, gastrointestinal dis-

orders, functional dyspepsia and irritable bowel syndrome, and various

chronic pain syndromes are more prevalent among women reporting an

abusive instance [25].

• [B] Mental Health: Beyond immediate repercussion, abused women suf-

fer more from mental health issues such as depression, phobias and anx-

iety than non-abused women. Women further suffer from psychological

well-being and the adoption of risk behaviors, such as smoking, phys-

ical inactivity, alcohol and drug use. Also, women abused by their part-

ners have an increased probability of homicide, suicide or suicide attempts

[26, 28]
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• [C] Reproductive Health: Women have difficult time protecting them-

selves from unwanted sex, when living with abusive partners. Sexual

abuse can lead to unwanted pregnancy, an increased risk of HIV infec-

tions, and effectively - contributing towards AIDS epidemics. The violence

that occurs during pregnancy not only impacts woman’s health, but also

affects the developing fetus, resulting in miscarriage, stillbirth, premature

birth, fetal injury, and low birth weight [81, 130, 211].

2.2.2 Impact on Children

Children are often present during the incidents of violence and routinely wit-

ness the abusive behaviour. The violence at home directly/indirectly affects

children’s development, placing them at a higher risk of emotional and behav-

ioral issues such as depression, anxiety, nightmares, poor school performance,

and low self-esteem [91, 92].

2.2.3 Economic Impact

In addition to the severe health consequences of women and their children, vi-

olence also have serious impact on victims professional development [46, 189].

Their job performance and overall employment probability of is severely dimin-

ished. This places an huge economic burden on societies due to both - a loss of

productivity and increased utilisation of social support services. Thus, the DV

greatly influences women’s earnings and personal income, leading to a reliance

on the financial assistance from the community or government.

18



2.3 Strategies towards Domestic Violence Prevention and Mit-

igation

Increasing victims access to support services is a pressing need around the globe

[62]. Hence, WHO has framed the number of initiatives, including: strength-

ening appropriate support services to victims, and promoting awareness cam-

paigns to achieve global reduction in violence rates [103]. Various support ser-

vices and community-based efforts are discussed in the following sub-sections.

2.3.1 Instant Support Services

The support services required may vary depending on the circumstances of the

victims of DV. During crisis, women tend to seek emotional support (sympa-

thetic encouragement or counseling), financial aid or legal counseling (about

divorce, child custody or maintenance options) [140]. They further require tem-

porary shelter due to an increased likelihood of homelessness. The safe haven is

crucial for urgent protection, especially during leaving the violent relationship,

as it might be a dangerous time for the women. As a result, the various crisis

support and shelter centers offer specialised services for the victims that are ei-

ther supported by government or privately-run organisations. However, it is

vital for the centers to ensure that the range of services provided is accessible

and coordinated properly to fulfill the needs of victims in distress.
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2.3.2 Healthcare Professionals Intervention

As discussed in previous sub-section 2.2.1, violence against women leads

to multitudes of negative impacts on physical, mental and reproductive

health. Hence, the overwhelming attention has turned towards the healthcare

providers to improve their response that includes identifying the victims of vi-

olence, providing appropriate care for victims, and referring them to the spe-

cialised services, if required [101]. Unfortunately, according to previous stud-

ies, healthcare professionals rarely check for obvious signs of abuse, and rarely

enquire the patients about the possible histories of violence experience [69].

Hence, those studies highlight the need for sensitising the healthcare providers

to improve the identification and response rate to DV victims by drawing up

clear information sharing protocols for proper management of abuse instances

records.

2.3.3 Campaigns and Awareness Promotion

Campaigns tend to raise awareness about the problem of DV within the wider

community, in order to intervene and pro-actively prevent partner or family

violence. They also enable the victims to access various range of the support

services (health, safety and legal) that are particularly sought-after in crisis sit-

uations [27, 128].

The following describes the primary aims of the campaigns that are organ-

ised by government and privately-run organisations:

• To ‘break the silence on violence against women’ - the first, albeit essen-
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tial step towards ending violence, i.e. awareness campaignes, increasing

visibility of violence;

• To influence the decision makers to provide more public support and to

induce essential policy changes;

• To provide encouragement the victims, who hesitate in abuse reporting,

to seek appropriate support services.

2.3.4 Barriers in Support Services Seeking

Women experiencing violence require earlier access to the specialised services

such as professional healthcare, crisis support, legal guidance, and so on. As vi-

olence is considered the socially stigmatised context in numerous cultural and

societal environments [117,126], it hinders the help-seeking behavior of battered

women. Many women go through great pains by concealing their sufferings

and under-report the abuse instances. The reasons for that range from personal

fears of being blamed, disbelieved or isolated. In certain cases, it could be at-

tributed to the lack of financial support, unawareness of the available support

services, or lack of information about their legal rights [69]. The reliance on

the external enabler (either professional, family member or a friend) to facilitate

support services is frequently observed.

Despite an increasing levels of consultation for depression and anxiety, the

reference from General Practitioners (GP) is required in order to access specialist

support. Informal disclosure to family member or a friend leads to specialist

help only, if they themselves were victims of DV, or have the relevant knowledge

about it. Women face multiple barriers to active support seeking, and often
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need external help to access the dedicated services. The prompt response from

healthcare and social professionals is also required [249]. The women recount

long periods of ambivalence, disclosing the violence acts only after leaving the

perpetrator [69, 182].

2.4 Pain and Power: Complex Relationship between Domestic

Violence and Social Media

According to statistical report published by Global Web Index, the number of

prolific consumers of Social Media reached approx. 3.2 billion users worldwide

in year 2018 [32]. This accounts for nearly one third of the current global popu-

lation, as of 2019. Currently, a myriad of Social Media platforms such as Twitter,

Facebook or Instagram exists. Their gaining popularity permeates every aspects

of people’s lives and relationships. As an example, the Facebook has attracted

approx. 2 billion active users [32]. Due to the growing impact of Social Media, it

has been heralded as a medium to share not only the opinions and thoughts, but

also to solicit support, aid, and rescue purposes during the times of crises [144].

According to previous studies, DV has unique characteristics of isolating its vic-

tims from the outside world [117, 182]. In contrast, Social Media has proven its

potent role in facilitating the victims to establish connection to the broader com-

munity, which is otherwise lacking in their lives. DVCS organisations harness

the power of Social Media platforms, and launch their services online to pro-

vide the information, support, and resources to the victims, which is otherwise

impossible to access outside the digital world. The Table 2.2 defines the mis-

sion statements of the DVCS groups that proclaim their commitment to victims
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Table 2.2: Mission Statements of Various Online DVCS Groups

Organisation Name Media Mission Statement

The Red Heart Campaign [24] Facebook Shines a light on violence against women
and children. We share stories of violence
survival, provide material aid, lobby for
change and deliver daily the latest news,
information and views on violence against
women and children from Australia and
around the world.

Break the Silence Against Domestic Violence [229] Facebook To educate communities on the dangers of
domestic violence, connect victims and sur-
vivors, and assist them in the transforma-
tion of their lives.

Domestic Violence Support [224] Facebook Come here and share your stories. Get sup-
port from other people who have been in
your situation or a similar.

r/domesticviolence [60] Reddit Information and support for victims, sur-
vivors, their friends and family. Are you
being abused? We have resources for you.
Are you are survivor? We want to hear
from you. We offer support and resources.

r/abusiverelationships [2] Reddit For everyone (male and female) who has
ever been in an abusive relationship or is
currently in one. This is a place for people
to vent, share their stories and offer sup-
port to others in similar situations.

of violence. The established groups not only provide support/promote aware-

ness, but also encourage the victims to share their abusive stories, offer a place

to vent, and establish the necessary connections.

The following sub-sections discuss in detail the increasing rate of self-

disclosure in the form of personal stories shared by the victims on social Media,

supported by the anonymous nature online environments, and various support

services received from the community in turn.

2.4.1 Self-Disclosure and Anonymity

Although seeking support from various services (such as advocacy and hous-

ing) helps in recovery [135], DV survivors frequently experience severe barri-
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ers in active reach-out for assitance. Firstly, the drawback of support-seeking

is commonly known as ‘losing face’. In Goffmans terms, ‘face’ is the positive

self-image that people present in their social interactions, especially when they

wish to maintain their social status [82]. Secondly, DV survivors experience

lack of trust in others, feelings of shame, embarrassment. They may deny, or

fear of ramifications, such as the revenge from the perpetrator or his family

members [70]. Due to a coercion or isolation by the abusive partners, women

experiencing violence tend to have small networks and weak interconnections,

placing severe limits on their disclosure [226]. Other hindrance to the disclosure

includes poor past experiences including being disbelieved, blamed or judged

(negatively), and effectively invalidating their experience. In many cultures,

women are socialised to believe that it is okay to be emotional, discuss their

problems, and seek help, as men are believed to handle the problem on their

own [131].

Women are sharing their emotions and personal stories of their abusive rela-

tionship increasingly on Social Media rather than face to face interactions, pos-

sibly due to the above-mentioned barriers. Hence, there is an increased share

of reports and stories on abuse within the dedicated groups on Facebook, Red-

dit or Twitter. The motivation of sharing may be due to the following reasons:

(1) emotional regulation, i.e. managing emotions through social interaction help people

move back into emotional equilibrium [258], and (2) anonymity support and respect

people’s privacy for the sensitive disclosures encouragement. For example, Figure 2.1

defines the rules of subreddit forum on the ‘abusive relationships’, where one

of the rules states about people’s privacy. According to the study by Natalya

et al. [13], people felt more satisfied after sharing emotional exerience through

Social Media, which is strongly tied to the aspects such as quality of replies, not
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Figure 2.1: Reddit Policy regarding the Anonymous Submissions (Source: sub-
reddit/abusiverelationships [2])

merely of their volume. This is turn suggests the need for the design of support-

ive environments that help people in need to receive valuable responses to their

shared stories.

2.4.2 Social Support in Online Settings

Social Media play a leading role not only in awareness promotion, but also to

leverage various dimensions of social support such as emotional, instrumental,

and informational. Figure 2.2 depicts the influence of emotional support, re-

ceived through Social Media. Overwhelming response to the tragic post of lives

lost to violence amounted to approx. 5.1k likes, 1k comments, 8, 241. Social

support has been demonstrated to trigger numerous positive outcomes includ-

ing general well-being and life satisfaction [235]. Informational support implies

25



the exchange of information through the provision of advice, guidance, sugges-

tions, or concrete ways people assist each other [197]. For instance, the support

can include the recommendations for an appropriate legal support, healthcare

services, or refugee housing. Also, the advice on how to obtain an intervention

order during tough times of life can be provided. Sabine et al. [231] observed

that Social Media are better suited to exchange informational support than face-

to-face communication. Emotional support refers to the expression of positive

affect towards people we care, feeling of belonging, and emotional reassurance,

sharing of love and empathy. According to Jessica et al. [239], emotional sup-

port in online context complements the emotional support received in offline

contexts. Facebook users are benefited by conveying support-based needs due

to the ease of sharing with a wide variety of connections, and also by efficiently

broadcasting information without the effort required involving phone calls or

emails [239]. On Facebook, users receive emotional support not only from wide

spectrum of friends, but also from people outside their regular support network,

benefiting from wider scope of individuals with similar life experiences. As an

example, 28 years old woman was active in a Military Wives Group as it allowed

her to ‘vent’ her frustration that even close friends, who did not have military

partners, might not have understood [239]. Similarly, Turner et al. [234] finding

show that cancer survivor woman finds similar others through the Facebook

’Group’ feature. Though the women had no prior relationship with the other

women with whom they interacted, they realised that the shared experiences of

the group enabled meaningful exchanges, and garnered social support from the

other members’ comments.
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(a) Overwhelming Response
Received for Heart-rending Post

(b) Sample of Comments that implies Em-
pathetic Encouragement from the Com-
munity

Figure 2.2: Influence of Emotional Support received through Social Media

2.4.3 Social Media Viral Campaigns

The availability of Social Media has challenged the notion of violence as private

one [121]. According to Heather et al. [134], Social Media platforms have be-

come the powerful agents for engaging public into a dialogue about the realities

of DV. In terms of the self-disclosure, detailed storytelling, direct and indirect

support-seeking, and emotional exposure are increasingly observed in virtual

environments [5]. As stated by Trepte et al. [231], mental support received in

the online contexts visibly complements the support received off-line.

The hashtags #WhyIStayed and #WhyILeft became trending on Twitter in

2014, where the DV victims shared their stories on why they stayed or left
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the abusive relationship 1. The online posts mining was also successfully em-

ployed to identify the factors behind staying/leaving decisions among victims

[43, 48, 246]. Another major trend took place in 2016, when Twitter hashtag

#MaybeHeDoesntHitYou 2 triggered an outpouring of victims stories detailing

their personal experience with an abusive behaviour. Following, the #MeToo

3 campaign on sexual violence against women went exceptionally viral, with

men retweeting the #HowIWillChange 4 hashtag in order to shift the perspec-

tive regarding the rape culture [184]. With positive momentum initiated by

#MeToo movement across the globe, in 2018 the UN women and their partners

were marking 16 Days of Activism Against Gender-Based Violence. The event

was promoted with #HearMeToo 5 hashtag on Twitter for promotional purposes.

Figure 2.3 demonstrates the examples of how the prominent hashtags inspired

the global movement of women to share their stories of DV and sexual assault.

Figure 2.3a depicts an example of how the term #MeToo gained momentum af-

ter actress Alyssa Milano asked victims of sexual assault to come forward and

share their experience with sexual assault. The hashtag was posted more than

6 million times on Social Media platforms including Facebook and Twitter be-

tween October to December 2017 6. Similarly, Figure 2.3b presents the example

of hashtag #WhyIStayed, which prompted the victims to share their own stories

of violence, and it has been used more than 100, 000 times in only 2 days accord-

ing to Social Media analysis website Topsy 7. Thus, Social Media campaigns

raised against violence play significant role in shaping the openness culture and

breaking the silence around the most pressing community issues.

1https://twitter.com/hashtag/whyistayed
2https://twitter.com/hashtag/maybehedoesnthityou
3https://twitter.com/hashtag/metoo
4https://twitter.com/hashtag/howiwillchange
5https://twitter.com/hashtag/hearmetoo
6https://www.bbc.com/news/world-42251490
7https://vulcanpost.com/20262/why-i-stayed-why-i-left/
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(a) Hashtag #MeToo (b) Hashtag #WhyIStay

Figure 2.3: Revolutionary Hashtags on Social Media

2.5 Violence Impact Estimation

This section describes the various type of data and its sources to measure the

impact of violence, along with the constraints of the existing data collection

approaches.

2.5.1 Data Types

According to WHO, various types of information are vital for understanding

the circumstances surrounding the violent incidents. The types of data include:

• Mortality data about fatalities through homicide and suicide can provide

an information on the impact and the extent of toxic relationship within

a particular community. This knowledge can also be used to measure the

burden created by fatal violence, how it evolves over time, and in the high-

risk communities identification.

Given that non-fatal outcomes are more common than fatal outcomes, and
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the actual violence rates are not be fully represented by the mortality data, other

type of information is necessary that includes:

• Health-related data on diseases, injuries, or other health conditions that

describes the impact of violence on health of individuals and groups;

• Self-reported data on victimisation, exposure to violence, attitudes, beliefs,

and cultural practices;

• Other data types include community data, crime data, economic data, and

outline the population characteristics, including the income level, educa-

tion, violent events, offenders, as well as economic costs of health and

social services.

2.5.2 Data Sources

The different types of information are collected from various data sources.

For instance, data from the police departments include the victim-perpetrator

relationship, whether a weapon was used and other related circumstances.

Whereas, the data from emergency health departments include the nature of

injury and how the accident happened. However, statistical surveys are con-

sidered to be potential source for the detailed information about the violence

act, health-related injuries, attitudes, behaviours, and other possible incidents

involved in violence. Thus, the survey studies help to uncover the vital infor-

mation that is not even reported to police or health departments.
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2.5.3 Data Collection Limitations

The constraints observed relate majorly to the scarcity and incompleteness of

information available, and can be listed as follows:

Availability and Quality of Data

As different agencies maintain records for their own record-keeping purposes,

their data might be incomplete. Even when the data is available, it lacks the

necessary information and might be inadequate for research purposes due to

insufficient information for proper understanding of violence. For instance, the

medical record from healthcare organisations contain information about an in-

jury and the medications undertaken, but not the circumstances surrounding an

incident. Further, the health records are considered confidential, and they are

not readily available for research purposes.

Drawbacks of Survey-based Approaches

Though the survey analysis is considered to be potential source of information,

the following limitations can be identified [77, 211]:

• Time and Cost Intensiveness: The shortcomings of reliance on survey for

information extraction range from the costs and time associated with tem-

plate design and output processing to potential bias introduced through

questions formulation. Additionally, the commonly experienced ‘survey

fatigue’ phenomenon can result in lower response rate or incomplete in-

formation provided [111].
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• Sampling Limitation: The existing survey-based approach depends solely

on the sample extracted that carries a risk of inaccurate DV victims popu-

lation representation. Such shortcoming can lead to a distorted view of an

issues prevalent in violence-affected communities, thus directly affecting

the help received by the abuse sufferers.

• Help Seeking Behavior: As noted by VicHealth [238], the higher safety mea-

sures are required in order to handle the abuse-related research. It has

been proven that women are reluctant to disclose their suffering, therefore

the need for data collection in private space and in the absence of male

partners emerged [166].

• Methodological constraints: Lack of an automated and standardised ap-

proach is both labour and time-intensive. Other limitations include hu-

man subjectivity inherent in any manual tasks, reliance on expert knowl-

edge and non-scalability with data growth.

• Data Compatibility: Lack of uniformity during the data collection phase is

the one of the difficult problems faced by research in DV domain. Given

the differences in the way the questionnaires are framed, the data collected

vary across organisations. This in turn results in the difficulty, when per-

forming comparisons across communities and countries.

2.6 Real-time Analytics of Social Media Data

The enormous benefit of Social Media is the short time span that the messages

can reach wide network of users, thus its major role in real-time analytics. Social

Media is also a cost effective and less time-consuming alternative than other
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data collection approaches, such as surveys and opinion polls. Due to its ease

of use, speed and reach, Social Media has become a platform to set the trends

and agendas in topics covering healthcare, politics, technology, stock market

analysis, entertainment industry, and so on. As it has become a valuable and

convenient source for collective wisdom, many research studies used this power

for real-world outcomes prediction.

Social Media produces massive amount of data at an unprecedented scale,

thus supports the various types of real-time analytics, e.g. spatial, temporal, or

text mining. Spatial analytics can provide the visual representation of trending

topics across geographical locations, and temporal analytics is considered use-

ful in obtaining an information about the seasonal trends, or particular topics

outbreaks. As an example, Kathy et al. [120] have developed a novel real-time

flu and cancer surveillance system that uses spatial, temporal and text mining

on Social Media data. The real-time analytics results are reported visually in

terms of US disease surveillance maps, distribution of disease types, symptoms,

and treatments. In addition, an overall disease activity timelines have been pro-

posed in [120].

Several research studies focused on Twitter for sentiment analysis [12], opin-

ion mining [159, 233], natural disasters [207], epidemic surveillance [40], event

detection [183], and so on. Sentiment analysis has been previously studied with

respect to different data sources such as blogs and forums, and has now been

analysed using Social Media streams [168]. O’Connor et al. [159] and Tumasjan

et al. [207] showed that sentiment analysis of online posts correlated with the

voters political preferences, and closely aligned with the election results. Not

only in the field of politics, but also in economics, have public tweets played a
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major role. Bollen et al. [17] [16] analysed that tweets sentiment can be used to

predict trends of stocks, and it is directly correlated with them. Bruns et al. [19],

Burns et al. [23], and Gaffney et al. [71] have further observed that Social Media

is a powerful tool to gather public opinion and induce social change.

Sakaki et al. [207] investigated Social Media data during natural disasters

and demonstrated its ability for earthquakes detection and timely warning

alerts. They considered each Twitter user as a mobile sensor in Japan, and the

probability of an earthquake is computed using time and geo-location informa-

tion of the user. The volume of posts over time was modelled as the exponential

distribution to estimate locations of earthquake using kalman and particle fil-

ters. Their research further evidenced that earthquake can be sensed earlier

than official broadcasts.

Culotta et al. [49] analysed Social Media to detect influenza epidemic out-

breaks, which outperformed the traditional methods in terms of cost and speed.

Furthermore, the additional metadata about the users gender, age and loca-

tion can be used to provide valuable demographic insights, compared to search

queries only. The influenza was detected based on multiple regression models.

Quincey et al. [57] identified the swine flu from Twitter using pre-defined key-

words, and terms co-occurrence. These methods are analysed by searching the

tweets with the keywords specified, and investigating any anomalous changes

in the flow of messages related to those keywords. The aid of such methods is

to curate the actionable information from the unstructured online stream.

Social Media proves to be an effective source of data for research in

healthcare-related topics, in particular in various diseases detection and anal-

ysis. These include cholera [41], cardiac arrest [18], dental pain [90], alco-
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hol use [50], tobacco [44], drug use [175], mood swings [83], or Ebola out-

break [160]. Michael et al. proposed a technique called Ailment Topic Aspect

Model [173, 174, 176] to monitor the healthcare of public by the diseases, symp-

toms and treatments detection in tweets.

This section described the real-time application of Social Media data in vari-

ous sectors, i.e. healthcare, politics, natural disasters, stock market analysis, sen-

timent analysis, and so on. The enormous amount of information disseminating

through millions of users accounts presents an interesting opportunity to obtain

a meaningful insight into the population behavioural patterns, along with the

prediction of future trends. Moreover, gathering information on how people

converse regarding the particular topic, and distilling the essential information

from user-generated content can support numerous real-world applications.

2.7 Chapter Summary

Given the importance of circumstances surrounding violent incidents better un-

derstanding, the study proposed Social Media utilisation for the essential in-

formation collection. As discussed in previous sub-section (2.5.1), the ‘health-

related data’ (information on diseases, injuries or other health conditions linked

to the abusive experience), and ’self-reported data’ (information on victimisa-

tion, victims/perpetrators characteristics etc.) are considered vital for greater

insight into the problem of violence, and more effective preventative strate-

gies development. As a result, this research utilises the abuse reports posted

in risk-free online environment, and addresses the limitations of the conven-

tional survey-based approaches. Finally, the work conducted demonstrates that
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Social Media platforms serve as a valuable knowledge base for DV prevalence

and severity estimation, as the victims increasingly share their personal experi-

ences of abuse in online settings, such as Facebook DVCS groups.
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CHAPTER 3

COMPUTATIONAL TECHNIQUES OVERVIEW

The previous chapter discusses about the background of DV and its con-

sequences, role of Social Media in those stigmatized contexts. This chapter

discusses about various computational techniques like text mining, Machine

Learning and Deep Learning techniques.

Social Media platforms contain wealth of user-generated data and over time

has become a virtual treasure trove of information for knowledge discovery

with applications in health care, politics, social initiatives, to name a few. De-

spite the evident benefits of Social Media data exploration, there are numerous

challenges associated with processing such data, given specific characteristics

of users’ posts. This chapter 1 deals with a brief of steps involved in manipu-

lation of such data as well as offers the examples of the Machine Learning and

Deep Learning algorithms most commonly used in text analysis. The chapter

also provides some exemplary studies that prove the potential of Social Media

to play an important role in meaningful results extraction and guidance for de-

cision makers.

3.1 Text Mining for Social Media Application

People generally use their own language to post their views on Twitter or any

other Social Media platform. Hence the various types of ambiguities occur, such

as lexical, syntactic, and semantic, as the people do not care about spelling and

1The part of this chapter is based on the published work.
Sudha Subrmani, Sandra Michalska, Hua Wang, Frank Whittaker, and Benjamin Heyward. ”Text Min-
ing and Real-Time Analytics of Twitter Data: A Case Study of Australian Hay Fever Prediction.” In 7th
International Conference on Health Information Science, pp. 134-145. Springer, Cham, 2018.
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grammatical usage in the sentence [218]. In recent years, Social Media has be-

come an active research area that has drawn huge attention among the research

community for information retrieval and abstract topics discovery. Nonethe-

less, the following characteristics of Social Media makes it challenging for that

purpose:

1. Immense volume, fast arriving rate and short message restriction (espe-

cially for Twitter),

2. Large number of spelling and grammatical errors,

3. Use of informal and mixed language,

4. High content of irrelevant data.

Therefore, an extraction of meaningful information from such noisy data be-

came complex problem to solve. Text mining intends to address the above-

mentioned issues. Liu et al. [122] defined text mining as an extension of data

mining to text data. Text mining differs from traditional content analysis, as

text mining techniques focus more on finding hidden patterns and trends in

the unstructured data. Whereas data mining techniques are used mainly for

knowledge discovery from structured and organised databases [109]. Informa-

tion retrieval, text analysis, clustering and natural language processing are the

multidisciplinary fields in text mining techniques. They facilitate models based

on interesting patterns development and assist predictability.
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3.2 Pre-processing Steps in Text Mining

During data collection, the unstructured text data contains a lot of challenges as

described in previous section. Specific characteristics of Social Media data as de-

scribed in previous section makes tweets particularly challenging to work with.

At the same time, these steps are essential in any subsequent analyses. Pre-

cisely, if the data is not cleaned properly, the text analysis techniques at the later

stage simply leads to ‘garbage in garbage out’ phenomena [53]. Even though

pre-processing consumes a great amount of time, it improves the final output

accuracy [68]. Feature extraction and feature selection are two basic methods of

text pre-processing.

The content of collected posts varies from useful and meaningful informa-

tion to incomprehensible text. The former has people opinion and relevant posts

regarding the topic, whereas the latter may contain advertisements and is not

worth reading. Hence, high quality information and features are extracted by

incorporating some pre-processing techniques. Pre-processing of online stream

removes noise that produces negatives effects and degrades performance.

3.2.1 Feature Extraction

The Feature extraction can be further categorized as 3 methods such as ‘Mor-

phological analysis, Syntactical analysis and Semantic analysis’. The 3 cate-

gories are briefly explained below. The feature extraction is used for many ap-

plications likes automatic posts classification [220], opinion analyser from the

posts [262] and sentiment classification [216].
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Morphological Analysis

This technique mainly deals with ‘tokenization, stop-word removal and stem-

ming’ [68]. The tokenization is the process of breaking a stream of text in to

words or phrases called tokens [148]. Stop word lists contain common English

words like articles, prepositions, pronouns, etc. Examples are ‘a, an, the, at,’ etc.

Hasan saif et al. [206] investigated that removing stop words improves the clas-

sification accuracy in Social Media data analysis by reducing data sparsity and

shrinking the feature space. Stemming is used to identify the root of a word, to

remove the suffixes related to a term and to save a memory space. For example,

the terms ‘relations’, ‘related’, ‘relates’ can be stemmed to simply ‘relate’. Dif-

ferent stemming algorithms are available in the literature, such as brute-force,

suffix-stripping, affix-removal, successor variety, and n-grams [68]. Porter stem-

ming [187, 188] is applied to standardise the terms appearance and to reduce

data sparseness. In addition to the above 3 methods, non-textual symbols and

punctuation marks are removed. Noisy tweets are filtered by eliminating links,

non-ascii characters, user mentions, numbers and hashtags

Syntactical Analysis

Syntactic analysis consists of Part-of-Speech tagging (POS tagging) and parsing

techniques [256]. It provides knowledge about grammatical formation of the

sentence and it is used to interpret logical meaning from the sentence. The POS

tagging defines contextually related grammatical sense in a sentence like noun,

verb, adjective etc. Various approaches have been developed to implement POS

tagging like Hidden Markov Model [256]. Parsing is another technique of syn-

tactical analysis, where the sentence is represented in a tree-like structure and
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analysed for which group of words combine.

Semantic Analysis

Semantic analysis is the primary issue for relationship extraction form unstruc-

tured text [102]. This refers to wide range of processing techniques that iden-

tify and extract entities, facts, attributes, concepts and events to populate meta-

data fields. This is usually based on two approaches like rule-based matching

and Machine Learning approach. First approach is similar to entity extraction

and requires the support of one or more vocabularies. Another one is Ma-

chine Learning approach and it deals with the statistical analysis of the con-

tent and derives relationship from the statistical co-occurrence of terms in the

document corpus. WordNet-Affect [222] and SentiWordNet [63] are the popular

approaches that are used to extract the useful contents from the textual message.

Strapparava et al. [222] proposed the WordNet-Affect approach, a linguistic re-

source for a lexical representation of affective knowledge (affective computing

is advancing as a field that allows a new form of human computer interaction

in addition to the use of natural language). Another approach is SentiWord-

Net, which is proposed by Esuli et al. [63] and it is a publicly available lexical

resource for opinion mining.

3.2.2 Feature Selection

Another essential step after feature extraction is feature selection. This improves

the scalability and accuracy of the classifier by constructing vector space. The

main purpose of this approach is to select the most important subset of features
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from the original documents based on the highest score. The highest score is

predetermined measure based on the importance of the word [145]. For the text

mining, the high dimensionality of the feature space is the major hurdle, as it

contains many irrelevant and noisy features. Hence feature selection method

is widely used to improve the accuracy and efficiency of the classifier. The se-

lected features provide a good understanding of the data and retain original

physical meaning. A substantial amount of research has been applied to evalu-

ate the predictability of features for the application in classification techniques.

Among them, Peng et al. [179] studied how to select compact set of superior fea-

tures at low cost according to a maximal statistical dependency criterion based

on mutual information. Another approach is based on conditional mutual in-

formation and it is defined as a fast feature selection technique. This approach

favours features that maximize their mutual information and ensures the selec-

tion of features that are both individually informative and 2-by-2 weakly de-

pendent [66]. Mihalcea et. al. [141] examined several measures to determine

semantic similarity between short collections of text. It relies on simple lexical

methods like pointwise mutual information and latent semantic analysis.

Another popular approach calculates feature vectors based on two basic

methods like Term Frequency (TF) and Inverse Document Frequency (IDF). TF

is calculated based how often the term occurs in a collection of documents. The

topic information can be determined by TF that is by the number of occurrences

of a term associated with the topic. IDF considers the least frequent words in the

document that have topic information. Hence, TF-IDF function is the combina-

tion of TF and IDF and is mainly used to estimate the frequency and relevancy

of a given word in the document at the same time. Ramos et al. examined the

results of applying TF-IDF to determine what terms in a corpus of documents
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might be more relevant to a query and also performs the efficient categories of

relevant words [193]. TF-IDF approach was applied for sentimental analysis

of product reviews and improved the computational efficiency [132]. Another

study reviewed various techniques used in a classifier to examine the noun-

phrase level in Twitter [202]. Language feature sets developed from users social

links were applied for feature sets for NP classification in Twitter [39]. Another

method of vote-constrained bootstrapping was evaluated in the context of POS

tagging. This allowed for improved performance in the application of the POS

tagging as applied to users’ posts linguistic complexity [59].

3.3 Text Mining Using Classification Techniques

Classification techniques are widely popular for text mining purpose. In gen-

eral, classification algorithm contains two phases. First, the algorithm learns the

model from training dataset for the class attribute from the defined dependent

variable. Next, it applies previously trained model on an unseen testing dataset

and predicts the class attribute for each instance. Text classification automati-

cally classifies the texts into relevant categories [215]. In the text classification

approach using Machine Learning, the classifier learns how to classify the cat-

egories of documents based on the features extracted from the set of training

data. Thus, the Social Media mining is the combination of data mining and text

mining techniques [215]. Various Machine Learning and Deep Learning algo-

rithms are discussed in next sections.
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3.4 Machine Learning Algorithms Overview

Some of most popular classification algorithms such as Naive Bayes, Decision

Tree, Support Vector Machines, K-Nearest Neighbours, and Logistic Regression

are briefly discussed in the following sub-sections.

3.4.1 Naive Bayes

The most generally used classifier for text classification. Basic idea behind this

classifier is to estimate the probability to which class the document belongs. De-

pending on the precise nature of the probability model, the naive bayes classi-

fiers can be trained very efficiently by relatively small amount of training data to

estimate the parameters necessary for classification. As the independent vari-

ables are assumed, only the variances of the variables for each class need to

be determined, not the entire covariance matrix. Due to its apparently over-

simplified assumptions, the naive bayes classifiers often work much better in

many complex real-world situations than one might expect. It has been reported

to perform surprisingly well for many real world classification applications un-

der specific conditions [133], [201]. An advantage of the naive bayes classifier

is that it requires a small amount of training data to estimate the parameters

necessary for classification.
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3.4.2 Decision Tree

Decision tree classification method uses the rule-based inference to classify doc-

uments to their annotated categories [6]. The algorithm built a rule set that

describes the profile for each category. Rules are typically defined in the for-

mat of “IF condition THEN conclusion”, where the condition portion is filled

by features of the category and the internal nodes are represented with the cate-

gorys name or another rule to be tested. Various categories of splits in the trees

are available like Single attribute split, Similarity-based multi-attribute split and

Dimensional-based multi-attribute split. Either C4.5 or ID3 can be used for split-

ting of a node. The tree is designed as hierarchical decomposition of the data

space. In order to minimise the overfitting, pruning can be done. In the case of

handling a dataset with large number of features for each category, heuristics

implementation is recommended to reduce the size of the rule set without com-

promising the performance of the classification. The advantage of decision rules

method for classification tasks is the construction of local dictionary for every

individual category during the feature extraction phase [6]. Local dictionaries

are able to distinguish the meaning of a particular word for different categories.

The disadvantage of the decision tree method is the impossibility to assign a

document to a category exclusively due to the rules from different rule sets is

applicable to each other. Also, the learning and updating of decision tree meth-

ods needs extensive involvement of human experts to construct or update the

entire rule sets.
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3.4.3 Support Vector Machines

Support vector machines are commonly recognized for their high predictive ac-

curacy. The support vector machines classification method is based on the Struc-

tural Risk Minimization principle from computational learning theory [104]. In

contrast to other classification methods, the support vector machines need both

positive and negative training sets, which are uncommon for other classifica-

tion methods. These sets are required for the support vector machines to find

the decision surface that best separates positive from negative instances of data

through linear hyperplane, which maximizes the margin. The document rep-

resentatives, which are closest to the decision surface are called the Support.

The performance of the support vector machines classifier remains unchanged

if documents that do not belong to the support vectors are removed from the

training set.

3.4.4 K-Nearest Neighbours

The k-nearest neighbours algorithm [88] works on principle that the documents

that are close in the space belong to the same class. It is an instant-based learn-

ing algorithm used to test the degree of similarity between documents and k

training data and to store a certain amount of classification data, thereby de-

termining the category of test documents. The key element of this method is

the availability of a similarity measure for identifying neighbours of a partic-

ular document and it is based on a distance or similarity function for pairs of

observations, such as the Euclidean distance or Cosine similarity measures. The

advantage of this method is its effectiveness, non-parametric property as well
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as easy implementation. However the disadvantage is the classification time

that is long and it is difficult to find an optimal value of k. It uses all features

in distance computation and causes the method computationally intensive, es-

pecially when the size of training set grows. Besides, the accuracy of k-nearest

neighbours is severely degraded by the presence of noisy or irrelevant features.

3.4.5 Logistic Regression

Logistic regression is a method for binary classification and it is based on the lo-

gistic function (also called sigmoid). The two characteristic features of that func-

tion makes it particularly convenient for modelling probabilities. These are: 1) it

is monotonically increasing 2) its range is between 0-1. As stated before, logistic

regression is a probabilistic function, which means that the conditional proba-

bility of a data point belonging to a class of interest using the sigmoid function

must be fit. The probability of assignment to the opposite class is simply its

complement. There are many ways for fitting the best coefficients. In the logis-

tic regression model, the coefficient vector that maximises the joint likelihood

of the input data points in the training set having their corresponding label is

favoured. As an optimisation technique the gradient descent is most frequently

used. What makes logistic regression classifier convenient in text related tasks

is the inspection of its coefficients generated from the training set. Given the

high level of ambiguity present in all natural language processing tasks (short

messages such as tweets in particular), the insight into the classification criteria

allows for further algorithm refinement to better fit its purpose. This feature

is especially advantageous when the goal is the extraction of relevant data on

a particular topic given user defined criteria (e.g. posts using specified key-
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words). In that case, both features determination as well as classifier selection

and tuning contribute towards overall systems sensitivity

3.5 Deep Learning Algorithms Overview

Deep Learning is a relatively new branch of Machine Learning, whose advan-

tage is the ability to automatically extract intermediate feature representations

of raw textual data by building a hierarchical structure [119]. Traditionally, the

Machine Learning algorithms efficiency heavily relied on the feature engineer-

ing part, and lot of research studies focused on constructing features from raw

data, as it requires more domain knowledge and significant human effort. On

the contrast, the Deep Learning algorithms requires minimal domain knowl-

edge and human effort, considering the automatic feature extraction of Deep

Learning algorithms.

Deep Learning has been applied in various text mining applications, such as

sentence modeling [107], text classification [113], and machine translation [139].

Deep Learning also plays a tremendous role in various real-time applications

using online Social Media data, which include the detection of cyber-bullying

and online harassment [33] [255], disaster response and management [152],

massive open online courses forums [247], and personality prediction [125].

Though the application of Deep Learning techniques in other fields are

tremendous, the application of Deep Learning on the DV context is unfamil-

iar and unexplored yet. To the best of our knowledge, no previous work has

fully investigated the potential of Deep Learning in this domain. Hence, the

popular Deep Learning architectures are discussed in this section, and their real
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Figure 3.1: Convolutional Neural Network on a Sample Post: “I am suffering
with abusive relationship and desperately need help”

time application on various contexts of DV are demonstrated in the upcoming

chapters.

3.5.1 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are the current state-of-the-art model

architecture of Deep Learning, which has found applications in text classifica-

tion problem [113]. CNNs apply a series of filters to the textual features to ex-

tract and learn higher-level features, which is later used for classification. Figure

3.1 represents the architecture of CNNs (Source [113]) for an example DV post,

“I am suffering with abusive relationship and desperately need help”. The ar-

chitecture is based on the context of critical posts detection, that is explained in

the chapter 4 in detail.
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Given a input post P =
∑n

i=1 xi, where P = x1, x2...xn are the individual word

tokens. We initially transform it into a feature space by mapping each word

token xi ∈ P to an index of look-up table L. L can be initialized with random or

pretrained word embedding vectors like word2vec or Glove. Look-up table L

is represented as L ∈ R|V |×D, where each word in vocabulary V is represented

by D dimensional vector.The look-up table generates an input vector yi ∈ R
D

for each token of word xi, which passes through sequence of convolution and

pooling operations to produce high level abstract features.

Convolution Layer: A convolution operation involves a filter w ∈ R|L|×D to a

window of L words to generate a new feature ci

ci = f (w.yi:i+L−1 + bi) (3.1)

where bi ∈ R represents the bias term and yi:i+L−1 is the concatenation of L input

vectors, and f is a non-linear activation function like tangent. This convolution

filter is applied to each possible L window of words in the each facebook post

to produce a feature map ci = [c1, c2..., cn+L−1] with c ∈ Rn+L−1. This process is

repeated N times with N different filters to obtain N different feature maps.

Pooling Layer: We then apply a max pooling operation over the feature map

and takes the maximum value of m = max{c} such as

m = [µp(c1), µp(c2), ..., µp(cN)] (3.2)

Fully Connected Layer: As each convolution and pooling operation is per-

formed independently, the the location of the extracted features become invari-

ant. Hence, to preserve the order information is vital for sentence modeling
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of facebook posts. To this end, we included fully connected or dense layer of

hidden nodes on top of the pooling layer such as

z = f (v.m + bc) (3.3)

where v is weight matrix, bc is a bias vector, and f is a non linear function. The

dense layer deals with sentences of facebook posts, which are of variable length

and produce fixed size output vector z, which are given as input for further text

classification tasks.

3.5.2 Recurrent Neural Networks

Recurrent Neural Networks (RNNs) [225] handle a variable-length sequence in-

put by having loops called recurrent hidden state, which captures the informa-

tion from previous states. At each time stamp, it receives an input, and updates

the hidden state. The predictions are accurate, as the hidden state integrates in-

formation over previous time stamps. Instead of learning features by traditional

neural network models, RNNs has loops called recurrent units, which captures

the information from previous states. The decision of recurrent network at time

stamp t also relies on the decision made at previous time step t−1. Let the input

xt is fed to the network at timestamp t, ht is the hidden layer captures informa-

tion from input xt. The decision of output layer ot not only depends on current

input layer ht, but also relies on the previous state of ht−1. Hence, the process of

carrying memory forward is denoted as,

ht = φ(Wxt + Uht−1) (3.4)

Here, φ defines the sum of the weighted input and hidden state combined. W is

a weight matrix and U is a transition matrix.

51



When using text data for prediction and to understand the context, preserv-

ing information long enough is of paramount significant. Although the RNNs

can capture the information from previous states, vanishing gradients become

a major obstacle for the higher performance and makes it difficult to learn and

tune parameters from previous states [14]. Hence, Gating mechanisms have

been developed to lessen the limitations of the conventional RNNs, resulting

in two prevailing RNNs types: Long Short-Term Memory networks [84] and

Gated Recurrent Units [36]

3.5.3 Long Short-Term Memory networks

The Long Short-Term Memory networks (LSTMs) model [84] is an improvement

of the RNNs model by adding a memory component, to add a delay between

the input and output. The LSTMs unit adds contextual information to the net-

work and learn long-term dependencies without keeping redundant informa-

tion. This works remarkably well on Natural Language Processing tasks and

sentiment classification in addition to image processing. The LSTMs unit can

store the history information by it’s memory unit and thus, the input gate, the

output gate and the forget gate can be updated by utilizing historical informa-

tion. The structure of LSTMs unit for our task as follows. First, we compute the

values for it, the input gate at time t.

it = σ(Wixt + Uiht−1 + bi) (3.5)
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Second, C̃t the candidate value for the states of the memory cells at time t are

computed as:

C̃t = tanh(Wcxt + Ucht−1 + bc) (3.6)

Next, we compute the value for ft, the activation of the memory cells forget

gates at time t:

ft = σ(W f xt + U f ht−1 + b f ) (3.7)

We can compute Ct the memory cells new state at time t, when the value of the

input gate activation it, the forget gate activation ft and the candidate state value

C̃t are given.

Ct = it ∗ C̃t + ft ∗Ct−1 (3.8)

We compute the value of their output gates and the corresponding outputs, with

the new state of memory cells.

ot = σ(Woxt + Uoht−1 + VoCt + bo) (3.9)

ht = ot ∗ tanh(Ct) (3.10)

• Here, xt is the input to the memory cell layer at time t.

• Wi,W f ,Wc,Wo,Ui,U f ,Uc,Uo, and Vo are weight matrices.

• bi, b f , bc, and bo are bias vectors.

3.5.4 Gated Recurrent Units

The Gated Recurrent Units (GRUs) [36] is basically an LSTMs with 2 gates,

whereas LSTMs has 3 gates. GRUs merges the input and forget gates into a

single one, named as “update gate”. Thus the GRUs is simpler than LSTMs and
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has been popular. It modulates the flow of information inside the unit, but it

fully exposes the contents to a larger net at each time step without any control.

3.5.5 Bidirectional LSTMs

Another drawback of conventional RNNs is that only historic context can be

exploited, where it is helpful to exploit the future context for the typical tag-

ging task. Hence, Bidirectional RNNs (BRNNs) [214] provides an effective solu-

tion by accessing both the preceding and succeeding contexts with two separate

hidden layers. Initially, it computes the forward hidden sequence followed by

backward hidden sequence to generate output. Thus, the Bidirectional LSTMs

(BLSTMs) [87] functions by replacing the hidden states in BRNNs with the

LSTMs memory units. The BLSTMs layer integrates the long periods of con-

textual information from both directions.

3.6 Application of Classification Techniques in Social Media

Data Analysis

There has been an increasing interest in studies on sentiment analysis, emotional

models, opinion mining and topic modelling [169]. It is due to the enormous

growth of data available in the Social Media, especially of those that reflect peo-

ple’s opinions, feelings and experiences. Early opinion mining studies focus on

document level sentiment analysis and opinion mining from posts published on

web pages or blogs [260]. Pang et al. [171] used naive bayes, and support vec-

tor machines classifiers to analyse sentiment of movie reviews. They classified
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movie reviews as positive or negative and performed the comparison between

methods in terms of accuracies achieved. Nowadays, Social Media has received

much attention for sentiment analysis and opinion mining as it became a source

of massive user-generated content with a wide array of published opinions. The

most common approaches such as Machine Learning, Deep Learning and nat-

ural language processing techniques address the problem of sentiment analysis

and opinion mining on Social Media.

In [250], tweets referring to hollywood movies are classified using naive

bayes algorithm. Amolik et al. [4] proposed highly accurate model with respect

to latest reviews of upcoming bollywood or hollywood movies using feature

vector and classifiers such as support vector machines and naive bayes. Pak et

al. [167] performed linguistic analysis of the collected twitter corpus and build

a sentiment classifier, which is able to determine positive, negative and neu-

tral sentiments for a document using naive bayes classifier. Similarly, in [78]

and [149] authors proposed a method for sentimental analysis of reviews from

the Social Media data using Machine Learning techniques like naive bayes and

support vector machines. Ye et al. [257] used Deep Learning technique for the

sentiment analysis on twitter. In [198], authors proposed a context-based Deep

Learning model for the same type of analysis, incorporating contextualized fea-

tures from relevant tweets into the model in the form of word embedding vec-

tors.

Apart from sentiment analysis, the Machine Learning techniques in Social

Media mining have wide range of advantages in biomedical and healthcare

fields. Nivedha et al. [157] developed a model to classify the tweets to health

and non-health related data using decision tree algorithm. They also concluded
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that decision tree classifier performed better than naive bayes for the case tested.

In [45], tweets were collected and classified into syndromic categories based

on the keywords from the public health ontology. They used naive bayes and

support vector machines model to classify the data. Paul et al. [178] classified

tweets based on the keywords related to disease, symptoms and their treatment

using the ailment topic aspect model. The support vector machines was trained

with linear kernel and uni-gram, bi-gram and tri-gram features. In [7], authors

used support vector machines algorithm to identify the flu related posts us-

ing uni-grams. Ramya et al. [194] applied the classification algorithms C4.5

and support vector machines for the advocacy monitoring from tweets. The

extracted women and children health data from Social Media was utilised for

advocacy monitoring using classifiers. Similarly, another study proposed au-

tomated classification approach for mental health-related posts identification

from Social Media, followed by further categorization into the specific disor-

ders such as bipolar, anxiety or depression, based on the underlying theme of

the posts using Deep Learning techniques [80].

Not to mention the tremendous advantage of applying Machine Learning

and Deep Learning techniques in crisis response situations [3, 30, 74, 98] during

natural disaters. Imran et al. [99] used naive bayes algorithm for the automatic

categorization of user posts. In the similar study of crisis response, nguyen et

al. [151] categorized the Social Media posts using CNNs algorithm.

Bollen et al. analysed how Social Media mood predicts the stock market

using Deep Learning methods, as behavioural economics states that emotions

can profoundly affect individual behaviour and decision-making [17]. Spam

contents in Twitter were found to be distracting and annoying for certain users,
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thus mobile application to deliver spam-free Twitter trending topics contents

is needed. Hence, Aryo et al. [120] implemented naive bayes and K-nearest

neighbours to detect spam in Twitter trending topics.

Thus, this section demonstrated the potential of automatic classification

techniques in the various context of Social Media applications.

3.7 Chapter Summary

This chapter provides the high-level overview of various Machine Learning and

Deep Learning algo rithms popular in text mining as well as the application of

these techniques in the analysis of Social Media data. The numerous examples

from previous studies that transform unstructured content into valuable knowl-

edge are given along with the classification techniques implemeted. The brief

summary allowed to obtain a good understanding of the available techniques

on working with Social Media data, and their application on real-world prob-

lem of DV are explained in upcoming chapters.
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CHAPTER 4

DOMESTIC VIOLENCE CRISIS IDENTIFICATION FROM SOCIAL

MEDIA POSTS BASED ON DEEP LEARNING

The availability of Social Media has allowed DV victims to share their stories

and receive support from community, which opens an opportunity for DVCS

to actively approach and support DV victims. Hence, there is a need for quick

identification of the victims of this condition, so that DVCS groups’ moderators

can offer necessary support in a timely manner. However, it is time consum-

ing and inefficient to manually browse through a massive number of available

posts. This chapter 1 presents Deep Learning based approach for automatic

identification of DV victims in critical need. Empirical evidence on a ground

truth data set has achieved an accuracy of up to 94%, which outperforms tradi-

tional Machine Learning techniques. Analysis of informative features helps to

identify important words which might indicate critical posts in the classification

process. The experimental results are helpful to researchers and practitioners in

developing techniques for identifying and supporting DV victims.

4.1 Introduction

In recent years, social-networking platforms (et. Facebook and Twitter) have ex-

ploded as a category of online discourse [74], which has shown their important

role in the dissemination of supporting information and providing actionable

situational knowledge during crises situations [67]. DVCS has been aware of

1This chapter is based on the following article.
Sudha Subramani, Hua Wang, Huy Quan Vu, and Gang Li. ”Domestic Violence Crisis Identification
From Facebook Posts Based on Deep Learning.” IEEE Access, vol 6 (2018), pp. 54075-54085.
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Table 4.1: Examples of DV Posts and the Corresponding Intent Labels

ID DV Posts Context Label

P1 “To understand why people stay in abusive relation-
ships, visit the link.”

Awareness promotion Uncritical

P2 “The code of silence is bulls**t” Personal opinion Uncritical
P3 “Morning greetings. Enjoy the day.” Greetings Uncritical
P4 “Rest in Peace, Beautiful Angel.” Expressing empathy Uncritical

P5 “I hope that this is okay I desperately need help.
Please read my story and consider helping me I am
desperate thank you very much.”

Shared by victim Critical

P6 “My best friend is fighting for her freedom. My dear
friend was brutally beaten by her bf.”

Shared by acquaintance Critical

P7 “A woman who was shot dead by the father of her
children on Anzac Day sacrificed her life to save her
children.”

Shared by media Critical

the benefit that the Social Media platforms can bring to aid their decision and

approach to support victims of DV. An issue with the posts shared on Social

Media DVCS is that they are available at large scale, while not all posts are crit-

ically important. For examples, the posts P1−4 in Table 4.1 are relevant to DV,

but they are mainly for promoting awareness, providing advice, or expression

of empathy. Such posts can be treated as ‘uncritical’, as they do not describe a

situation where a person is in danger or need immediate support. In contrast,

the posts P5−7 describe ‘critical’ situations, where victims may need immediate

support from DVCS. The accurate identification of such critical posts are cru-

cially important for DVCS to direct their limited resources to support those in

critical need. Manual browsing through a large amount of online posts is time

consuming and inefficient to identify critical posts. As such, a tool that can filter

the online posts relevant to DV and flag those critical posts is needed.

The use of online posts to support decision making in crisis has been in-

vestigated in the literature, such as during natural disasters of floods [30] and

earthquakes [151]. By far, no attempt has been made to develop techniques for

identifying personal crisis due to family disruption or disturbance in case of DV.
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The identification of critical posts relevant to DV is challenging task. The posts

are in form of free text, which is unstructured data. How to represent the textual

data for effective identification of critical posts is itself a critical task. It is also

unknown, which features might provide an important clue to identify critical

posts.

To the best of our knowledge, no prior work has either focused on critical

post identification from Social Media or evaluated Deep Learning and Machine

Learning techniques against different feature extraction methods for DV identi-

fication. Hence, this chapter aims to provide support for DVCS by introducing

an approach to automatically recognize critical posts on Social Media platforms.

Firstly, a benchmark data set of online posts with labels, ‘critical’ and ‘uncrit-

ical’, is constructed. Textual features are then extracted from the unstructured

textual data for further processing. Deep Learning, a modern and advanced

Machine Learning architecture, is then applied to construct prediction models

for automatic identification of critical posts. We treat the problem of critical post

recognition as a binary text classification task, where a post is classified as ‘criti-

cal’ or ‘uncritical’ based on the textual content. We evaluate the performance of

an introduced approach against various features for textual data and other tra-

ditional Machine Learning techniques. Analysis of informative features help to

identify important words, which can distinguish between critical and uncritical

posts. The experiment results and analysis are beneficial to researchers, who are

interested in carrying out further research in DV based on online Social Media

data.

The main objectives of this chapter are summarized as follows:
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• DV corpora creation (‘gold standard’) with binary-class annotation (‘criti-

cal’ or ‘uncritical’);

• Performance comparison of various feature extraction models;

• State-of-the-art Deep Learning models classification accuracies compari-

son;

• Superior performance of Deep Learning over Machine Learning empirical

validation;

• Knowledge discovery from the semantic coherence analysis of DV related

words.

The rest of this chapter is organized as follows. Section 4.2 provides the

background on other binary text classification problems, relevant textual fea-

tures, Machine Learning and Deep Learning techniques. Section 4.3 presents an

approach for critical post recognition for DV. Section 4.4 provides details on ex-

periments to evaluate our approach with analysis of the results and discussion.

Section 4.5 concludes this chapter and envisages future research directions.

4.2 Literature Survey

With the increasing popularity of Social Media, the amount of information and

the range of applications now available to decisive moment is enormous. The

advantages of Social Media in information dissemination has been used for sev-

eral applications such as emergency planning, response and recuperation [74]

during disasters like earthquake [98], tsunami [3], and flooding [30]. However,

the potential advantages of Social Media in identifying and giving moment sup-

port for DV victims, who are in critical need, has not been figured it out.
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Automatic labelling of online posts as “critical” or “uncritical” is effectively

the classification problem of unstructured textual data. This is basically casted

as a supervised text classification task that is basically comprised of two main

elements, namely features engineering and label prediction. The Machine Learning

algorithms rely on manual feature engineering, which extracts significant vo-

cabulary items from the textual data and represent them in suitable format, for

further analysis. As discussed in previous sections 3.2.1, and 3.2.2 some of the

widely used features engineering approaches are Bag-of-Words (BoW), Term

Frequency-Inverse Document Frequency (TF-IDF) [209] [208], psycholinguistic

features [180], word n-grams [242], topic modeling features [15], syntactic rela-

tions [252], semantic features [51], and sentiment lexicon features [114].

The following step, i.e. label prediction, entails the Machine Learning model

training with the features extracted on the ‘ground truth’ annotated data (also

known as ‘gold standard’. The most optimal model is subsequently applied

to predict the class on the unseen dataset. Some of the most popular Machine

Learning algorithms [112, 137, 217] for text classification tasks are: Support Vec-

tor Machines (SVM), Logistic Regression (LR), Decision Tree (DT), Naive Bayes

(NB), Random Forests (RF), k-Nearest Neighbors (KNN). Though, the perfor-

mance of the aforestated classifiers heavily rely on the quality of the features

extracted.

The popular computational Machine Learning approaches as discussed in

section 3.4, which have been applied to various tasks for automatic text classi-

fication already. Examples of such tasks include cyberbullying prediction and

online harassment [199] [52] [51], emergency situational awareness and crisis re-

sponse [253], emotion detection and sentiment analysis [147], and opinion min-
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ing [170].

The literature work in the areas of aggression, hate speech, disaster crisis

response, and mental health are discussed as follows. Simple textual features

such as BoW, word and character n-grams were considered to be influential pre-

dictors in hate speech detection or abusive language prediction tasks on Social

Media [22, 58, 138, 158, 243–245]. For automatic prediction of language posted

on Social Media as ‘abusive or non-abusive’, nobata et al. [158] developed a

Machine Learning based method and experimented with various features such

as n-grams, linguistic, semantic and syntactic features. The results shown that,

character n-grams performed well in the noisy datasets of Social Media. In the

another similar study of hate speech binary class prediction as ‘hate or no hate’,

vignal et al. [58] experimented with the SVM model leveraging various features

such as syntactic, sentiment, and lexicon features and achieved higher accuracy.

In the context of automatic classification of disaster related posts and accurate

information extraction, the studies [100,236] used Machine Learning algorithms

with comprehensive set of features and achieved higher performance.

In the domain of crisis response during disaster, some works [8, 29, 95] in

disaster posts classification used the standard BoW feature model based on un-

igrams/bigrams, and achieved higher performance. According to Verma et

al., [236] maximum entropy algorithm performed well in identifying the situ-

ation awareness posts of disaster across the four events of disaster, compared to

NB classifier. On the similar study by Imran et al. [100], RF classifier achieved

good results.

Linguistic Inquiry and Word Count (LIWC) [180] has been commonly used

to capture language characteristics and has shown to be influential features
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for predicting depression-related disorders and mental health conditions [192]

[221]. For predicting depression, linguistic styles such as an expression of sad-

ness or the use of swear words have been used as the cues [203]. Thus, for

predicting mental health conditions, the textual and psycholinguistic features

were analyzed [153–155]. Balani et al. [11] used standard n-gram features, sub-

mission length and author attributes to classify a mental health disclosure as

higher or lower levels of self-disclosures. Popular bayesian probabilistic mod-

elling tools, such as Latent Dirichlet allocation (LDA) were used to extract the

topics [94]. LDA and its variants have been used previously to discover several

mental ailments discussed in the millions of tweets [177].

However, the performance of the aforestated classifiers heavily rely on the

quality of the features extracted. The popular features used for training the

Machine Learning models, such as BoW and TF-IDF, prove ineffective due to

inherent over-sparsity and non-semantic representation [208]. As an example,

the terms ‘physical violence’, ‘physical abuse’ and ‘physical assault’ would be

treated as separate features, although they share similar meaning in the context

of DV. Semantic relationships between the terms are lost if the traditional man-

ual features engineering is considered. To account for such shortcoming, the

state-of-the-art Deep Learning approach is used in order to capture the words

dependencies such as synonyms, misspellings and abbreviations, commonly

found on Social Media, and resulting in the substantial classification perfor-

mance improvement.

Deep Learning is a relatively new branch of Machine Learning, whose ad-

vantage is the ability to automatically extract intermediate feature represen-

tations of raw textual data by building a hierarchical structure [119]. Deep
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Learning has been applied in various Natural Language Processing applica-

tions, such as sentence modelling [107], text classification [113], and topic cat-

egorization [105]. Deep Learning also plays a tremendous role in various real-

time applications using online Social Media data, which include the detection

of cyber-bullying and online harassment [10,73], disaster response and manage-

ment [30, 150], and massive open online courses forums [247].

As discussed in the previous section, there are two primary Deep Learning

architectures, CNNs [113] and RNNs [225]. Both these models take input as the

embedding of words in the text sequence, and generates the real-valued and

continuous feature vector for the words. CNNs has been applied in sentence-

level sentiment classification and and question classification [107, 113] which

show advanced performance over traditional Machine Learning techniques

(SVM, MaxEntropies). Similarly, RNNs are implemented to model the text se-

quence and achieved improved performance for multi-task learning [124]. The

improved version of RNNs such as LSTMs [84], GRUs [36], and BLSTMs [85]

are widely used in Natural Language Processing applications due to their long

range dependencies and storing historical information over time.

CNNs were used to classify tweets into different categories such as hate-

ful (racism, and sexism) vs non-hateful speech and outperformed LR classifiers

with high precision [73]. For the similar task conducted in [10], LSTMs proved

significantly superior to the CNNs and traditional methods such as LR and

SVM. In the context of crisis management and response during natural disas-

ters (earthquake [150], and flood [30]), CNNs were adopted to classify the Social

Media posts as either informative or non-informative, and resulted in improved

performance over the traditional classifiers such as SVM, LR and RF. In the other
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study regarding online posts classification in the emergency situations, RNNs

outperformed the CNNs and SVM [186]. For various Natural Language Pro-

cessing applications such as sentiment analysis and question-answering [254],

GRUs and LSTMs proved superior over the CNNs. In the example of Russian

tweets sentiment classification, GRUs achieved higher accuracy than LSTMs

and CNNs [232].

Furthermore, the promising results of Deep Learning techniques are increas-

ingly observed in numerous real-time Social Media applications. These include

abusive language towards racism and sexism detection [10], aand other aggres-

sive posts prediction [200]. Nonetheless, all of the evaluated Deep Learning

models demonstrate superior text classification performance, yielding compa-

rable results. Still, the selection of the most optimal model is highly dependent

on the application task as well as the hyper-parameters setting.

However, no attempts has been made to investigate the potential of deep

learning in applications of DV context. Inspired by the above-mentioned works,

and to identify the best performing features in DV crisis prediction, the various

sets of features extracted from the users’ posts were compared. Further, the

traditional Machine Learning algorithms with BoW, TF-IDF and LIWC features

were comapred with the Deep Learning models that use pre-trained word em-

beddings, to understand which model combination provide improved classifi-

cation results. This chapter aims to address the challenges in DV crisis identi-

fication by identifying the best performing model for the classification problem

of ‘critical’ and ‘uncritical’ online posts.
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Figure 4.1: Architecture of our Proposed Methodology for Intent Classification
of Critical and Uncritical Posts using Deep Learning Model

4.3 Methodology

This section presents our approach (Figure 4.1) to critical post identification,

which consists of five stages: 1) Data Extraction: 2) Data Labeling; 3) Feature

Extraction; 4) Model Construction; 5) Performance Evaluation. Their details are

described in the following subsections.

4.3.1 Data Extraction

Our approach is designed for identifying online critical posts, thus the main

source for data extraction is Social Media platforms. We use Facebook as an

example to describe the data extraction process, since Facebook is one popular

Social Media with around 2 billion users worldwide and ranked first among the

top 15 social networking sites [191]. According to [231], emotional support in

online context complements the emotional support received in off-line contexts.
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Facebook users are benefited by receiving support-based needs (emotional and

informational support), due to the ease of sharing with the wide range of peo-

ple through DVCS. Thus, we collected the posts from pages, that discuss the

range of DV issues, through Facebook Graph API 2 with the search term of ‘Do-

mestic Violence and Domestic Abuse’. Considering the ethical concern, we col-

lected from the open pages rather than closed and secret pages. The benefit of

Facebook Graph API is that researcher can develop applications to detect new

posts about DV in real-time, which can support DVCS in quickly identifying

DV victims. Please be noted that only publicly available data on Facebook are

extracted, which comply with the privacy policy of Facebook. The identity of

individuals included in the collected data set are not disclosed in this thesis.

4.3.2 Data Labeling

Our next stage is to label the collected posts as ‘critical’ or ‘uncritical’ to con-

struct a benchmark data 3 for evaluating the proposed approach. The posts

were manually examined by human scorers independently. If the content of

a post was found to describe a critical situation or a situation where a victim

indicates the need for help (eg. posts P5−7 in Table 4.1), the post is labeled as

‘critical’. Otherwise, it is labeled as ‘uncritical’. Posts that contain only hyper-

links are treated as irrelevant and discarded from further processing. There is

some borderline posts, which may be perceived differently by different human

scorers. For example, the post “I’ve been there as DV victim. I conquered, I lost my

child, I rose up, I walked away, I won that battle scar.” can be treated as ‘critical’,

because it implies that victim needs emotional support, as the child was lost.
2https://developers.facebook.com/docs/graph-api
3https://github.com/sudhasmani/DV Dataset
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Other scorer may perceive this post as ‘uncritical’, because he/she reasons that

the victim has already battled the situation and that post conveys an aspiration

message to stay strong rather than describing a critical situation. The limited

context from these posts makes it difficult to interpret fully, and may causes dis-

crepancy in human annotation. As such, only posts that were scored with the

same label by all scorers are kept in a benchmark data set for evaluating the

Deep Learning algorithms in the later stages.

4.3.3 Feature Extraction

The next stage is to extract features to mathematically describe the characteris-

tics of the data set based on Word2Vec model. The vectors are learnt in such

a way that words have similar meanings will have nearby representations in

the vector space. Thus, this model overcomes the limitations of the traditional

text feature representation techniques such as non-semantic representation and

data sparsity. Word2Vec model is the more expressive text representation form,

where the relationship between words are highly preserved.

More specifically, Word2Vec takes a textual data as input and each word in

the vocabulary is projected as a low dimensional, real-valued and continuous

vector, also known as word embedding [143] in the high dimensional space.

Suppose an input post is denoted as P = {x1, x2...xn}, where xi is an individual

word token in the post P. We initially transform it into a feature space by map-

ping each word token xi ∈ P to an index of embedding matrix L. Thus, the

word embedding matrix is represented as Lx ∈ R
D×|V |, where D is the dimen-

sional word vector and |V | is vocabulary size. L can be randomly initialized
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from a uniform distribution or pre-trained from text corpus with embedding

learning algorithms [142] [181]. In simple terms, the mathematical equation

represents that the embedding matrix L to be built for each index of the unique

tokens in the vocabulary set. We used the latter strategy to make better use of

semantic and grammatical associations of words, that is already pre-trained on

large external corpus such as Google’s Word2Vec [142] and Twitter’s crawl of

GloVe [181] for our intent classification task.

4.3.4 Model Construction

This stage constructs the prediction model for critical post recognition. We

adopt five Deep Learning models for our task, namely:

• CNNs: We adopt the CNNs architecture as described in [105] and used

for our approach. Its first layer is called the embedding layer, which ex-

tracts the most informative n-grams features and stores the word embed-

dings for each word. Convolutional layer of CNNs has varying number

of computation units, with each unit represents an n-gram (also known

as region size) from the input text. Suppose the vocabulary includes V

= ‘hope’,‘I’,‘was’,‘abused’,‘love’, there is a post P = “I was abused”. In case,

the region size is set to 1. The post P is represented as word embedding

features [0 1 0 0 0 | 0 0 1 0 0 | 0 0 0 1 0], which is equivalent to Unigram ap-

proach. If the region size is set to 2, the post P is represented as [0 1 1 0 0 | 0

0 1 1 0] for the pairs of words ‘I was’ and ‘was abused’. This is equivalent to

the Bigram approach. Given the variable sizes of the convolutional layer

outputs, the pooling layer transforms the previous convolutional repre-
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sentation into a higher level of abstract view and produce fixed size out-

put. Finally, the dense layer takes the combinations of produced feature

vectors as input and makes prediction for corresponding post. When the

consecutive words are given as input, CNNs can learn the embedding of

text regions internally, which captures the semantic coherence information

in the text.

• RNNs: The RNNs architectures described in [225] is adopted into our ap-

proach. RNNs handle a variable-length sequence input by having loops

called recurrent hidden state, which captures the information from pre-

vious states. At each time stamp, it receives an input and updates the

hidden state. The advantage of RNNs is that the hidden state integrates

information over previous time stamps.

• LSTMs, GRUs and BLSTMs: LSTMs [84], GRUs [36] and BLSTMs [85]

are improved version of RNNs. The core idea behind LSTMs are mem-

ory units, which maintain historical information over time, and the non-

linear gating units regulating the information flow. GRUs are basically, an

LSTMs with two gates, whereas LSTMs has three gates. GRUs merges the

input and forget gates into one unit, named as ‘update gate’. BLSTMs con-

sists of two LSTMs, that integrates the long periods of contextual informa-

tion from both forward and backward directions at a specific time frame.

This enables the hidden state to store both the historical and future infor-

mation. Thus LSTMs, GRUs and BLSTMs are the state-of-the-art semantic

composition models for the text classification task and learn long-term de-

pendencies between the words in a sequence, without keeping redundant

information.

The models are trained on feature sets extracted from the constructed data
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set, so that they can be used to predict the posts as critical or uncritical. In order

to examine and compare the prediction performance of the models, we adopt

several evaluation measures as presented in the next subsection.

4.3.5 Performance Evaluation

The last stage is to evaluate the performance of the proposed approach to iden-

tifying critical posts in relevant to DV. We adopt Precision, Recall, F-Measure,

and Accuracy as evaluation metrics of our classifier. They are defined as fol-

lows [190]:

Precision (P) =
T P

T P + FP
(4.1)

Recall (R) =
T P

T P + FN
(4.2)

F − Measure = 2
PR

P + R
(4.3)

Accuracy =
T P + T N

T P + T N + FP + FN
(4.4)

where TP and TN stand for True Positive and True Negative, which measures

the numbers of post classified correctly as ‘critical’ and ‘uncritical’ respectively.

FP and FN stand for False Positive and False Negative, which measures the

number of posts classified incorrectly as ‘critical’ and ‘uncritical’.
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These metrics have been used widely in various works to evaluate classifier

performance [10] [150] [30], which is suitable for our problem of critical post

identification. Since, only one data set is constructed for critical and uncritical

posts identification, we adopt k-fold cross validation approach for the evalua-

tion. The collected data set is randomly divided into k partitions, where one

partition is reserved as test set while the others are combined into a training

set. The procedure is repeated k times for different test sets, whose results are

averaged to indicate an overall performance.

4.4 Experiment and Analysis

4.4.1 Experiment Design

We start with data collection, where online posts are extracted from Facebook

user pages with the keywords ‘domestic violence’ and “domestic abuse” using

its Graph API. A large number of posts and comments were returned. The next

step was to label the posts as ‘critical’ and ‘uncritical’ to construct a benchmark

data set for evaluating the performance of the proposed approach. Since, the la-

belling process was done manually which is time consuming; we randomly se-

lected a subset of the returned Facebook posts for benchmark data construction.

We excluded the posts containing only hyper-links or having less than three

words, as they are unlikely to describe a DV situation. The remaining posts are

labeled by three research students, under the supervision of a consultant psychi-

atrist dealing with DV and gender related issues in psychiatric illness, anxiety

and depressive illness. The involvement of the domain expert is necessary to
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ensure the quality of the labeled data set. We used Kappa coefficient [136] to

validate the inter-rater reliability of the human scorers. The achieved degree

of agreement was reasonably high at 0.85. Only posts that have consistent la-

bels by all scorers were included in the final data set. We arrive with 750 posts

with label ‘critical’ and 1310 posts with label ‘uncritical’. This is a data set with

considerable size, considering no previous work on identifying DV victims in

critical needs from Social Media data was carried out.

Several experiments were performed to evaluate the performance of the in-

troduced approach using Deep Learning, namely:

(a) Psycholinguistic Features Analysis: The textual features from the users posts

were also extracted using psycholinguistic knowledge based on LIWC

[180]. These features are capable to differentiate the semantic-syntactic

patterns and informational context of two different classes of ‘critical’ and

‘uncritical’. The extracted features were experimented with the Machine

Learning classifiers and the performance of the classifiers were compared.

(b) Accuracy Evaluation: We evaluate the performance of five Deep Learning

models, CNNs, RNNs, LSTMs, GRUs and BLSTMs on the constructed

benchmark data set. Additional experiments using traditional Machine

Learning techniques, with the BoW and TF-IDF features were also carried

out for comparison purpose. We compared the performance of classifiers

using various evaluation metrics such as Precision, Recall, F-Measure and

Accuracy.

(c) Hyper-parameters Evaluation: The performance of Deep Learning mod-

els can be influenced by their associated hyper-parameters, such as pre-

trained word embeddings, selection of optimizer, dropout rate, number
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of recurrent units, and number of LSTM memory units or convolution fil-

ters. Thus, we carried out experiments with various hyper-parameters to

examine their influence to the classification performance. Since, training

and tuning a neural network can be time consuming [96] [97], some of the

most important parameters, based on the study by reimer et al. [196] were

selected for evaluation.

(d) Semantic Coherence Analysis: We first examine some important words that

may help to distinguish posts belonging to different classes. Then, we

examine the semantic composition of the textual features generated by

word embedding. The analysis demonstrates the ability to capture seman-

tic meanings between words results in better prediction performance for

the Deep Learning models.

In the above experiment, the features for Deep Learning model was ex-

tracted using pre-trained Word2Vec models. We used the pre-trained models on

two different data sets, Google News [142] and general Twitter posts [181], to

examine the robustness of the algorithms. Word2Vec features trained on Google

news includes 300 dimensional vectors for a vocabulary of 3 million words and

phrases that trained on roughly 100 billion words. Word2Vec features trained

on Twitter posts includes 300 dimensional vectors for a vocabulary set of 2.2

million words and phrases that trained on roughly 840 billion words. Thus, for

both feature sets, each word is represented by a vector of word embedding con-

taining D = 300 dimensions. The first layer of the models is the embedding layer

that computes the index mapping for all the words in the vocabulary, and then

convert into dense vectors of fixed size by parsing the pre-trained embedding.

The next layers contain 128 memory cells, which is popularity used in various

applications [196]. The models were trained up to 50 epochs and implemented
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using Keras [37].

For the traditional class models, we used TF-IDF and BoW features, because

they have been widely used in various text classification applications. We con-

sidered 3 different cases of preprocessing for these features, which include (a)

stop-words removal only; (b) stemming only; (c) both stop-words removal and

stemming, because, the traditional Machine Learning techniques may produce

different results with different settings. Average numbers of words in a post

before pre-processing, after stop-words removal and after stemming are 155, 71

and 151 respectively. For Deep Learning models, the pre-processing is not car-

ried out, because Deep Learning models process the sequence of words in the

order they appear. Stop-words might hold valuable information that could be

leveraged. Words are preserved in their original form without stemming, as

they can represent different context (e.g. the words ‘abusive’, ‘abuser’, ‘abuse’

are context dependent). For the Deep Learning models, Nadam optimizer is

used. Batch size was set to 32 posts, as the dataset size was moderate. Relu

activation function and recurrent units set to 128 was used.

4.4.2 Psycholinguistic Features Analysis

This section first examines the features extracted based on the proportions of

word usage in psycholinguistic categories as defined in the LIWC 2015 package

[180] and then analyses the classification performance. The LIWC analyses text

on a word-by-word basis and calculates the percentages of words that match

particular word categories. LIWC package is a psycholinguistic lexicon created

by psychologists with focus on identifying the various emotional, cognitive, and
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linguistic components present in individuals’ verbal or written communication.

For each input of a post, it returns more than 70 output variables with higher

level hierarchy of psycholinguistic features such as

• linguistic dimensions, other grammar, informal language

• temporal, affective, social processes

• cognitive, biological, perceptual processes

• personal concerns, drives, relativity.

These higher level categories are further specialized in sub-categories such as in

• biological processes - body, sexual, health and ingestion.

• affective processes - positive emotion, negative emotion and negative

emotion further sub-classified as anger, anxiety, and sadness.

• drives - affiliation, acheivement, power, regard, and risk.

For evaluating the prediction accuracy of psycholinguistic features, each indi-

vidual post is converted to a vector of 70 output numerical variables, as men-

tioned above. Each output variable represents the frequency distribution of the

appearance of those categories appeared in the specific post. Each word in the

post could fit some categories and not fit into some categories. Hence, there

would be the huge difference between the posts, to which category it belong.

For instance, the following post “Please view, share and is possible donate. We ap-

preciate your support!” has higher value of ‘positive emotion (36.36%), focus present

(36.36%), you (9.09%), social (27.27%)’ and has (0%) for the categories such as

‘negative emotion, shehe, bio, body’. The above post falls into ‘uncritical’ category,
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as it creates a good social cause of awarness promotion, and also has higher per-

centage of positive expression and present focus in it. In contrast, the post “He is

just an evil, greedy, arrogant little man” has higher percentage of ‘negative emotion

(40%), anger (10%) , male (20%), shehe (10%) and (0%) of ‘posemo, you, death’. This

post falls into ‘critical’ class, as victim explained about her abusive partner and

the post carried a negative emotion in it.

Most Informative Features and Performance Analysis

The most informative 15 features were selected based on the guidance from

the domain expert, as shown in Table 4.2 to perform the binary classification

task. The Table 4.3 further shows the differences in the mean value of the posts

of two different classes. LIWC sub-categories such as ‘negative emotion, anger,

shehe, focuspast’ are features with higher mean value and good prediction level

for ‘critical’ class. ‘Positive emotion, focus present, you, focus future’ sub-categories,

as expected, are good predictors for ‘uncritical’ class. Another important predic-

tion is that ‘health, sexual issues’, and personal concern such as ‘death’ are as good

predictors for ‘critical’ class. The results infer that, because of the abusive cycle,

most of the victims suffer from severe health issues. Further analysis show that

posts related to ‘critical’ class are often self-reflective, with more words related

to personal pronouns i.e, usage of more pronouns such as ‘I and shehe’, when

describing their life experience about violence, whereas in the ‘uncritical’ class,

2nd person usage ‘you’ is higher, when giving advice or sharing opinion to other

people. It is important to compare the time orientations, the posts of ‘critical’

category are more focused on ‘past’ and contains negative emotions with expres-

sion of ‘anxiety, angry and sad’. On the other hand, the ‘uncritical’ class contains
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Table 4.2: LIWC Features and the Sample Words used in the Dataset

Category Dimension Example words

Linguistic Dimensions
personal
pronouns(I,you,shehe)

I, you, he, she, his, him, her, herself

Time orientations
focuspast
focuspresent
focusfuture

broke, ran, accepted
supports, trust, likes
plan, wish, hopeful

Biological Processes
body
sexual
health

muscles, injury, fat
rape, lust, abortion, pregnant
sick, weak, painful, bleed

Psychological Processes

posemo
negemo
anxiety
anger
sad

hope, share, support, like
threat, lose, hate
threat, misery, worry
sucks, hate, yell
miss, lose, suffer, overwhelm

Personal Concern death die, murder, kill, suicide, bury

Table 4.3: Mean Scores of Psycholinguistic Features for 2 Classes

Features Critical Uncritical Features Critical Uncritical

I 3.15 2.02 Health 1.01 0.61
You 0.59 4.01 Death 1.19 0.02
Shehe 10.98 0.39 Posemo 2.57 10.73
Focuspast 7.09 0.10 Negemo 4.78 1.55
Focuspresent 7.11 14.34 Anxiety 0.65 0.09
Focusfuture 0.96 1.55 Anger 2.28 0.57
Body 0.84 0.42 Sad 0.58 0.14
Sexual 0.34 0.09

more of positive emotion, as sharing of good thoughts and opinions and more

time orientated towards ‘present and future’.

Parallel coordinates plot as shown in Figure 4.2, with all the selected features

that separates the class value best. For example, ‘posemo, focuspresent, you’ are

the features best classifying the class to be in ‘uncritical’, which is plotted in

blue color. The orange color plot explains the class to be in ‘critical’, with the

selective features such as ‘shehe, focuspast and death’. This can be interpreted

as, when the victim or survivor posts about abusive experience, they use more

past tense and health concern. ‘Shehe’ notion also widely used to represent
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Figure 4.2: Parallel Coordinates Plot for Critical and Uncritical Posts

the abuser. Whereas, in the case of ‘uncritical’ class, the linguistic style contain

present tense and future tense, as it is more focused on future life and well-

being.

The Machine Learning algorithms were constructed to predict the classes of

the posts based on the features extracted. The chosen most informative fea-

tures of LIWC have higher accuracy in prediction of two different classes ‘criti-

cal and uncritical’. Among all the machine classifiers compared, SVM classifier

achieved higher accuracy of upto 97% for the 15 features identified manually.

Table 4.4 show the various evaluation metrics of SVM classifier with the com-

bination of various selected features. Despite the higher accuracy, the classifi-

cation performance heavily relied on the feature engineering part, as it requires

more domain knowledge and significant human effort. To overcome the limita-

tions, the Deep Learning approach with word embeddings is proposed in this

work. Deep Learning approach eliminates manual feature engineering effort,
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Table 4.4: Performance Evaluation of LIWC Features

SVM Classifier features set Precision Recall F-Measure Accuracy
All features (70 features) 73 71 72 76
Linguistic Dimensions (3 features) 96 91 93 94
Time orientations (3 features) 98 86 91 92
Biological Processes + personal concern
(4 features)

89 42 57 68

Psychological Processes (5 features) 83 86 84 84
Selected LIWC features (15 features) 97 96 96 97

facilitating more automated and systematic approach are discussed in the next

sub-section.

4.4.3 Accuracy Evaluation

The Machine Learning algorithms with traditional textual features were applied

to the constructed data set. Since, a single data set were constructed for evalu-

ation, we partitioned the data into training and test sets following 10-fold cross

validation approach to measure the performance of the algorithms. We first

evaluated the traditional classifiers with different word settings to identify the

best setting for comparing with the Deep Learning classifiers. The results as

shown in Table 4.5 indicate that the traditional classifiers achieved the best per-

formance with stemming only setting. In the context of DV crisis identification,

some stop-words could be helpful to distinguish critical and non-critical posts.

We used the stemming only setting for traditional classifiers to compare with

other Deep Learning techniques. Evaluation metrics, precisions, recall, and ac-

curacy were computed, as shown in Table 4.6.

In general, Deep Learning models, except for RNNs, achieved better per-

formance than traditional Machine Learning techniques, as indicated by higher
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Table 4.5: Accuracy of Machine Learning Classifiers with Different Pre-
processing Steps

Classifiers Stop-words removal only Stemming only
Both stop-words
removal and stemming

NB+TF.IDF 89.65 91.66 89.55
SVM+TF.IDF 91.42 92.20 91.61
RF+TF.IDF 86.85 89.24 87.44
LR+TF.IDF 88.08 90.74 89.26
DT+TF.IDF 86.27 88.58 86.07
NB+BoW 86.12 87.40 84.36
SVM+BoW 89.60 90.82 89.75
RF+BoW 80.19 84.97 82.44
LR+BoW 89.26 90.72 89.94
DT+BoW 86.61 89.83 85.53

evaluation metrics, that showed lower performance. RNNs achieved lower per-

formance among all Deep Learning Models and probably due to the problem

of vanishing gradients. Given a long sequence, information of initial sequence

fades away as the new sequences are fed into the networks of RNNs. Nev-

ertheless, such limitation of RNNs seems to be overcome by its later versions

LSTMs, GRUs and BLSTMs. These models can capture long term dependencies

efficiently, which is suitable for dealing with sequential textual data. The Deep

Learning models appear to achieve better performance with GloVe than with

Word2Vec. With Word2Vec embedding, LSTMs achieved best performance of

93.08%. With the GloVe embedding, LSTMs, GRUs and BLSTMs achieved rel-

atively similar accuracy of more than 94%, which is better than all other algo-

rithms.

Deep Learning approach has been adopted in order to account for the limita-

tions of the conventional Machine Learning techniques in accurate identification

of non-standard expressions from Social Media, in the context of DV. To further

gain the deeper insights into how the Deep Learning model benefits the clas-

sification performance with respect to critical posts identification, some of the

posts from the test dataset were sampled in Table 4.7. The examples given are
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Table 4.6: Evaluation Metrics of Classification Models

Model Precision Recall F-Measure Accuracy
CNNs+Word2Vec 92.40 92.40 92.40 92.30
RNNs+Word2Vec 76.90 77.20 77.05 77.09
LSTMs+Word2Vec 93.30 93.30 93.30 93.08
GRUs+Word2Vec 92.70 92.70 92.70 92.64
BLSTMs+Word2Vec 92.80 92.80 92.80 92.54
CNNs+GloVe 93.90 93.90 93.90 93.82
RNNs+GloVe 86.00 85.70 85.85 85.72
LSTMs+GloVe 94.10 94.10 94.10 94.02
GRUs+GloVe 94.50 94.50 94.50 94.26
BLSTMs+GloVe 94.40 94.40 94.40 94.16
NB+TF-IDF 91.80 89.60 90.70 91.66
SVM+TF-IDF 92.90 91.10 92.00 92.20
RF+TF-IDF 90.60 87.20 88.90 89.24
LR+TF-IDF 90.80 89.80 90.30 90.74
DT+TF-IDF 89.15 87.90 88.53 88.58
NB+BoW 87.90 86.50 87.20 87.40
SVM+BoW 91.80 89.80 90.80 90.82
RF+BoW 85.00 83.80 84.40 84.97
LR+BoW 90.80 89.80 90.30 90.72
DT+BoW 89.80 88.80 89.30 89.83

based on GRUs model, as the maximum classification accuracy was achieved

by that model with pre-trained GloVe embeddings of 300 dimensions (94.26%).

The example posts with accurate predicted classes and the corresponding pre-

diction probaility demonstrates the effectiveness of Deep Learning approach.

The posts with prediction probability of less than 0.5 were classified as uncriti-

cal, whereas the posts with the prediction probability of more than or equal to

0.5 were classified as critical class. Thus, the posts (Table 4.7) were classified as

uncritical with minimum probability of nearly 0.01%, whereas the critical posts

were predicted with the higher probability of nearly 0.97% on average.

4.4.4 Hyper-parameters Evaluation

We first evaluated the performance of the Deep Learning models with respect to

training epochs. Ideally, the more training epochs would result in well-trained
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Table 4.7: Examples of DV posts and the Corresponding Predicted Labels

ID Posts Predicted Class Probability

P1 “Love yourself first always know you deserve to be loved
and respected every single day ”

Uncritical 0.030

P2 “October is domestic violence awareness month wear a pur-
ple ribbon to support ”

Uncritical 0.009

P3 “I have overcome dometic violence the loss of a child and a
stroke and also much much more. Please read and get some
inspiration from my book. Thank you ”

Uncritical 0.063

P4 “Hey everyone. I have started a new support group for do-
mestic violence survivors. I am also writing a book about
domestic violence. I would love to add a few of your stories
to my book feel free to join”

Uncritical 0.004

P5 “Empowering domestic violence survivors to accelerate
their own healing process ”

Uncritical 0.014

P6 “People who say they are there for you but they actually
arent. Its ok to feel disappointed. Its the truth the truth
hurts perhaps they are doing you a favor x”

Uncritical 0.010

P7 “Domestic violence is not fun. Survivors of domestic vio-
lence need a positive support system.” ”

Uncritical 0.012

P8 “I personally experienced abuse as a child and carried some
of that scaring into my adulthood causing me to act out in
similar ways towards my children and husband. There is
a saying which i believe to be true. Hurt people we don’t
intend to but it is part of the by product of abuse. When we
don’t take the time to get healed sometimes as was the case
with me. we know something has to change but we don’t
know how to change it. ”

Critical 0.968

P9 “People say how can you be abused there is no scars they
dont see the emotional part of being abused what is does
to you. I left my husband four years ago i haven’t written
about it talked to much about it you dont realize you are be-
ing abused well at least. I didn’t know there was emotional
abuse verbal abuse anything like that til someone close to
me pointed it out i was being controlled i guess fear of go-
ing out somewhere...”

Critical 0.982

P10 “I knew when i married my husband that there will be prob-
lems and dv yet i had no choice. I had to build up strength
through the marriage to fight the sexual abuse from my step-
father, the violence continues now coming from the system
trying to stay positive through all of this is a hard and very
bitter sweet story through my studies. I am hoping to put a
mirror in front of all private and system offenders...”

Critical 0.989
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(a) Word2Vec (b) GloVe

Figure 4.3: Accuracy of Deep Learning Models at Different Epoches

and stable models. However, Deep Learning models often take a long time to

run. Setting high number of training epochs would result in significant and un-

necessary costs. Figure 4.3 shows the accuracy of the Deep Learning models

on the two feature sets (Word2Vec and GloVe) with respect to various training

epochs. The models appear to converge faster on GloVe features set than on

Word2Vec feature set. With Word2Vec embedding (Figure 4.3a), the accuracy of

Deep Learning models fluctuated at the beginning and then become stable at

their performance after 30 epochs on average. With GloVe embedding (Figure

4.3b), most models become stable after 20 to 23 epochs, except RNNs. Thus,

Deep Learning models attained the optimal accuracy and consistency in learn-

ing rate, in minimal training epochs with respect to GLoVe embedding.

Next, we evaluated the performance of Deep Learning models with different

hype-parameters settings, including optimizer, batch size, number of recurrent

units, and activation function. We focused on evaluating GRUs and LSTMs,

as they achieved highest performance as shown in the previous sections. The

accuracies with 10-fold cross validation are shown in Table 4.8.

Among the optimizers, SGD is quite sensitive with the learning rate and it

failed in many instances to converge. On the other hand, Nadam, RMSProp
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Table 4.8: Accuracy of GRUs and LSTMs with Different Parameters Settings

Hyper-parameters Variants GRUs Acc LSTMs Acc

Optimizer

Nadam 94.26 93.08
RMSProp 93.57 92.89

SGD 71.88 79.20
Adam 91.33 92.99

Batch Size

1 55.72 54.55
8 94.21 93.05

32 94.26 93.08
256 93.13 92.88

Activation Function

relu 94.26 93.08
softmax 93.53 92.59
sigmoid 94.06 92.64
softplus 94.11 92.89

No. of. Rec Units

20 93.58 92.35
40 93.87 92.84
64 93.77 92.88
128 94.26 93.08
256 94.21 92.54

and Adam produced stable results of more than 91%. With respect to batch

size, the mini-batch size of 1 produced poor accuracy. However, the algorithm

achieved relatively good performance for batch size of 8 or more. Higher batch

size value does not increase the performance of the models. Very big batch

size of 256 seems to slightly decrease the conformance. The algorithm was also

evaluated with different activation functions, including relu, sigmoid, softmax

and softplus. The choice of activation function does not influence the perfor-

mance of the algorithms as indicated by similar accuracies for both algorithms.

Similarly, the number of recurrent units does not have any influence on their

performance. Even though, the standard setting of 128 recurrent units appear

to result in slightly better performance than other settings.
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Table 4.9: Words have Significant Difference of Occurrence Likelihood between
Classes.

Word Critical Uncritical Difference z-score p-value
He 0.62 0.02 0.60 30.662 0.000
My 0.74 0.18 0.56 25.018 0.000
I 0.75 0.27 0.48 20.950 0.000
She 0.43 0.02 0.41 23.592 0.000
Him 0.39 0.01 0.38 23.367 0.000
We 0.35 0.18 0.17 8.494 0.000
Was 0.67 0.04 0.63 30.654 0.000
Is 0.70 0.37 0.33 14.469 0.000
Were 0.24 0.01 0.23 16.881 0.000
Will 0.36 0.16 0.20 10.177 0.000
Year 0.51 0.05 0.46 24.294 0.000
Abuse 0.46 0.12 0.34 16.910 0.000
Time 0.40 0.09 0.31 16.998 0.000
Life 0.39 0.08 0.31 17.055 0.000
Child 0.35 0.07 0.29 16.441 0.000
Friend 0.35 0.06 0.29 16.654 0.000
Husband 0.23 0.01 0.23 17.173 0.000
Night 0.24 0.01 0.22 16.634 0.000
Leave 0.24 0.03 0.21 15.332 0.000
Kill 0.22 0.01 0.21 16.112 0.000
Story 0.29 0.09 0.20 11.664 0.000
Love 0.29 0.12 0.17 9.820 0.000
Police 0.17 0.01 0.16 13.673 0.000
Woman 0.17 0.03 0.14 10.892 0.000
Survivor 0.24 0.11 0.13 7.897 0.000
Court 0.14 0.01 0.13 12.033 0.000
Control 0.14 0.01 0.12 11.676 0.000
Fear 0.14 0.01 0.12 11.287 0.000
Domestic 0.38 0.26 0.12 5.631 0.000
Victim 0.19 0.08 0.11 7.340 0.000
Violence 0.38 0.28 0.10 4.759 0.000

4.4.5 Semantic Coherence Analysis

This section first examines the data sets to identify important words that helps

distinguish critical from uncritical posts. We computed the support of each

word in their corresponding class, which reflects their likelihood of occurrence.

The difference in the supports of each word between two classes are computed,

and the words having highest differences are reported in Table 4.9. Z-test with

p − value ≤ 0.05 were performed to verify statistical significant of the difference.
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In the DV corpus, stop-words such as linguistic dimensions (I, she, he, my, him)

and time oriented tenses (was, is, were) are more associated with critical posts. We

may understand that, when the victims or survivors post about their abusive

experience, they use more past tense (was, were). “She, he” notions are often

used to refer the abusive partners. “I, me, my” are often used by the victims to

express their sufferings. Example posts are: (1) I am a survivor of DV and rape. I

really need help right now. I was in a relationship with a man for 8 years. (2) He was

cheating on her. When she confronted him, he hurts her. He is just an evil and greedy

man.

Besides, the words “year, abuse, time” are most likely to occurred in critical

class than uncritical class with large differences. Those words usually appear in

critical post, when victim made a post online to seek help from DVCS groups.

The post content usually mentions about the victim was in an abusive relation-

ship for the number of years, and when the last time the violence has happened.

An example of such post is: (He abused me for 5 years and each time he does some-

thing to scare me). Many posts mentioned about the context of the abusive in-

cident, which is with the presence of their child/children, and sometimes, the

child is also a victim. Thus, many critical posts contained the word “child”.

The word “husband” appears more in critical posts as male partner violence

is predominant. Many posts mentioned that husband is abusive. Similarly, the

word “friend” is used often in critical posts. Some posts mentioned that the

victims called friend for help when the violence occurred, or sometimes male

friend is mentioned as the abusive person in the posts. The words “night” de-

scribes the time of abusive incident, which is usually represented at night times.

The abuse is either physical or sexual assault.
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The words “leave, love, control, fear, kill” often occur in posts that represent

the emotion of the victims and explaining the reason they want to stay or leave

the relationship. An example of such posts is: (I live in fear every night, that he will

kill me and finally I decided to leave him). When the victim seeks legal support or

guidance in critical situation, the words “police and court” usually occur in the

posts.

We noticed that the words “domestic, violence, abuse” have high support in

both critical class and uncritical class. Because, these terms domestic violence

and domestic abuse are commonly used in difference context in relation to DV.

They are often used in uncritical posts to create awareness messages such as

(lets spread the word on domestic violence against women, please share this page with

your friends.)

Although, the words presented in Table 4.9, highlighted some difference be-

tween critical and uncritical posts, solely relying on term frequency may not be

effective in automatic classification of the posts. Because, some words are often

used to gather and share similar meaning such as domestic, violence, abuse. The

classification model should account for their semantic relationships rather than

treating them as separate words as in the traditional features of Bag of Words

and TF-IDF.

Fortunately, the word embedding features used in Deep Learning could be

able to address this issue. Note that, each word is represented by a vector fea-

ture of 300-dimensions that captures its semantic meaning. Words with similar

meaning would have similar vector features. In other words, vector features of

similar words are highly correlated with each other. As a demonstration, we vi-

sualize the correlation between the embedding vector features for some sample
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Figure 4.4: Correlation of sample words

words using a heat map in Figure 4.4. We can see that, there is a strong correla-

tion between the word abuse and words violence, harassment or assault. There is a

low correlation between words having difference meanings, such as love versus

assault, bruises or pain. The word embedding features could be able to account

for such relationship, which explain the higher performance of Deep Learning

models in comparison with the traditional models.

4.5 Summary of Findings

In this chapter, we presented an approach for critical post identification using

Deep Learning. The contributions of this work are: (1) A benchmark dataset

was constructed from Facebook posts made by DV victims, with labels for crit-

ical and uncritical posts; (2) We evaluated the performance of the various Deep
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Learning models in comparison with other traditional methods and with differ-

ent parameter settings on DV critical post identification task. Due to the use of

word embedding features, Deep Learning models (except for RNNs) achieved

better performance than traditional models. The best setting for critical post

identification of DV dataset is GloVe word embedding and GRUs model, with

the Nadam optimizer and batch size of 32. Although, GRUs achieved the

highest prediction rates in our experiments, other models CNNs, LSTMs and

BLSTMs also achieved relatively high performance. Thus, Deep Learning mod-

els were demonstrated as promising to be adopted for developing practical so-

lutions to identify the critical posts to support DV victims in critical needs. The

analysis of the word occurrences also highlighted some context when and where

DV take place. Future work, can consider classifying the posts into different DV

context so that better detection of critical posts can be achieved and appropriate

corresponding support can be provided to DV victims.

Despite the achieved results and findings, our work has several limitations.

Namely, the data set used in the experiments was not at a big scale due to the

labor-intensive job of manually labelling the posts. We currently recognized the

critical post identification was mainly evaluated for posts from Facebook. Other

Social Media platforms such as Twitter and Reddit can be considered in the fu-

ture studies. Application for real-time critical post identification can be consid-

ered in the future so that instance support to DV victims can be provided. A

novel algorithm for feature extraction or Deep Learning technique was not pro-

posed in this work. Because, our primary focus is to evaluate the existing state

of the art features and Deep Learning algorithms on the new research problem

of critical and uncritical post identification. Nevertheless, the results and find-

ings are valuable in guiding the future works on DV crisis identification.
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CHAPTER 5

DEEP LEARNING FOR MULTI-CLASS IDENTIFICATION FROM

DOMESTIC VIOLENCE ONLINE POSTS

DV is not only a major health and welfare issue, but also a violation of hu-

man rights. In recent years, DVCS groups active on Social Media have proven

indispensable in the support services provision to victims and their families.

In the deluge of online-generated content, the significant challenge arises for

DVCS groups’ to manually detect the critical situation in a timely manner. For

instance, the reports of abuse or urgent financial help solicitation are typically

obscured by a vast amount of awareness campaigns or prayers for the victims.

The state-of-the-art Deep Learning models with the embeddings approach have

already demonstrated superior results in online text classification tasks. The

automatic content categorization would address the scalability issue and allow

the DVCS groups to intervene instantly with the exact support needed. Given

the problem identified, this chapter 1 aims to: (i) construct the novel ‘gold stan-

dard’ dataset from Social Media with multi-class annotation; (ii) perform the extensive

experiments with multiple Deep Learning architectures; (iii) train the domain-specific

embeddings for performance improvement and knowledge discovery; (iv) produce the

visualisations to facilitate models analysis and results interpretation. Empirical evi-

dence on a ground truth dataset has achieved an accuracy of up to 92% in classes

prediction. The study validates an application of cutting edge technique to a

real-world problem and proves beneficial to DVCS groups, health care practi-

tioners and most of all - DV victims.
1This chapter is based on the following article.

Sudha Subramani, Sandra Michalska, Hua Wang, Yanchun Zhang, Haroon Shakeel, Jiahua Du ”Deep
Learning for Multi-Class Identification from Domestic Violence Online Posts”. (Accepted: IEEE Access)
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5.1 Introduction

In the previous chapter, the approach for binary classification of ‘critical’ versus

‘non-critical’ online posts using Deep Learning has been proposed and pre-

sented. In this chapter, we present the multi-class posts categorisation, provid-

ing the finer-grained insight into the violence prevalence and severity from on-

line discourse. The online DVCS groups are promoted for safe advertisement

of DV resources, awareness promotion about the need for compassion to vic-

tims, resource sharing, buddying between survivors, non-professional mentor-

ing and fund-raising events to help victims and their families [64]. However,

with the popularity of aforementioned initiatives, the online content generation

has grown rapidly in scale. The unstructured and noisy character of such data

has further added to an overall complexity of processing and utilising available

information. The deluge of messages that are of personal nature in a form of

mere opinions or empathetic thoughts along with general awareness promo-

tions have greatly diminished the DVCS services efficacy to identify the critical

situations and respond in a timely manner. Hence, in this chapter, we extended

our previous work with multiple fine grained classes or more precise informa-

tion categories, that supports DVCS groups. To further demonstrate the source

of a problem identified, the exemplary messages and their corresponding labels

have been presented in Table 5.1.

Information types of DV posts on Social Media: The automatic content

categorisation allows the DVCS groups to efficiently handle the high-volume

and high-velocity data, evaluate the nature of the problem, and respond al-

most instantly. After the posts analysis, 5 distinctive classes have been iden-

tified under the supervision of the experienced psychiatrist, active in family
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Table 5.1: Examples of DV posts and the Corresponding Information Category

ID DV Posts Context Label

P1 “After four years and an engagement, I realized
for the first time, that I’d been in an abusive re-
lationship with my fiance. I am deeply saddened
by the idea that he does not know how to love me
”

Shared by DV survivor Personal Story

P2 “Click here to support Lily And Nicole’s Safety.
Hello my name is Alice. I have decided to de-
velop a Go fund Me donation account to help
protect my children Lily and Nicole.”

Seeking Financial help Fund Raising

P3 “Lets stop the violence. Know the signs.” Awareness promotion Awareness

P4 “Rest in Peace, Beautiful Angel.” Expressing empathy Empathy

P5 “Morning greetings. Enjoy the day.” Irrelevant to DV General

violence domain. The categories have been assesed based on their criticality

and type of the support needed. In the post P1, the victim seeks an emotional

support from the community through sharing a personal experience with DV

and the P2 is an example of the financial aid solicitation. The ‘Personal Story’

as well as ‘Fund Raising’ categories have been given high priority as distin-

guishing two most common support needs (emotional vs financial) expressed

in Social Media groups dedicated to DV. According to Evans et al., victims

are experiencing long waiting times to access specialist healthcare services and

those services are significantly underutilized [64] . As the ‘Personal Story’ cat-

egory includes the abusive experience description, therefore its timely detec-

tion is of particular value not only for DVCS communities, but also for pub-

lic health monitoring due to frequent inclusion of details of the violent inci-

dents (physical, emotional etc.) and other health-related issues associated with

the abusive experience (anxiety, depression etc.). As an example: “I desperately

need help. He physically assaulted me and threatened to kill me. I have spent the last
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10 months with depression, and PTSD”. Considering the remaining classes, the

‘early-intervention’ and ‘awareness-raise’ were the violence prevention strate-

gies proposed by WHO [162].

Thus, the posts P3 & P4 raise an awareness of DV and express an empathy

with the victims. Finally, the post P5 is classified as ‘general’ and does not assist

DVCS groups in response coordination nor provide any additional insight into

DV instances. The examples provided illustrate the need for an automatic posts

classification in order to pro-actively support the potential DV victims and fulfill

the WHO initiatives goals. Overall, an automatic thematic grouping is benefi-

cial, even crucial given continuously growing DV community as a response to

the wide prevalence of violence acts as well as the commonness of Social Media

aid-seeking [43, 48, 123, 134].

The prioritization of content enables to efficiently reach out to potential vic-

tims with the exact support needed and in a timely manner, which is often-

times a key determinant of the successful help endeavors. Nonetheless, the task

proves extremely challenging given the rapidly growing Social Media data as

well as lack of DV benchmark corpora for classification. The difficulty comes

not only from the large volume and real-time posts inflow, but also the unstruc-

tured and highly noisy character of textual data.

As for the traditional text classification techniques, their performance accu-

racy rely heavily on the features extracted. Due to the unstructured format and

informal character of Social Media data, manual feature engineering is consid-

ered tedious and ineffective. From the misspellings, through abbreviations, to

synonyms, the automatic posts categorisation poses significant processing chal-

lenges in order to produce meaningful results. As an example, the alternative
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term or shortened version such as ‘Domestic Abuse’ and ‘DV’ refer to the same

concept of ‘Domestic Violence’. Consequently, the basic search query for posts

identification proves severly limiting.

Deep Learning has already proven successful in text classification tasks, out-

performing the benchmark Machine Learning techniques [151] [20]. The most

distinctive features are evaluated automatically during the model training pro-

cess. To further improve the classification performance, the pre-trained embed-

dings are commonly incorporated into the model. The concept of embeddings

is based on the assumption of terms semantic relationship, i.e. the pair ‘assault’

and ‘abuse’ will display closer distance in the vector space than the pair ‘love’

and ‘abuse’. Still, the effectiveness of embeddings in classification tasks depend

on the volume, quality, and the relevance to the domain knowledge of data used

for their training. Thus, the domain-specific embeddings generation is getting

increasing amount of attention among the researchers.

To the best of our knowledge, no prior study has performed multi-class DV

posts identification nor evaluated Deep Learning algorithms against Machine

Learning techniques with different features in DV context. The experiment re-

sults and analysis are beneficial to researchers, who are interested in carrying

out further research in DV based on online Social Media data. Thus, the main

objectives of this chapter are as follows:

• DV corpora creation with multi-class annotation (‘gold standard’);

• State-of-the-art Deep Learning models classification accuracies compari-

son;

• Superior performance of Deep Learning over Machine Learning empirical

validation;
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• Domain-specific embeddings construction from over 500k DV-related on-

line posts;

• DV embeddings versus default embedding (GloVe) performance analysis;

• Knowledge discovery about the violence issue from Social Media.

Section 5.2 discusses about multi-class identification approach used in pre-

vious online text classification tasks and identified themes in different contexts.

Section 5.3 covers methodology followed, namely: data collection from So-

cial Media, ‘gold standard’ corpora construction, features extraction with pre-

trained word embeddings, Deep Learning models specifications, and the per-

formance metrics used. Section 5.4 details the experiment design and anal-

ysis, including Knowledge discovery from the pre-identified classes, features

extraction and model training, the classification accuracies comparison, hyper-

parameters explanation and evaluation, visualisation-supported performance

and error analysis, and the DV-specific embeddings analysis. Section 5.5 con-

cludes the results, highlights limitations and proposes future directions for the

study.

5.2 Literature Survey

In the previous chapter (Chapter 4), the approach for binary classification of

posts as either ‘critical’ or ‘uncritical’ has been proposed. In the current chapter,

the focus was to further increase the effectiveness of DVCS groups in support

of DV victims. Consequently, the more informative and finer-grained classes

were derived under the supervision of qualified and active in family violence

psychiatrist. Table 5.1 illustrates the exemplary posts for each class, and further
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rationale for the classification is provided in the sub-section 5.3.2. As a result,

this thesis addresses the two main challenges currently encountered by DVCS

groups (1) irrelevant and noisy posts are filtered out giving importance to crit-

ical ones (previous chapter), (2) finer-grained categories identification (current

chapter).

An approach followed was successfully adopted in prior studies on multi-

class identification, where binary classification was performed as the primary

step. As an example, the crisis-related Social Media posts have initially been

classified into one of the two classes ‘informative vs non-informative’ [151].

In order to efficiently coordinate the crisis responses, further information cate-

gories were derived that related to affected individuals, donations, sympathy

and support etc., and directed to different relief functions. Such approach fa-

cilitated the crisis situations management by the humanitarian organizations

using state-of-the-art algorithms. Similarly, another study proposed automated

classification approach for mental health-related posts identification from So-

cial Media, followed by further categorization into the specific disorders such

as bipolar, anxiety or depression, based on the underlying theme of the post [80].

Table 5.2 summarizes the related work in the areas of (i) disaster response and

crisis management, and (ii) hate speech detection on Social Media. It further

discusses about the various identified themes in multi class approach and the

classifiers compared to identify the best performing model.

In order to accelerate disaster response and reduce human loss during nat-

ural disasters, Imran et al. [99] proposed automatic methods for the emergency

responders to process the information of disaster affected communities in a

timely manner. They categorized the posts into 5 categories, namely ‘Caution &
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advice, Information source, Donation, Causalities & damage, and Unknown’,

in terms of the context and usefulness of the posts. The Machine Learning

algorithms were compared against various textual features such as unigrams,

bigrams, part of speech tags and NB classifier achieved reasonably good perfor-

mance. In the another similar study of crisis response, Nguyen et al. [151] cat-

egorized the Social Media posts based on information types such as ‘Affected

individuals, Donations and volunteering, Infrastructure & utilities, Sympathy &

support, Other useful information, and Irrelevant’ to assist humanitarian agen-

cies in response coordination. Various algorithms such as SVM, NB, LR and

CNNs were tested and the authors concluded CNNs model more suits the dis-

aster response management, as the Deep Learning models has an advantage

of automatic feature extraction, without any manual engineering process. To

help emergency responders and public to react emergencies in a timely planner,

Nicoli et al. [186] proposed 4 categories of messages as ‘Emergency prepared-

ness, Emergency response, Post emergency and recovery, and Engagement’.

They trained classifiers such as CNNs, RNNs, and GRUs to automate the pro-

cess for accurate classification of posts. The best performing classifier according

to their experimental analysis is GRUs.

In the another domain of hate speech detection on Social Media, Thomas

et al. [55] developed an approach for the separation of hate speech from offen-

sive language. They categorized the posts into 3 types namely: ‘Hate speech

(racist and homophobic posts), Offensive (sexist posts) and Neither’. The LR

classifier reached higher classification performance, when it was compared with

NB, DT, RF and SVM. In the similar study of hate speech detection with the

similar 3 classes, pikesh et al. [10] found, the classification performance led to

the best accuracy, when the LSTMs combined with gradient boosted decision
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trees (GBDT) than the other models such as LR, SVM, GBDT, CNNs, LSTMs.

sreekanth at al. [127], classified an input post into 3 classes namely ‘Overtly ag-

gressive, Covertly aggressive, and Non-aggressive’ for the problem of aggres-

sion detection on Social Media. They developed an majority voting based en-

semble method by combining the 3 classifiers CNNs, BLSTMs, and LSTMs to

predict the aggressive content on Social Media.

Despite the difference in domain, that could be either crisis response or abu-

sive language detection, the promising results of classification models are in-

creasingly observed in numerous real-time Social Media applications. These

studies further prove that a careful design can yield an efficient system, lead-

ing the way for more sophisticated data analysis and interpretation systems.

Nonetheless, all of the evaluated models demonstrate superior text classifica-

tion performance, yielding comparable results. Still, the selection of the most

optimal model is highly dependent on the application task as well as the hyper-

parameters setting.

Inspired by the above-mentioned works, and to identify the best performing

features in DV multi-class identification, the various sets of features extracted

from the users’ posts were compared. Further, the traditional Machine Learn-

ing algorithms with BoW, and TF-IDF features were comapred with the Deep

Learning models that use word embeddings, to understand which model com-

bination provide improved classification results. No attempts has been made to

investigate the potential of deep learning in applications of multi-class identifi-

cation of DV posts. This chapter aims to address the challenges in DV to predict

the best performing model for multi-class identification problem.
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Table 5.2: Example Systems in the Context of Disaster Response and Hate
Speech Detection on Social Media

No. Category Social Media No. of. categories Multiple classes Methods compared Accuracy

1 Disaster Response [99] Twitter 5 “Caution & advice, Information
source , Donation, Causalities &
damage, and Unknown”

NB, SVM NB

2 Crisis Response [151] Twitter 6 “Affected individuals, Donations and
volunteering, Infrastructure & utili-
ties, Sympathy &support, Other use-
ful information, and Irrelevant”

SVM, NB, LR, CNNs CNNs

3 Emergency Response [186] Facebook 4 “Emergency prepared-
ness,Emergency response, Post
emergency and recovery, and En-
gagement ”

SVM, CNNs, GRUs GRUs

4 Hate Speech Detection [55] Twitter 3 “Hate speech, Offensive Language,
and Neither”

LR, NB, DT, RF, SVM LR

5 Hate Speech Detection [10] Twitter 3 “Racist, Sexist, and Neither” LR, SVM, GBDT, CNNs, LSTMs LSTMs + GBDT

6 Aggression Detection [127] Facebook 3 “Overtly aggressive, Covertly aggres-
sive, and Non-aggressive”

CNNs, LSTMs, BLSTMs Ensemble

5.3 Methodology

The section presents the proposed approach (Figure 5.1) for multi-class DV

posts identification from Social Media. The methodology consists of the five

steps, detailed in the following sub-sections.

Figure 5.1: Architecture of Proposed Approach for Multi-class Identification
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5.3.1 Data Extraction

Due to wide popularity and extensive engagement of sharers and supporters on

DVCS Facebook group, the data was extracted from Facebook as the principal

Social Media platform. Facebook is also ranked first among the top 15 social

networking sites with around 2 billion users worldwide [191]. The posts were

collected from pages that discuss the range of DV-related matters. The Face-

book Graph API was used in the extraction process and the search terms were

‘Domestic Violence’ and ‘Domestic Abuse’. A number of posts and comments

of approximately 100, 000 was returned following the data collection from the

10 most active DV pages. The benefit of the Facebook Graph API [65] is that

researchers can develop the applications to detect an information type of new

posts in real-time, which can further enhance the DVCS groups efficacy. Consid-

ering the ethical concerns, the posts were collected solely from publicly avail-

able pages, and the identities of individuals included in the extracted dataset

remained confidential.

5.3.2 Gold Standard Construction

In order to construct the ‘gold standard’ 2, the manual classification of data ex-

tracted was performed. Since human annotation is a time consuming process,

the random 3, 000 posts were sampled. The instances containing only hyper-

links or images were excluded from further processing. The final benchmark

corpora consisted of 1654 posts in total with a following breakdown between

the categories: Awareness - 345, Empathy - 371, Fund Raising - 288, Personal Story -

2https://github.com/sudhasmani/DV Dataset
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352 and General - 298. The size of obtained dataset is considered moderate, given

no previous work on multi-class DV online posts identification had previously

been undertaken.

The posts were categorised as Awareness, Empathy, Personal Story, Fund Rais-

ing or General (Table 5.1). To further illustrate the annotation process, the ex-

emplary messages, corresponding labels, and classification rationale have been

presented in the following points:

• P1 post as Personal Story: Emotional support from the community seeking

through personal experience sharing (critical);

• P2 post as Fund Raising: Financial assistance in the crisis moment solicita-

tion (critical);

• P3 post as Awareness: Awareness about the violence promotion (non-

critical);

• P4 post as Empathy: Empathy expression from community (non-critical);

• P5 post as General: No additional insight into the DV problem (non-

critical).

The annotation was performed by 2 research students under the supervision

of a consultant psychiatrist with specialisation in DV field. Involvement of the

domain expert was deemed necessary to ensure the credibity and usefulness of

the ‘gold standard’ constructed. The Kappa coefficient was calculated to vali-

date the inter-rater reliability as the most commonly used metric in similar type

of studies [136]. The degree of agreement obtained was 0.81. In case of uncer-

tainty, the final label was assigned following an advice of the expert.
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The example of the borderline post is as follows: “hi. my name is sarah. i am

a domestic violence survivor with a brain injury from dv. i am mum to two beautiful

children. she is 12 and he is nearly 3. i left my abusive former partner the day he

attacked me with our 4 month old son in my arms. my son was traumatized in this

violent physical attack. i have just recently finish a 5 year dream. i wrote a book. i

would love to inspire other women and encourage them that we can all have our sacred

loving self back to ourself and lead a normal happy life. i want to request you to put

my latest book on your page. please support if you can”. The post can be classified

as Personal Story given that the victim shares her personal experience with DV,

as well as implies the need of emotional support from DVCS community. On

the other hand, the post can be labelled as Awareness provided that the problem

had already been battled by the victim, who aims to promote her book inspiring

other women in standing up against violence. Guided by the domain expert,

the post was finally classified as Personal Story due to detailed depiction of the

abusive relationship experience, and the potential for fine-grained knowledge

extraction.

5.3.3 Feature Extraction

An important part of Deep Learning application to multi-class identification

task involves the use of word embeddings as the features extraction. Words em-

beddings are considered the more expressive representation of text data, cap-

turing the relationships between the terms. The vector representations of words

are learnt in such a way that the similar concepts will be positioned nearby

in the vector space. The unique characteristics of words embeddings such as

automatic features extraction, semantic relationships retention and significant
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dimensionality reduction overcome the drawbacks of the traditional features

extraction such as sparsity and non-semantic representation. For instance, the

terms ‘depression’ and ‘anxiety’ will be considered as distinctive features in the

BoW model, which will only count their occurrence. The fact that both belong to

the mental health condition category (thus being semantically related), would

be ignored by the classier leading to decreased performance on the prediction

task.

The two most common word embeddings that were trained on the large ex-

ternal corpus such as Google’s Word2Vec [142] and Twitter’s crawl of GloVe

[181] have already shown promising results in various class prediction tasks.

On the other hand, the domain-specific embeddings were also applied and val-

idated, demonstrating the improved performance in text classification (crisis

embeddings [150]) and named entity recognition (medical embeddings [251])

applications.

In order to evaluate the potential class prediction performance improvement

using domain-specific embeddings, the DV embeddings have been constructed.

The classification accuracy of Deep Learning models trained on pre-trained and

DV-specific embeddings was then compared. The details of embeddings and

experiments performed are as follows:

• Pre-trained embeddings: The two most popular embeddings have been

used, namely Word2Vec and GloVe. The former has been trained on nearly

100 billion words from Google News, and covers 300 dimensional vectors

for a vocabulary of 3 million words and phrases [142]. The latter has been

trained on nearly 840 billion words from Twitter posts, and covers 300

dimensional vectors for a vocabulary set of 2.2 million words and phrases
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[181]. Thus, for both feature sets, each word is represented by a vector of

word embedding containing D = 300 dimensions.

• Domain-specific embeddings: The domain-specific embeddings 3 have

been trained on the large corpus of DV-related discussions to differenti-

ate from the generic news and tweets. The sources for data extraction

included Facebook, Reddit, Blogs and Twitter. Only topic relevant posts

were considered (e.g. victims support forums, abuse-dedicated groups

etc.). In total, the corpus contained nearly 500k posts. The 50 and 300 em-

bedding dimensions were used for training, given the relatively small size

of the dataset in comparison with the pre-trained embeddings.

5.3.4 Model Development

The 5 Deep Learning models were adopted at this stage, namely:

• CNNs: The CNNs architecture used is described in-detail in [105]. In

the first layer of the model, the most informative n-gram features are ex-

tracted, and the embeddings for each word are stored. Then, it passes

through the pooling layer to produce feature vectors, and transforms the

previous convolutional representation into a higher level of abstract view.

Finally, the dense layer takes the combinations of produced feature vectors

as input, and makes the prediction for the corresponding post.

• RNNs: The RNNs architecture used is described in-detail in [225]. RNNs

handle a variable length sequence input by having loops called recurrent

hidden state, which captures the information from previous states. At

3https://github.com/sudhasmani/DV embeddings
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each time stamp, it receives an input and updates the hidden state. The

advantage of RNNs is that the hidden state integrates information over

previous time stamps.

• LSTMs, GRUs and BLSTMs: LSTMs [84], GRUs [36] and BLSTMs [85]

are improved versions of RNNs. The core idea behind LSTMs are mem-

ory units, which maintain historical information over time, and the non-

linear gating units regulating the information flow. GRUs are basically the

LSTMs with two gates, whereas LSTMs have got three gates. GRUs merge

the input and forget gates into one unit called the update gate. BLSTMs

consist of two LSTMs, which integrates the long periods of contextual in-

formation from both forward and backward directions at a specific time

frame. This enables the hidden state to store both the historical, and the

future information. Thus, LSTMs, GRUs and BLSTMs are considered the

state-of-the-art semantic composition models for text classification tasks,

which learn long-term dependencies between the words in a sequence

without storing the redundant information.

5.3.5 Performance Evaluation

The Precision, Recall, F-Measure and Accuracy are selected as evaluation met-

rics for the classifier. These metrics have been used widely in previous studies

to examine models performance [10, 150].

Also, the k-fold cross-validation was applied to assure the robustness of the

validation and to prevent overfitting and the potential selection bias [31, 115].

The collected dataset was randomly divided into k partitions, where one par-
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tition was reserved as the testing set, while the others were combined into the

training set. The procedure was repeated k times for different testing sets. The

results were averaged to produce the final performance metric.

5.4 Experiment Design and Analysis

In this section, the automatic classification experiments for categories identi-

fication from DV posts are discussed in detail. Several steps were performed

to evaluate the performance of the introduced approach using Deep Learning.

These include:

(A) Descriptive Statistics: The insights about the corpus characteristics such as

number of posts in each class, the maximum and average words count in

each class, before and after pre-processing. Also, the most frequent words

in each class were produced for qualitative analysis.

(B) Model Training: The detailed steps for model training are presented includ-

ing features extraction approaches (e.g. Word2Vec and GloVe), the ratio-

nale behind their application as well as the settings selection. The mod-

els training procedure is described for both Deep Learning and Machine

Learning techniques.

(C) Accuracy Evaluation: The performance of the 5 Deep Learning models,

namely CNNs, RNNs, LSTMs, GRUs and BLSTMs on the constructed

benchmark data set was evaluated. Additional experiments with Machine

Learning approaches, namely SVM, RF, LR and DT were conducted for

comparison purposes. The most commonly used validation metrics, i.e.

Precision, Recall, F-Measure and Accuracy were calculated.
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(D) Hyper-Parameters Evaluation: Given an influence of the associated hyper-

parameters on the performance of classifiers, the number of experiments

with various settings were perfomed. The parameters optimised included

the pre-trained word embeddings, optimizer type, dropout rate, number

of recurrent units, and number of LSTM memory units, or convolution

filters. As training and tuning a neural network can be time consuming,

the selected parameters followed the study by Reimers et al. [196].

(E) Models Visualisations: The scatter plots and confusion matrices that visu-

ally depict the various Deep Learning architectures performance were pro-

duced. The graphical representation not only allows to obtain an instant

overview of the similarities between the classes, but also to identify the

main sources of misclassifications. As a result, the outputs interpretation

is facilitated, and the potential errors better understood.

(F) Domain-specific Embeddings Analysis: The experiments were conducted

to test our hypothesis of DV-specific embeddings over the generic pre-

trained embeddings performance improvement. The analysis covered (i)

an impact of the proposed embeddings on classification accuracy, and (ii)

the insights and knowledge discovery about DV from the embeddings

generated.

5.4.1 Descriptive Statistics

The descriptive statistics has been performed on the dataset with various

pre-processing steps applied for comparative purposes, namely: (i) No pre-

processing, (ii) Stopwords removal, and (iii) Stemming only. The total number

of words in each class was calculated along with the average and maximum
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number of words per post, also in each class. Finally, the most frequently oc-

curred terms were extracted for finer-grained insight into the nature of each

class.

From Table 5.3, we can observe that the total number of words was reduced

significantly after the stopwords removal. This indicates a considerable propor-

tion of generic vocabulary in the posts collected. Also, the discrepancy was

noticed after stemming application as the words count increased for certain

classes, e.g. the word ’F.B.I’ was transformed into ‘f’, ‘b’, ‘i’. Furthermore, the

stemming procedure proved meaningless from the interpretation and knowl-

edge discovery point of view, which can be illustrated with the example of

terms such as ‘domestic’, ‘abuse’ and ‘peace’, converted into ‘domest’, ‘abus’

and ‘peac’.

The most notable difference between the classes was observed in the total

number of words, and the related average post length. The total number of

words in Personal Story category accounted for 75% of the total number of words

in all classes. In contrast, the Empathy category comprised only 3% of the total

words count. Since victims share their personal experience, the lengthier posts

in Personal Story category were expected, demonstrating the potential for deeper

knowledge mining and discovery. On the other hand, brief Empathy posts such

as ‘Rest in Peace, we miss you beautiful angel’ prove little informative with re-

gard to the problem of violence, thus are considered non-critical in DVCS sup-

port services efforts.

Overall, with the presence of stopwords, the most frequent words include

mainly prepositions, pronouns and articles, which apply to all of the classes. Af-

ter stopwords removal, the valuable and interesting insights about the specifics
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of each class emerge. The findings from the most common words are discussed

with respect to the each class:

• Personal Story: The terms relating to the time/length of the abusive inci-

dence such as ‘years’ or ’time’ have been observed. Also, the dominance

of the 1st and 3rd person pronouns i.e. ‘me’, ‘my’, ‘he’, ‘she’ or ‘her’ is

characteristic for Personal Story category. This can be explained by the

self-expressive nature of such posts, as well as the indication of the per-

petrators e.g. ‘He abused me for 10 years’. As demonstrated, even the

stopwords add value in classes differentiation.

• Fund Raising: The terms ‘support’, ‘click’ and ‘help’ are the most prevalent,

as expected. Additionally, the most common support recipients i.e. ‘chil-

dren’, ‘mother’ are highlighted. As an example - ‘please help me, please

support my children’. Similar to Personal Story category, the 1st and 3rd

person pronouns have been widely observed in this class as well.

• Awareness: Similarly to Fund Raising category, the most frequent words

include ‘please’, ‘share’, ‘support’, ‘like’, ‘love’, ‘awareness’ as expected.

Such terms do not provide additional insight into DV problem, therefore

their classification as non-critical.

• Empathy: The most sympathetic words among all the classes such as ‘sad’,

‘beautiful’, ‘heartbreaking’, ‘tragic’ and ‘love’ have been observed. The

main intention of the posts in the Empathy class is to show compassion to

the victims, therefore their non-critical nature from DVCS perspective.

• General: The class dominated by generic, and mostly non-abuse related

terms, including ’like’, ‘love’, ‘everyone’, ‘favorite’, ‘hey’ or ‘answer’.

111



Table 5.3: Exploratory Data Analysis of Multiple Classes

Pre-processing steps Words count Personal Story Fund Raising Awareness Empathy General

No Pre-processing

Total No of words 125631 19280 23346 5956 7269

Max words count of posts 4310 143 1659 303 131

Avg words count of posts 356 66 67 16 24

Most Common Words

I, to, and, the, my,
a, he, was, of, me,
in, that, for, it, with,
is, her, she, this, on.

to, I, and, a, my, the, of,
by, support, here, click,
in, is, her, for, was,
domestic, she, help, with.

to, and, the, you, a, of,
I, is, for, in, your, that,
are, this, domestic, with,
we, it, have, be

in, so, to, rest, and, peace,
the, of, this, beautiful,
all, is, sad, that, these,
you, I, a, are, my.

I, a, to, the, my, you,
and, is, on, of, have,
for, that, in, with,
what, it, so, your.

Stop words removal

Total No of words 57237 10224 13033 3074 3781

Max words count of posts 2014 65 898 156 61

Avg words count of posts 162 35 37 8 12

Most Common Words

Time, one, back, life, never,
know, like, help, abuse,
years, violence, still, could,
go, domestic, going.

Support, click, domestic, help,
violence, children, mother,
organized, abuse, years, name,
family, abusive, need, life, home.

Domestic, violence, please, share,
help, abuse, life, support,
like, page, know, love,
awareness, women, people.

.rest, peace, sad, beautiful,
heartbreaking, lives, women,
violence, souls, heart, angels,
love, tragic, lost, breaks.

Like, love, everyone, good,
get, day, want, hey,
going, something, today,
go, favorite, one, answer.

Stemming Applied

Total No of words 128511 19545 24596 5908 7193

Max words count of posts 4347 151 1712 299 131

Avg words count of posts 365 67 71 15 24

Most Common Words

I, to, and, the, my, a,
he, me, was, of,
in, it, that, for, her,
with, t, is, him, she.

To, I, and, a, my, the,
of, by, support, here,
click, in, her, is, for, was,
domest, help, she, violence

To, and, the, you, a,
of, I, is, in, for, your,
that, this, be, domest,
are, violence, with, abus.

In, so, to, rest, peac,
and, the, sad, this,
of, all, beauty, is, I, that,
you, these, a, it, mani

I, a, to, the, my, you, s,
and, it, is, have, of,
for, that, what,
in, t, all, with, do.

As presented, the manual features extraction is found interesting in terms

of the potential insights and knowledge generation. Nonetheless, the approach

proves less effective in classification task, with more time and effort required.

In the following sub-sections, the extensive experiments will be demonstrated

to analyse and compare the performance of traditional and advanced feature

engineering methods.

5.4.2 Model Training

In order to examine the robustness of the classifiers, the features for Deep

Learning models were extracted using the 2 main word embeddings, namely

Word2Vec and GloVe.The first layer of the model is the embedding layer that

computes the index mapping for all the words in the vocabulary and convert

them into dense vectors of fixed size by parsing the pre-trained embedding.

The subsequent layers contain 128 memory cells, which is the number popu-

larly used in previous applications [196]. Additionally, the models were trained

up to 50 epochs and implemented using Keras [37].
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In Deep Learning, the pre-processing is not carried out as models process

the sequence of words in the order they appear. Stopwords might hold valu-

able information that could be leveraged. Words are preserved in their original

form without stemming as they can represent different context (e.g. the words

‘abusive’, ‘abuser’, ‘abuse’ are context dependent). Also, Nadam optimizer was

used for Deep Learning models. Batch size was set to 32 posts as the dataset

size was moderate. Relu activation function was used and recurrent units were

set to 128. Dropout is an effective technique to regularize the model and combat

overfitting [72, 219]. Accordingly, the dropout rate was set to 0.2 [196].

In terms of the traditional Machine Learning techniques, the most common

feature models in text classification tasks i.e. TF-IDF and BoW were adopted. In

order to overcome the limitation of our previous work [223], i.e. simple versus

strong features and models comparison, the comprehensive experimentation

with all of the potential ‘feature-model’ combinations was considered. For the

evaluation purposes, the default parameters settings from python scikit-learn

package were selected.

5.4.3 Accuracy Comparison

The dataset was partitioned into training and testing sets, following 3-fold strat-

ified cross-validation approach, as used in previous studies [185] [172] [93]. The

3 pre-processing cases for traditional classifiers were selected:

(a) stopwords removal only;

(b) stemming only;
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(c) both stopwords removal and stemming.

The Machine Learning models performance heavily depends on the pre-

processing procedures undertaken. The results indicate that the traditional clas-

sifiers have achieved the highest performance with stemming only (b) (i.e. with

stopwords retained). In the context of DV multi-class identification, some stop-

words could be helpful in classes distinction (e.g. Personaly Story due to the

large proportion of 1st and 3rd person pronouns).

The results also assist in identification of the most optimal case for com-

parison with the 5 Deep Learning architectures. Due to the space constraints,

only the evaluation outputs for the highest-performance setting (b) for Machine

Learning technique are shown. Evaluation metrics such as Precision, Recall,

F-Measure and Accuracy were computed and are presented in Table 5.4.

Overall, Deep Learning models with GloVe embedding, which proved supe-

rior to Word2Vec, achieved improved performance over the traditional Machine

Learning classifiers (except for RNNs), as indicated by the higher evaluation

metrics outputs. In terms of the lowest score of RNNs, it can be attributed to

the problem of vanishing gradients [14]. Given a long sequence, information

of initial sequence fades away as the new sequences are fed into the networks

of RNNs. Nevertheless, such limitation of RNNs seems to be overcome by its

later versions, namely LSTMs, GRUs and BLSTMs. The successive versions can

capture long-term dependencies efficiently, which is suitable for dealing with

sequential textual data.

With GloVe embedding, GRUs and BLSTMs performed the highest with

scores of 91.78% and 91.29%, respectively. RNNs achieved the lowest accuracy
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of 67.65% among all 5 Deep Learning classifiers. With Word2Vec embedding,

BLSTMs scored the highest accuracy of 89.12%. Still, its overall performance

is lower than both the GloVe embedding and the selected Machine Learning

classifiers, such as SVM and LR with TF-IDF setting.

Table 5.4: Evaluation Metrics of Classification Models

Model Feature-Set Precision Recall F-Measure Accuracy

CNNs Word2Vec 87.66 87.33 87.50 87.30
RNNs Word2Vec 62.33 60.00 61.17 60.03
LSTMs Word2Vec 85.33 85.33 85.33 85.25
GRUs Word2Vec 81.66 81.00 81.33 81.14
BLSTMs Word2Vec 89.33 89.00 89.17 89.12

CNNs GloVe 91.33 91.00 91.17 90.93
RNNs GloVe 69.33 67.66 68.50 67.65
LSTMs GloVe 91.00 91.00 91.00 90.99
GRUs GloVe 91.66 91.66 91.66 91.78
BLSTMs GloVe 91.66 91.33 91.50 91.29

SVM Word2Vec 88.98 88.26 88.62 88.36
LR Word2Vec 88.50 87.49 87.99 87.64
DT Word2Vec 63.45 61.78 62.60 62.55
RF Word2Vec 77.12 76.63 76.88 77.09

SVM Glove 88.10 87.39 87.74 87.45
LR Glove 86.99 86.16 86.57 86.36
DT Glove 64.23 62.41 63.30 62.91
RF Glove 77.79 77.27 77.53 77.82

SVM TF-IDF 91.00 91.00 91.00 90.81
LR TF-IDF 91.00 90.33 90.67 90.45
DT TF-IDF 82.33 82.33 82.33 82.29
RF TF-IDF 86.00 84.33 85.17 84.40

SVM BoW 88.00 86.66 87.33 86.58
LR BoW 89.00 88.33 88.67 88.21
DT BoW 83.66 82.66 83.16 82.77
RF BoW 77.33 74.66 76.00 75.09

Table 5.4 results further demonstrate that Machine Learning models such

as SVM and LR obtained higher accuracy with TF-IDF features. The Machine

Learning classifiers are well suited for high dimensional and spare features vec-

tors. It is obvious from the results that such classifiers are not suitable for dense

vector representations with 300 dimensions. As the word embeddings are supe-

rior to traditional features, the advanced Deep Learning models can effectively
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(a) Word2Vec (b) GloVe

Figure 5.2: Accuracy of Deep Learning Models at Different Epochs.

use the dense representation of words embeddings.

5.4.4 Hyper-parameters Evaluation

The performance of Deep Learning models was evaluated with respect to the

training epochs. Ideally, more training epochs would result in the well-trained

and stable models. However, Deep Learning often takes a long time to run.

Setting high number of training epochs results in significant and unnecessary

costs incurred. Figure 5.2 shows the accuracy of Deep Learning models using

both Word2Vec and GloVe word embeddings against various training epochs.

The models appear to converge faster with GloVe than Word2Vec features set.

With Word2Vec embedding (Figure 5.2a), the accuracy of Deep Learning models

fluctuated at the beginning and became stable after 30 epochs on average. With

GloVe embedding (Figure 5.2b), the majority of the models reached stability af-

ter 20 to 25 epochs, except RNNs. Thus, the Deep Learning models arrived at

the optimal accuracy and consistency in learning rate with the minimum train-

ing epochs using GLoVe embedding.

Next, the various hyper-parameters settings such as optimizer, batch size,

number of recurrent units and activation function were evaluated on GRUs and
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Table 5.5: Accuracy of GRUs and BLSTMs with Different Parameters Settings

Hyper-parameters Variants GRUs Acc BLSTMs Acc

Optimizer

Nadam 91.78 91.29
RMSProp 91.95 91.65

SGD 42.85 51.42
Adam 88.03 88.45

Batch Size
32 91.78 91.29
64 90.99 91.11

256 69.22 90.15

Activation Function
relu 91.78 91.29

softmax 91.11 91.12
sigmoid 91.90 91.29

No. of. Rec Units

20 83.67 90.45
40 89.18 90.51
64 90.20 91.11

128 91.78 91.29
256 91.66 91.17

Note: The model training parameters, defined in sub-section 5.4.2 are highlighted in the table.

BLSTMs models, as their accuracy scores were the highest. The 3-fold cross val-

idation was performed and the outputs are presented in Table 5.5. Among the

optimizers, SGD is quite sensitive with regard to the learning rate and it failed

in many instances to converge. Though Nadam, and RMSProp produced stable

results of more than 91%, the computation time of RMSProp is much higher.

With respect to the batch size, the algorithm achieved relatively good perfor-

mance with the batch size of 32. Higher batch size value does not increase the

performance of the models and the large size of 256 seems to decrease the con-

formance. The algorithm was also evaluated with different activation functions,

including relu, sigmoid, and softmax. The choice of activation function does not

influence the performance of the algorithms as indicated by similar accuracies

for both algorithms. Similarly, the number of recurrent units does not have any

influence on their performance. Even though, the standard setting of 128 recur-

rent units appear to result in slightly better performance than the other settings.
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(a) RNNs (b) BLSTMs

(c) GRUs

Figure 5.3: Visualization of Various Information Categories of DV Dataset us-
ing t-SNE w.r.t. GloVe Embedding. (0-Awareness; 1-Empathy; 2-Fund Raising;
3-General; 4-Personal Story)

5.4.5 Models Visualisations

The models visualizations provide graphical insight into the classification of DV

posts among various Deep Learning architectures. The dimensionality reduc-

tion technique t-SNE based on GloVe embedding was applied in order to plot

the similarity between the categories. The highest (GRUs and BLSTMs) and
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(a) RNNs (b) BLSTMs

(c) GRUs

Figure 5.4: Confusion Matrix of Deep Learning Models w.r.t. GloVe Embedding.
(aw-Awareness; em-Empathy; fr-Fund Raising; gen-General; ps-Personal Story)

lowest (RNNs) performing models were presented for comparison. The natural

clustering between DV posts from their respective groups can be observed on

scatter plots in Figure 5.3. From the analysis, the following conclusions can be

drawn:

• The posts separation by RNNs (Figure 5.3a) model did not produce clear

distinction between the classes. Additionally, the further overlap for Fund

Raising and General categories occurred. The only clearly segmented group

by RNNs model was Empathy. It is due to the specific characteristics of

posts from that group such as very short and mostly repetitive phrases,
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distinct from the remaining classes, e.g. ‘Heartbreaking’, ‘Rest Peacefully

Beautiful Souls’.

• The posts were segmented clearly into their belonging classes by BLSTMs

model (Figure 5.3b). Minor misclassifications occurred between Awareness

and Personal Story categories due to their content similarity. As an ex-

ample, personal experience sharing motivated by the awareness raise to

prevent future DV instances, e.g. ‘I strive to raise awareness for this as

even if it can make one person realise they are strong enough to get out,

it’s worth it.’ (Personal Story)

• The posts were distinguished mostly correctly by GRUs model (Figure

5.3c) as well. Nonetheless, the overlap between Awareness and Personal

Story classes was observed in 2D space resulting in higher number of mis-

classifications within those groups.

To further validate the findings and quantify the classification accuracy be-

tween categories, the confusion matrices were produced for the same models

(RNNs, BLSTMs, and GRUs) (Figure 5.4). The 3-fold cross-validation approach

was adopted. To reduce the potential interpretation bias, the fold with the high-

est score for all 3 models was considered. Similarly to the outputs generated

by the scatter plots, the BLSTMs and GRUs proved the highest accuracy among

all groups, i.e. 92% and 89% posts were classified correctly as Personal Story by

BLSTMs (Figure 5.4a) and GRUs (Figure 5.4c), respectively. In terms of RNNs

(Figure 5.4a), the group with the most misclassifications proved to be Aware-

ness, where 24% of the posts fell under the Personal Story category. It did not

perform well for Fund Raising and General neither, confusing them with Personal

Story group as well. Overall, both the GRUs and BLSTMs maintained strong

performance for various classes and therefore complement each other.
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Table 5.6: Accuracy of Deep Learning Models with GloVe and DV Embeddings
of 50 & 300 Dimensions.

Embedding Dimensions Deep Learning Models GloVe Embedding DV Embedding

50 Dimesions

CNNs 90.27 91.16
RNNs 53.87 62.39
LSTMs 89.60 90.69
GRUs 90.63 91.35
BILSTMs 89.30 91.23

300 Dimesions

CNNs 90.93 89.96
RNNs 67.65 61.27
LSTMs 90.99 88.56
GRUs 91.78 90.14
BILSTMs 91.29 90.55

To further obtain the deeper insights into how the Deep Learning technique

benefits the classification performance with respect to more fine grained con-

tent categorization, some of the posts from test dataset were sampled in Table

5.7. The labels predicted by the Deep Learning models (RNNs, BLSTMs, and

GRUs) were compared with gold standard labels. From the given posts P1 to P9

(Table 5.7), it is clear that the RNNs wasn’t able to correctly predict the classes

and couldn’t differentiate the underlying context. In the case of BLSTMs and

GRUs, most of the posts were clearly segmented into their respective classes

with the higher prediction probability, as previously discussed. However, the

minor misclassifications occurred between Awareness and Personal Story classes.

For instance, the actual class of the posts P8 and P9 were labelled as Personal

Story. However, the BLSTMs and GRUs predicted the class of the posts P8 and

P9 as Awareness respectively. This is because, though the posts P8 and P9 begin

with personal sharing of abusive experience, the stories finally motivated by the

awareness raise to prevent further DV instances and social support message.
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Table 5.7: Sample Posts of Test Dataset and the Corresponding Prediction Re-
sults

ID Posts Actual Class RNNs BLSTMs GRUs

P1 “Negative emotions like hatred destroy our peace of mind. Guide your
self to find peace and healing within you and other people. Hope we
become better people to love and share the best in us. Feel free to con-
tact me for any spiritual guided guidance and reading in any challenge
bless”

aw ps (0.587) aw (0.985) aw (0.982)

P2 “We need to know what they look like how to respond how to help a
colleague and how to create an environment where someone feels com-
fortable enough to go to someone confidentially and safely about needing
support”

aw ps (0.732) aw (0.989) aw (0.996)

P3 “This is so true. They pull you in with their dream come true kind of
world and then the hell begins”

aw em (0.520) aw (0.865) aw (0.988)

P4 “Here is a domestic violence awareness project done in michigan. we
would love for this project to be shared with the world in hopes of
speaking to others. These brave woman stepped out of their comfort
zones in regards to helping each other heal as well as hoping it would
reach those that are in abusive relationships to see they to can have the
strength to leave. Thank you so much for your time and have a wonder-
ful day. @username added 49 new photos to the album body shaming
domestic violence awareness project we are now in the month of october
and being that october is domestic violence awareness month. we gave
woman around michigan the challenge of speaking out and having a
voice.Please help share our stories and hopefully give others the courage
to stand up and say no to domestic violence body shaming no more.”

aw ps (0.442) ps (0.896) aw (0.490)

P5 “Rest in peace @username a friend who died by the hand of her ex
boyfriend 20 years ago”

em aw (0.300) em (0.992) em (0.999)

P6 “I don’t know if I want to put a sad emoticon or a angry one. far too
many.”

em gen (0.650) em (0.955) em (0.983)

P7 “Click here to support she broke her silence. she’s a hero by @username.
@username story, I believe everyone has the power to be strong enough
to report rape to the police. After two weeks of suffering in silence on
your own scared. Help reward survivors of rape especially after they
broke their silence. Breaking your silence makes you a complete hero.”

fr ps (0.535) fr (0.978) ps (0.717)

P8 “I am mum to two beautiful children s 12 and nearly 3 in june 2014. I
left my abusive former partner the day he attacked me with our 4 month
old son in my arms. My son was traumatized in this violent physical
attack. I knew that day that not only was I in danger, but the lives
of two innocent children were in danger as well that day the day i left
for good. I promised my children i would keep them safe always and
have prioritized their safety over and above anything else during the
course of my four year relationship. I was abused physically verbally
emotionally socially and financially..... I speak for every mother who has
fled to safety with her children. Now our children are our future, they
are our world. we will protect them from all forms of violence as is their
basic human right no child can reach their full potential living with
abuse neglect and family violence or the everlasting effects. I believe
something needs to be done our children of domestic violence need help.”

ps fr (0.476) aw (0.904) ps (0.988)

P9 “October is national domestic violence awareness month. Today marks
the 16 month anniversary of my attack. I am a survivor of domestic
violence. my attacker was charged and found guilty of a third degree
felony strangulation asphyxiation charge against me permanent felony
record but by the grace of god i escaped and survived hours of being
held hostage in a hotel room. The 3 separate asphyxiation attacks and
my 6 foot 4 inch attacker not even realizing the abuse that had been
happening for the 5 months leading up to it, why i don’t know. I was
trying to find the good to empathize to heal my attacker..... Here are
a multitude of wonderful resources and help groups for those in need
for me the houston area women s shelter provided great support take
action be active not passive. Forgiveness hope is the anchor of our soul.
October is national domestic violence awareness month.”

ps aw (0.642) ps (0.758) aw (0.845)
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Table 5.8: Example Words and their Top Similar Words from User Posts using DV
and GloVe Embeddings

DV related words Learnt by DV embeddings Learnt by GloVe embeddings
Abuser attacker, assailant, perpetrator, spouse, affair,

rapist, narcissist, ex, ultimatum, partner, victim,
perp, husband, aggressor, predator

abusers, addict, pedophile, offender, rapist,
addiction, molestation, abuse, abusing, psy-
chopath, sex, alcholic, pornography, psychotic,
prostitution

Abuse violence, assault, degradation, cruelty, trauma,
violenc, abusers, dv, violance, voilence, victim-
ization, scarring, harassment, homicide, coer-
cion

sexual, harassment, abuses, sex, criminal, rape,
cases, torture, crime, neglect, discrimination, al-
leged, allegations, serious, charges

Domesticabuse coercivecontrol, domesticviolence, wearpur-
pleinoctober, getout, dvam, silencetheviolence,
childsexualabuse, cocoawareness, ipledge-
because, seedv, stopallviolence, stopabuse,
domesticabuseawareness, stopthesilence,
lovedonthate, healdonthurt, gbv, takeastand,
embracingmyself, financialabuse, gethelp,
seekhelp, reachout, childabuse, selfdefense,
respectisvital, stayinfocused, voiceshave-
power,vaw, domesticviolenceawareness, healin-
gandrecovery, growinfight, gutsoverfear

prey, spinach, hides, realises, carton, leaves,
feed, destined, parasite, discovers, unwittingly,
infected, sickly, toxic, likelihood, lighttouches,
venom, nutrients, realizes, virus, predators,
grows, poisoning, berries, milk, pregnant, inject-
ing, drained, returns, overdose, humans, liver,
feeding, attractive.

Note: The words in the table also include misspellings and abbreviations, as they are more common
in the users’ postings on Social Media.

5.4.6 Domain-Specific Embeddings Analysis

The domain-specific embeddings for DV were constructed and evaluated in

terms of (i) impact on the classification performance in Deep Learning mod-

els, (ii) useful insight generation and knowledge discovery about the DV. The

comparative analysis with GloVe as a benchamark has been performed, and the

moderating effect of different embedding dimensions was evaluated.

In terms of the average classification accuracy, the difference between GloVe

and DV embeddings was negligible, which may not offset the time and cost in-

volved in the domain-specific embeddings generation. The performance also

varied across different dimensions levels, i.e. DV embeddings scored higher

with the size of 50, whereas GloVe proved superior with the size of 300. From
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computational efficiency perspective, lower number of dimensions is prefer-

able, given the reduced training time. Table 5.6 presents the accuracies ob-

tained for the CNNs, RNNs, LSTMs, GRUs and BILSTMs models, trained on

both GloVe and DV embeddings, with the dimensions set to 50 and 300.

The other aspect of analysis involves the potential for insights generation

and knowledge discovery from both GloVe, and the domain-specific embed-

dings. DV embeddings were trained on the content crawled from online forums

dedicated to the violence victims support. Hence, it is expected that the results

obtained from domain-specific embeddings will be more meaningful and valu-

able, than the outputs from GloVe, trained on the general Twitter corpora. To

test the assumption made, the most similar words to the 3 DV-related terms

were extracted from both GloVe and DV embeddings (Table 5.8). The similary

was evaluated by the standard measure of cosine distance in the vector space.

The 3 DV-related terms, such as ‘abuser’, ‘abuse’ and ‘domesticabuse’ were se-

lected based on their common ocurrence in the user posts.

For instance, the sample words associated with ‘abuser’ generated by DV

embeddings allow for deeper insight into, in this case, the types of victimisers,

i.e. ‘ex’, ‘partner’, ‘husband’. On the other hand, the generic nature of terms

produced by GloVe returns more general terms.

As another example, the word ’abuse’ represents the nature of abuse in the

domain context. The DV-embeddings return the similar meanings of abuse

term such as ‘violence’, ‘assault’, ‘harrasment’, and ‘coercion’. The domain-

specific embeddings proved superior in the identification of the commonly used

abbreviations, such as ‘dv’ (Domestic Violence), and mis-spellings (‘violenc’,

‘voilence’).
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Similar to ‘abuse’, the phrase ‘domesticabuse’ and its related terms returned

by the domain-specific embeddings allow for deeper insight into, in this case, (i)

the other types of abuse (e.g. ‘coercive control’, ‘child sexual abuse’, ‘financial

abuse’, ‘child abuse’, etc.,), (ii) awareness messages (e.g. ‘wear purple in octo-

ber’, ‘get out’, ‘stop the silence’, ‘love dont hate’, ‘heal dont hurt’, ‘embracing

myself’, etc.,) and (iii) some common abbreviations such as ‘dvam’ - domestic

violence awareness month and ‘gbv’ - gender based violence. In contrast, GloVe

returns mostly irrelevant to DV terms such as ‘prey’, ‘spinach’, ‘nutrients’ or

‘berries’. Thus the GloVe embeddings did not prove insightful in knowledge

discovery about the violence severity and its impact on the victims.

From Table 5.8, the most common potential sources of misclassifications

have been identified and classified as (i) misspellings (e.g. ‘violenc’, ‘voilence’),

(ii) abbreviations (e.g. ‘dv’, ‘dvam’, ‘gbv’), (iii) synonyms (e.g. ‘violence’, ‘as-

sault’) and (iv) phrases (e.g. ‘stop the silence’, ‘love dont hate’, ‘heal dont hurt’).

The embeddings used for model training effectively address the misclassifica-

tions concerns by accounting for the semantic relationships between the terms,

as represented by their cosine similarity.

As DV embeddings are trained on the posts collected from platforms where

victims share their stories and seek support, the insights obtained prove invalu-

able for public health monitoring and suitable preventative measures design.

5.5 Summary of Findings

Social Media has been increasingly used in violence prevention by awareness

raising, knowledge sharing, and bringing stories to the public [43]. Despite the
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increasing popularity of self-disclosure and support seeking among DV victims,

the limited research exists with regard to the actionable insights extraction in

DV domain. Given the large volume and unstructured format of Social Media

data, the robust and scalable posts classification techniques development proves

essential in the efficient content management and timenly intervention by DVCS

groups moderators.

Thus, the approach for multi-class identification from DV Social Media posts

with the state-of-the-art Deep Learning models for the support of DVCS groups

has been proposed. The main contributions are as follow:

(1) Medium-scale benchmark DV dataset with multi-class annotation con-

struction ‘gold standard’; (2) Deep Learning classification model development

and its performance evaluation against its various architectures; (3) Deep Learn-

ing model performance validation against the selected Machine Learning base-

lines; (4) Visually-enhanced interpretation of the similarities between the cate-

gories and the main sources of misclassifications; (5) Domain-specific embed-

dings construction and its evaluation from the classification improvement and

insights generation point of view.

An importance of the availability of annotated corpora to reduce the time

and costs involved in manual human annotation process in the future is em-

phasised in [212]. It is particularly relevant to the niche applications such as

DV. Given no previous work on the required fine-grained level of detail in the

context of DV, the ‘gold standard’ dataset under the supervision of the domain

expert has been created.

A comprehensive set of experiments, covering all possible ‘feature-model’
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combinations has been performed with the results specified in Table 5.4. On

average, the Deep Learning models with words embeddings obtained higher

performance in comparison with the traditional Machine Learning approaches

(except for RNNs). The maximum scores were obtained for GRUs with GloVe

words embeddings, Nadam optimizer and a batch size of 32. Thus, the appli-

cation and optimisation of various Deep Learning architectures as the practical

solution to real-world problem was demonstrated along with the empirical val-

idation of its superiority over the traditional Machine Learning techniques.

As Deep Learning is highly advanced computational technique, the issues

may arise with regards to the subsequent results interpretation. The dimension-

ality reduction scatter plots provided an intuition behind each model classifi-

cation performance through categories separation in 2D space. The confusion

matrices further complemented the analysis by quantifying the classification

scores for each group as well highlighted the main sources of misclassifications.

As a result, the BLSTMs proved advantageous in the case of Personal Story (92%

5.4b), whereas GRUs in the case of Fund Raising and Awareness (97% and 89%,

respectively 5.4c). The decision-support regarding the most optimal model se-

lection for the particular class distinction was therefore provided.

The advantage of domain-specific words embeddings has already been

proved in literature, e.g. crisis embeddings [150] and medical embeddings [251].

Given the expected classification performance improvement and the potential

for Knowledge Discovery, the DV-specific embeddings have been generated.

The classification accuracy of Deep Learning models was marginally higher

with DV embeddings and the low number of dimensions (50), which proves

beneficial considering the reduced training time. Finally, the words analysis
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from the domain-specific embeddings enabled to obtain fine-grained insight

into the abuse types as well as the health conditions experienced by the vic-

tims. In contrast, the results from GloVe proved generic and little informative

from DV perspective.

Still, the findings presented should be considered in light of the several

limitations. The size of the corpus was considered moderate (1, 655 posts),

due to laborious manual annotation process. Nonetheless, the posts distribu-

tion among the classes was relatively similar (Awareness-20.9%, Empathy-22.4%,

Fund Raising-17.4%, Personal Story-21.3%, General-18.0%, and proved sufficient

for model training and categories identification. Additionally, the words em-

beddings approach naturally extends the features vectors, effectively leverag-

ing even small scale datasets. The benefit of posts collection from platforms

other than Facebook was recognised as well. As a result, the analysis with re-

spect to particular source of data would further enrich the study (e.g. What

is the classes composition across the platforms?). Also, the on-going monitor-

ing of DV-related Social Media discourse would enable an identification of the

emerging new categories. Despite the limitations identified, the step towards

pro-active support and mitigation of the destructive impact of DV on physical

and mental health of its victims with state-of-the-art technology has been pro-

posed.
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CHAPTER 6

AUTOMATIC IDENTIFICATION OF ABUSE TYPES AND HEALTH

ISSUES FROM ONLINE DOMESTIC VIOLENCE POSTS USING DEEP

LEARNING

DV is emerged as a growing concern due to the serious threat, it poses to-

wards public health and human rights. Victims suffer from various health issues

such as emotional, physical and reproductive, that are acute, long-lasting and

chronic, or fatal. In recent years, the availability of Social Media has allowed DV

victims to share their stories and to receive support from community. Though,

the sheer volume of user-generated data has become useful resource for public

health monitoring, it has few challenges as the user posts are informal, the med-

ical terms are nontechnical and difficult to extract from lengthy posts. The aims

of this chapter are: (i) to present three datasets that we prepared for the task of identify-

ing abuse and health mentions from user posted Social Media data; (ii) to automatically

predict the various forms of abuse and health mentions, from the victims’ posts using

advanced Deep Learning technique; (iii) to investigate that, the multi-corpus train-

ing approach improves the classification performance and (iv) to investigate that, the

trained word embeddings using a large DV corpus capture the precise semantic and

syntactic word relationships than the existing large corpora of pre-trained word embed-

dings. Empirical evidence on a ground truth datasets has achieved an prediction

performance of up to 78% on average. This chapter validates an application of

cutting edge technique to a real-world problem and proves beneficial to DVCS

groups, health care practitioners and most of all - DV victims.
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6.1 Introduction

As discussed in Chapter 2, DV involves violent, abusive or intimidating behav-

ior by a partner or a family member to control, dominate or cause fear to other

family member(s) [162]. According to WHO estimates, 35% of women world-

wide have experienced violence from an intimate male partner [76, 164]. What

is more, IPV spans a wide range of abuse types i.e. physical, sexual, psycholog-

ical, verbal and even financial. IPV has got serious and durable impact not only

on victims’s and their children’s health and well-being, but also on a society as

a whole.

According to VicHealth [238], IPV contributes to more death, disability and

illness incidents among women aged 15 to 44 than any other preventable risk

factor, as per Burden of Disease methodology. Using the similar methodology,

the research survey findings state further that IPV constitutes a significant risk

to women’s health leading to physical injuries, mental illnesses and reproduc-

tive disorders [240]. According to the statistical results of International Violence

against Women Survey, two in every five women experienced physical injuries

in the incident of violence [146]. Physical injury is common as a result of IPV.

The most common injuries were bruises, swelling, cuts, scratches, burns, bro-

ken bones or head and brain injuries. IPV also have a cumulative impact on a

women’s mental health [195]. Victims reported increased rates of severity and

co-morbidity of mental disorders, and higher level of mental-health related dys-

function. Based on the Australian Longitudinal study on Women’s Health [9],

IPV causes poorer mental health issues such as higher rates of PTSD, depression,

anxiety, suicidal ideation and inflicted self harm. Not only physical and men-

tal health, it has serious implications on reproductive health and more likely to
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experience miscarriage and sexually transmitted diseases.

The high costs associated with IPV highlight an urgent need for the effec-

tive and issue-specific initiatives development and, as a result, proactive abuse

instances prevention. The goal can be achieved only through the sound and

evidence-based evaluation of the health concerns reported by the victims. The

action towards women and children at risk situation’s improvement starts from

the awareness. The more knowledge is available to the decision-makers, the

greater the chance of the successful and timely violent acts’ prevention.

The number of violence prevention and mitigation initiatives is currently in-

creasing, given the scale of the problem, and the severity of its consequences.

According to Ellis et al. [61], disclosure of emotional based traumatic exoeri-

ences can help to connfront mental illness. Social Media platforms offer a robust

source of DV posts, as victims increasingly share their personal abusive experi-

ence on the online DVCS groups. It has been found that the emotional support

received from formal (e.g. DVCS groups) and informal (e.g. family, friends)

sources, commonly referred to as ‘having someone to talk to’, has positive im-

pact on individuals mental well-being [227] [204]. For instance, consider the

post shared by DV victim, ‘I desperately need help. He physically assaulted me and

threatened to kill me. I have spent the last 10 months with depression, and PTSD’. The

details of violent incidents (physical, emotional etc.) as well as the related health

issues before/after exposure to abuse (depression, trauma etc.) are shared by the

victims. Thus, the timely detection of potential DV incidents are indispensably

important for DVCS groups to pro-actively reach out the victims in a timely

manner. However, the abuse and health mentions are embedded in lengthy de-

scriptive user posts and an effective technique is required for automatic mining
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of Abuse Types and Health Issues (ATHI). But the victims from diverse cul-

tural background and linguistic preferences generates the posts with diverse

expressions, misspellings, abbreviations, and ambiguous mentions. Consider

the following examples. (i) The term ‘Domestic Violence’ is represented in var-

ied forms such as ‘DV’ or ‘Domestic Abuse’. (ii) The term ‘physical’ abuse is

misspelled as ‘pysical’ or ‘pyhsical’ abuse. (iii) The health issues are often men-

tioned in abbreviations such as ‘ocd’ (Obsessive Compulsive Disorder), and

‘ptsd’ (Post-Traumatic Stress Disorder). These varied expressions called noisy

data pose serious processing challenges, in producing meaningful results.

Considering the limitations listed, the study proposed employs the state-of-

the-art Deep Learning algorithms to automatically extract ATHI mentions from

Social Media posts of DV victims. An alternative approach to survey-based

design has been demonstrated that utilises the abuse reports posted in risk-

free online environment. The advances in Deep Learning and natural language

processing techniques provides great opportunities to mine the highly unstruc-

tured and voluminous data for analysis and actionable insight. The framework

provides the scalable and standardised approach to proactively support vio-

lence victims as well as facilitates the Burden of Disease estimation due to in-

creased data granularity.

In our previous chapter (Chapter 4), the approach for binary classification

of ‘critical’ versus ‘non-critical’ online posts using Deep Learning has been pro-

posed. The primary objectives of this chapter are to design, implement and vali-

date Deep Learning approach to automate relevant information extraction from

unstructured text-based Social Media data. We demonstrate that our approach

can effectively capture a valuable information regarding the patterns of victims’
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abusive incidents and associated health states in a highly efficient and system-

atic manner. To the best of our knowledge, no prior work has either focused

on extracting fine-grained knowledge from online posts related to DV area nor

evaluated Deep Learning techniques against various feature extraction meth-

ods. The experiment results are beneficial to the researchers, who are interested

in conducting further research in violence prevention domain. Taken together,

our approach opens new opportunities for scalable and automatic information

extraction from unstructured DV posts. The main contribution of the study are

as follows:

• DV corpora creation with ATHI annotation from multiple data sources;

• Application of Deep Learning models for informative feature extraction

(ATHI);

• Performance comparison of state-of-the-art Deep Learning models;

• Multi-corpus training of distinct corpora to investigate the performance

improvement;

• Domain-specifiv embeddings versus default embedding (GloVe) perfor-

mance analysis;

• Knowledge discovery about the violence issue from Social Media.

The rest of this chapter is organized as follows. Section 6.2 provides the

background on health-related knowledge extraction from Social Media. Sec-

tion 6.3 explains data extraction and gold-standard label annotation. Section 6.4

describes about feature extraction and model construction for automatic iden-

tification of ATHI. Section 6.5 provides details on experiments to evaluate our

approach the proposed framework, with analysis of the results and discussion.

Section 6.6 concludes the chapter and envisages future research directions.
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6.2 Mining Web for Health-related Knowledge Extraction

Due to its successful past applications, Social Media and other online sorces

have become a popular outlet for health-related data mining. As the traditional

data collection approaches tend to under-report the actual public health con-

cerns, the demand for alternative data sources emerged. Given the expressive

nature of Social Media and its propensity towards human interactions foster-

ing, its use for knowledge mining about the societal issues from directly af-

fected users was only the matter of time. Addtionally, the numerous medical

forums offering health support have come into existence and their popularity

only keeps growing.

One of the most common examples in literature considers mining online

posts for Adverse Drug Reactions (ADRs) and it has been studied since 2010.

Leaman et al. mined patients’ comments on medical forum DailyStrength [54] to

find mentions of ADRs. The data was annotated for adverse effect, beneficial ef-

fect, indication and other. The ADR lexicon has been utilised. Furthermore, the

study on pharmacovigilance from Social Media [156] has observed that ‘while

a few individuals’ experiences may not be clinically useful, thousands of drug-

related posts can potentially reveal serious and unknown ADRs. As a result, the

extended data sources such as Social Media or health-related forums ‘augment

the current systems’ [156] and effectively the extraction of complex medical con-

cepts with relatively high performance from informal, user-generated content

has been validated [34, 38, 156, 212].

As traditional Machine Learning models require human experts to encode

domain knowledge through feature engineering, Deep Learning approaches
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are able to learn salient feature representations and achieve state-of-the-art re-

sults [75]. This characteristic makes them especially apt for Natural Language

Processing tasks, where manual encoding of features is both impractical and in-

efficient [75, 118]. Various applications of Deep learning in Natural Language

Processing context range from sentence modelling [108] through text classifica-

tion [113] to topic categorisation [105].

There have been numerous studies that successfully utilised Deep Learning

for health-related knowledge extraction. In [75], the clinical pathology reports

have been leveraged in the context of cancer surveillance to abstract essential

information regarding tumor type, location and histological grade. They proved

that a well-designed automated solution could standardise how tumor data is

encoded (human bias addressed) and yield improvements in the accuracy over-

time given the growing dataset size (scalability aspect addressed, which is often

the case when dealing with online generated content).

By far, no attempt has been made to design, develop, implement and vali-

date Deep Learning techniques for knowledge extraction in DV domain. Specif-

ically, the ATHI (that is of particular value for Burden of Disease estimation) au-

tomatic identification from highly unstructured textual data is still unexplored

in literature.
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Table 6.1: Descriptive Statistics of 3 Data Sources

Statistics Dataset Facebook Reddit Blogs

Posts information

No of collected posts 200k 25k 50

No of annotated posts 225 230 50

Metadata collected
post comment, created, id, score, title,
upvotes, url, timestamp, comments number

post comment, created, id, score, title,
upvotes, url, timestamp, comments number blog link

No pre-processing

Total No of words 92668 88337 55886

Max words count of posts 4387 2390 6031

Avg words count of posts 413 383 1124

Most common words

I, to, and, the, my, a,
was, of, he, me, in,
that, for, it, with, is,
have, had, this, on

I, and, to, he, the,
my, me, a, was, that,
of, it, him, for,in,
but, with, so, is, have.

to, I, and, a, my, the, of,
by, support, here, click,
in, is, her, for, was,
domestic, she, help, with.

Stop words removal

Total No of words 42376 37543 24351

Max words count of posts 2012 985 2722

Avg words count of posts 188 163 487

Most common words

Would, one, get, time,
never, like, life, abuse,
years, know, back, still,
got, violence, could, children,
go, help, family, even.

Would, like, get, know,
time, feel, told, even,
want, things, one, relationship,
never, back, still, said,
go, abusive, got, going.

Would, time, like, get,
one, know, back, life,
going, got, could, go,
things, never, abuse, even,
home, friends, day, family

6.3 Benchmark Dataset Construction

6.3.1 Data Extraction

The data has been extracted from three popular Social Media platforms, namely

Facebook, Reddit, and DV-related blogs.

• Our first dataset has been sourced from Facebook, the popular Social Me-

dia site. Facebook gathers approximately 2 billion users worldwide and

is ranked first among the top 15 social networking sites [191]. The posts,

comments, and associated metadata from Facebook groups, that discuss

the range of DV issues, through Facebook Graph API 1 with the search

term of ‘Domestic Violence and Domestic Abuse’. A number of posts and

comments of approximately 200k was returned following the data collec-

tion from the 10 most active DV pages from the time span of 2011 to 2018.

• To further extend the scope of the analysis, another highly popular social

1https://developers.facebook.com/docs/graph-api
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support platform - Reddit was considered. Reddit attracts as many as 542

million monthly visitors [248]. According to Choudry et al., [56], the dis-

tinctive feature of Reddit such as account creation within minutes without

the provision of an email address (so called ’throwaway’ accounts), makes

it a particularly popular outlet for sensitive information disclosure. Red-

dit also allows for formation of sub-communities called “Sub-Reddit” that

concentrate on more specific issues. Given the prevalence and significance

of an impact the abuse instances have got on a society, the numerous Sub-

Reddits have been formed to provide support for victims, survivors, their

family and friends. Similarly as in the case of Facebook, the posts, com-

ments and associated metadata have been collected. The following Red-

dit API has been used 2. The corpus statistics are detailed in the Table 2.

Nearly, 25k posts and comments was retrieved from 15 active sub-Reddits

with the time span of 2014 to 2018.

• The third and final dataset has been sourced from the social platform -

blogs. Blogs are considered as an important platform for sharing informa-

tional and emotional thoughts and freedom of individual expression [106].

Some of the top nonprofit organizations such as ‘Domestic Violence Re-

source Centre Victoria’ and ‘Steps to End Domestic Violence’ not only

work to prevent and respond to DV, but also share stories from women,

who have experienced abusive relationships for awareness promotions.

Hence, we collected nearly 50 personal stories from various blogs.

Considering the ethical concern, only the public posts are considered from Face-

book groups and Sub-Reddits. Furthermore, the identity of individuals from the

dataset is not disclosed and the content is mined solely for the aggregate knowl-

2https://www.reddit.com/dev/api
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edge extraction purpose. The insights about the corpus characteristics were pro-

duced such as number of collected and annotated posts with metadata informa-

tion, the maximum and average words count, before and after pre-processing.

Also, the most frequent words were produced for qualitative analysis. Table 6.1

shows that, the number of annotated posts is very few, despite the higher vol-

ume of posts collected. This is due to the fact of larger vocabulary size of posts.

The vocabulary size of posts is nearly 55886 for just 50 collected posts of Blogs.

Similar in the case of Facebook and Reddit, the vocabulary size is much larger

i.e., 92668 and 88227 respectively.

When the most common words were analyzed and most of the 20 frequent

words found to be personal pronouns, prepositions such as ‘I, me, my, he, she,

him, and her’. These words are called as stop-words and considered to be in-

significant, in general. However, in our DV context, the stop-words add value

to the knowledge discovery and was proven significant in our previous findings

of DV critical posts identification [223]. For e.g. Consider the post ’I was in abu-

sive relationship for 10 years. He physically assaulted me’. In the given example, the

proportion of stop-words are significantly higher than the general words and

deemed necessary, considering the self-expressive and descriptive nature of DV

posts.

The stop-words contribute to nearly 40% of the total words count. Further

analysis was made after stop-words removal, to gain some insights about the

specifics of other DV related words. The words such as ‘abuse, violence, abusive,

relationship’ were more prevelant and related with the violence situation of the

victim. The word ‘children’ was widely used, as they act as the primary victims

in many DV cases. The terms ‘friends and family’ are usually used to represent
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the supporters in critical situations. The terms relating to the time/length of the

abusive incidence such as ‘years or time’ have also been observed. As presented,

the analysis of the total count of words before and after pre-processing and the

most frequent words has found interesting in terms of the potential insights and

knowledge extraction.

6.3.2 Gold Standard Labels Construction

Following the data collection phase, the next stage is to construct a benchmark

dataset 3 for evaluating the proposed approach. The posts shared on online

DV groups do not only contain victims’ personal stories that could be mined

for valuable insight, but also cover awareness promotion campaigns, advertise-

ments, empathy expressions etc. Further details are described in our previous

work on ‘automatic classification of DV crisis posts’ [223]. As Personal Story cat-

egory has been proven critical as a result of help-seeking behaviour emerged

in the content. Hence, we used the 225 Personal Story posts from Facebook, 230

posts from Reddit and 50 posts for the ATHI mining. Despite relatively small

sample size, the number of tokens extracted amounted to as many as 2, 36, 891

due to the lenghty and highly descriptive nature of DV-related Personal Story

posts.

In terms of data annotation, the two human scorers under the supervision

of a consultant psychiatrist specialized in DV discipline as well as anxiety and

depressive disorders. Each post (all Facebook, Reddit, and blogs dataset) was

labelled at the individual token level for the presence of Abuse Type and Health

Impact. To validate the inter-rater reliability of the scorers, the Kappa coefficient
3https://github.com/sudhasmani/DV Dataset
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Table 6.2: Distribution of Annotated Instances in Each Corpus

Corpus Facebook Reddit Blogs

No of Health Instances 807 784 385
No of Abuse Instances 2539 1881 1197
No of Non-ATHI Instances 89322 85672 54304
Total 92668 88337 55886

[136] was calculated. The achieved degree of agreement was reasonably high at

0.81. Any disagreements were resolved by the domain expert in order to ensure

the correctness of the classification process.

For example, the posts P1−3 in Table 6.3 were shared by victims and dis-

closed the abusive incidents in their relationship. It can be noticed that the vic-

tims’ describe various particular Abuse Types caused by perpetrators. These

include: (1) ‘Physical Abuse’ (beating, hitting, shoving); (2) ‘Verbal Abuse’ (scream-

ing, yelling); (3) ‘Emotional Abuse’ (threatening); (4) ‘Sexual Abuse’ (raping) and (5)

‘Financial Abuse’ (devastated financially). In addition, the victims’ posts further reveal

the various Health Issues that can be (1) ‘Physical’ (bruises, bleed); (2) ‘Mental’ (De-

pression, Anxiety, Trauma, PTSD) or (3) ‘Reproductive’ (pregnancy, abortion). Table

6.4 further lists the most frequent words associated with the ATHI mentions.

Table 6.2 provides the summary of annotated instances. Note that, the pro-

portion of annotated ATHI instances was much lesser than non-ATHI instances

in all the 3 annotated corpora. For e.g. the ATHI instances comprised of just

3.6%, 3%, and 2.8% for Facebook, Reddit, and Blogs respectively. Whereas, the

proportion of non-ATHI instances were much higher to 96% on average in all

the corpora. Within the ATHI instances, the health issues were identified to

be minimal in number than the abuse types. The reason being, health issues

were not mentioned in the victims’ descriptive posts as often as the abusive ex-

perience. This kind of higher difference between the labeled entities was even
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observed in the literature [251] for ADR extraction (Drug & ADE entities were

just 3% & 5%, whereas the other entities were nearly 92%) from Social Media

posts. The reason observed, as symptoms or reason for taking the drugs were

not mentioned often in the patients posts [110].

Table 6.3: Examples of DV posts and the Corresponding ATHI Mentions

ID DV Posts Abuse Types Health Issues

P1 “Within two weeks of my marriage, my hus-
band was beating and raping me. Over the next
seven years, he covered me with bruises. I got
out when he started hitting our children. I sur-
vived, I’m safe, and I can talk about it now. ”

beating, raping,
hitting

bruises

P2 “It’s kinda dark. In the beginning every rela-
tionship is almost perfect. But remember, the
honeymoon stage doesn’t last forever. Well.
Mine sure didn’t. He started yelling at me. It
hurts. I was scared. I went to go give him a
hug. He got up grabbed me slapped me in the
face then punched me in the stomach. I was
shocked and still suffering from depression and
anxiety attacks. ”

yelling, grabbed,
slapped, punched

hurts, scared, shocked,
depression, anxiety at-
tacks

P3 “I am a single mother surviving
domestic abuse, stalking and harassment,
leaving me while pregnant. I have been
hit, shoved, and slapped. I had nightmares, I
was nervous all the time. I found a therapist
that dealt with my trauma/ptsd. ”

domestic abuse,
stalking, harass-
ment, hit, shoved,
slapped

pregnant, nightmares,
nervous, trauma, ptsd

6.4 Model Construction

This stage presents the proposed approach for automatic identification of ATHI

mentions from DV posts. We adopted two popular state of the art Deep Learn-

ing architectures for ATHI extraction task. The Deep Learning algorithms rely

on the feature extraction part, that uses word representations as the features.
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Table 6.4: Most Frequent Words associated with ATHI Mentions

ATHI mentions Most frequent words

Abuse Types abuse, violence, domestic, physical, hit, broke, threats, sex, kill, emo-
tional, fight, beat, control, throw, push, blame, grab, mental, scream, yell,
kick, punch, cut, verbal, manipulate, pull, financial, slap, rape, argument,
assault, attack, stalk, choke, accuse, destroy, drag, death, harass, suicide,
strangle, isolate, smash, trap, trouble.

Health Issues hurt, scared, fear, pain, pregnancy, bruise, depression, afraid, anxiety,
sick, suffer, stress, sad, trauma, blood/bleed, nightmare, mental illness,
panic, worry, shock, ptsd, miscarriage

Two different kinds of feature representation were used in this work such as

word and character level embeddings, when training the Deep Learning model.

They are discussed in detail in the following sub-sections.

6.4.1 Feature Extraction

As the language in Social Media is highly informal and user-expressed concepts

are often non-technical, descriptive and challenging to extract [156], the word

embeddings have been used to account for the limitations identified. The word

embeddings are real-valued vectors that capture words’ similarity, and even-

tually improves the prediction performance on unseen or rarely mentioned in-

stances. The vectors are learnt in such a way that words with a similar meaning

will be positioned nearby in the vector space. Thus, the embedding approach

overcomes non-semantic representation shortcoming as well as data sparsity

present in the traditional textual feature representation techniques (called Bag

of Words or One-Hot encoding).

The two most common word embeddings that were trained on the large ex-

ternal corpus such as Google’s Word2Vec [142] and Twitter’s crawl of GloVe
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[181] have already shown promising results in various tasks such as mining

adverse drug reaction mentions from Social Media posts [228, 259]. However,

these classic word embeddings work well, when they are applied in a large text

corpus. When the corpus size is smaller or sparse in any specialized domains

(e.g. cybersecurity [205], disease surveillance [79]), they failed to generate high

quality vectors. Considering this reason, domain-specific word embeddings

were trained on available domain related corpus, which are usually sparse. The

domain-specific embeddings were also applied and validated, demonstrating

the improved performance in text classification (crisis embeddings [150]) and

adverse drug reaction identification in health Social Media posts (medical em-

beddings [251]). Domain-specific embeddings not only proved to leverage do-

main vocabulary, but also improve semantic relations in domain related texts of

smaller corpus size [205].

In order to investigate the impact of domain-specific embeddings in ATHI

prediction performance improvement, DV embeddings have been constructed

firstly. Secondly, the prediction accuracy of Deep Learning models trained on

pre-trained and DV-specific embeddings was then compared. The details of

embeddings and experiments performed are as follows:

Pre-trained embeddings: The two most popular embeddings namely

Word2Vec and GloVe have been used in our previous work for DV critical posts

identification [223]. As the Deep Learning models appeared to achieve better

performance with GloVe than with Word2Vec in our previous work, we pre-

ferred to experiment with the GloVe embedding for ATHI prediction. Both

300 and 50 dimensions were included for comparisons, and each word is repre-

sented by a vector of word embeddings containing 300 and 50 dimensions. The
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former has been trained on nearly 840 billion tokens from Twitter posts, and

covers 300 dimensional vectors for a vocabulary set of 2.2 million words and

phrases [181]. The latter one is trained on nearly 6 billion tokens and covers 50

dimensional vectors for 400k words.

Domain-specific embeddings: The domain-specific embeddings have been

trained on the large corpus of DV-related discussions to differentiate from the

generic news and tweets. The sources for data extraction included Reddit, Twit-

ter, Facebook, and blogs and only topic-relevant posts were considered (e.g.

victims support forums, abuse-dedicated groups etc.). In total, the corpus con-

tained nearly 500k posts. The 50 embedding dimensions were used for train-

ing, given the relatively smaller corpus size in comparison with the pre-trained

embeddings. As the domain-specific knowledge are difficult to collect and de-

fine, we evaluated the usefulness of domain-specific embeddings induced from

available textual resources in the DV context.

Character embeddings: Word embeddings is state of the art on dealing with

Natural Language Processing tasks. However, there is a potential shortcoming

associated with Out-of-Vocabulary (OOV) issue. OOV issue more commonly

occurs with the clinical posts or domain-specific datasets, when the terms not

appear in the training data, but only appears in the test data. Word embeddings

can’t handle those unknown/rare words. For e.g. consider the abuse related

terms {‘physical, emotional, sexual, financial’} or {‘beating, battering’} in the DV

context. Similarly, both the abbreviated terms {‘ptsd, cptsd’} related with health

issue. OOV issue might occurs, if the model hasn’t seen a term during train-

ing. As those terms shared the common suffix and exploiting those prefix and

suffix information about the words can help to tackle the OOV issue. Character
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embeddings [261] are used to encode character level features of the words that

share similar prefix and suffix and obtain closer representations among words

on the same category based on their characters. The character embeddings nei-

ther require knowledge about the words nor their syntax/semantic structures.

In general, the explicit character level features such as prefix and suffix are effec-

tively utilized [210] to tackle the OOV issue. Finally, the comprehensive word

representation was used in our approach, which combines word embedding

features with character level information.

6.4.2 Model Specification

Two Deep Learning models were constructed and compared at this stage to

extract ATHI mentions from online DV posts, namely:

BLSTMs: We adopted BLSTMs model [86] for ATHI identification task, as it

proved to be powerful and flexible type for NER tasks, that deal with sequence

classification. LSTM cells in general, process the information in one direction

as feed forward network. But, the BLSTMs process the information in both

forward and backward directions and learn the whole sentence by exploiting

the information of both short and long-term dependencies of a word. Thus,

the BLSTMs layer forms the core of the network and has the following three

inputs such as character level patterns, word level input (either from pre-trained

ones or domain-specific embeddings) and PoS tagging features. The embed

layer of BLSTMs creates both character and word embedding, by mapping the

characters and words with real numbers.

Stacked Residual BLSTMs: The stacked residual BLSTMs architecture used
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is described in-detail in [230]. Layer stacking is a traditional way of adding

more representational power to a neural network model, where the upper lay-

ers can learn to compensate the representation errors of information from the

lower-level inputs. However, stacking multiple layers suffers from degradation

problem due to the difficulty in training multiple layers and fit these layers to

the underlying mappings in a desired format [89]. To overcome this limitation,

the residual connections between stacked layers is introduced in stacked resid-

ual BLSTMs model [230], where the upper layer of a neural network has direct

access to the original input from the output of lower layers without any dimen-

sionality reduction. This model achieved the state-of-the-art results for NER

task of both datasets on Spanish and English languages.

6.5 Experimental Design and Results Analysis

In this section, the experiments for automatic identification of ATHI instances

from online DV posts are discussed in detail. Several steps were performed

to evaluate the performance of the introduced approach using Deep Learning.

These include:

(A) Model Training: The detailed steps for model training are presented includ-

ing features extraction approaches as well as the settings selection, and the

rationale behind their application.

(B) Accuracy Evaluation: The performance of the 2 Deep Learning models,

namely BLSTMs and stacked residual BLSTMs on the constructed bench-

mark data set was evaluated. The most commonly used validation met-

rics, i.e. Precision, Recall, and F-Measure were calculated.
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(C) Multi-corpus Training Results: The training dataset from distinct corpora

were combined due to the largely imbalanced dataset and to investigate

the improvements in classification performance.

(D) ATHI Recognition and Error Analysis: The sample posts from the test dataset

were identified and the correctly classified ATHI mentions were presented

to demonstrate the efficacy of Deep Learning technique. In addition,

the possible reasons behind classification errors were also discussed with

some example posts, following the possible solution to address the issues

identified.

(E) Domain-Specific Embeddings Analysis: The experiments were conducted

to test our hypothesis of DV-specific embeddings over the generic pre-

trained embeddings performance improvement. The analysis covered (i)

an impact of the proposed embeddings on prediction performance, and

(ii) the insights and knowledge discovery about DV from the embeddings

generated.

6.5.1 Model Training

We experimented the two Deep Learning models with the constructed bench-

mark datasets for ATHI prediction task. Since, three datasets were involved,

the train-test split approach was used, as widely applied in previous works for

NER recognition task [156, 212, 251]. Thus, we divide each of the three datasets

into two parts: 90% for training and 10% for evaluation. In order to examine

the robustness of the classifiers, the features for Deep Learning models were ex-

tracted using the GloVe word embeddings of 300 and 50 dimensions. The first

layer of the model is the embedding layer that computes the index mapping for
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all the words in the vocabulary and convert them into dense vectors of fixed

size by parsing the pre-trained embedding. In addition to the word embed-

ding features, the character level features and PoS tagging were extracted and

fed into the BLSTMs layer of 100 units. Additionally, the models were trained

up to 50 epochs and implemented using Keras 4. Number of training epochs

were set to 50 and Nadam optimizer was used, as popularly used in previ-

ous applications [196]. To avoid overfitting, the dropout was added on hidden

units in all layers and set to 0.6, following the higher performance in existing

works [35]. SoftMax activation function was implemented at the output layer, as

classifier to predict the ATHI mentions. W.r.t Stacked residual BLSTMs model,

the layers were added in addition with the aforementioned settings. Though

the significant performance improvement was improved with more stacked lay-

ers [241] [230], we limited the experiments with 2 stacked layers considering the

computational complexity and medium scale benchmark dataset. The residual

connection is inserted between the two stacked layers of BLSTMs model and

dropout is added after residual connection to make use of its regularization ef-

fect.

6.5.2 Accuracy Evaluation

Various evaluation metrics such as Precision, Recall, and F-Measure were com-

puted for both Deep Learning models and are presented in Table 6.5. Overall,

the Deep Learning models with GloVe embedding of 300 dimensions achieved

improved performance over 50 dimensions for all the three datasets. From Ta-

ble 6.5, it is obvious that the stacked residual BLSTMs achieved higher per-

4https://github.com/fchollet/keras
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Table 6.5: Performance Evaluation of Deep Learning Models with Pre-trained
Embeddings

Model Embedding Corpora Instance Type Precision Recall F-Score

Stacked Residual BLSTMs

GloVe (300 Dims)

Reddit
Abuse 0.89 0.78 0.83
Health 0.93 0.58 0.75
Average 0.91 0.68 0.79

Facebook
Abuse 0.88 0.74 0.81
Health 0.95 0.54 0.74
Average 0.91 0.64 0.77

Blogs
Abuse 0.88 0.76 0.82
Health 0.94 0.55 0.74
Average 0.91 0.65 0.78

GloVe (50 Dims)

Reddit
Abuse 0.73 0.59 0.66
Health 0.85 0.48 0.66
Average 0.79 0.53 0.66

Facebook
Abuse 0.68 0.53 0.60
Health 0.78 0.45 0.61
Average 0.73 0.49 0.61

Blogs
Abuse 0.70 0.55 0.62
Health 0.82 0.47 0.64
Average 0.76 0.51 0.63

BLSTMs

GloVe (300 Dims)

Reddit
Abuse 0.86 0.62 0.74
Health 0.90 0.51 0.70
Average 0.88 0.57 0.72

Facebook
Abuse 0.84 0.64 0.74
Health 0.92 0.51 0.71
Average 0.88 0.57 0.72

Blogs
Abuse 0.85 0.62 0.73
Health 0.89 0.50 0.69
Average 0.87 0.56 0.71

GloVe (50 Dims)

Reddit
Abuse 0.72 0.57 0.64
Health 0.82 0.42 0.62
Average 0.77 0.49 0.63

Facebook
Abuse 0.64 0.46 0.55
Health 0.73 0.40 0.56
Average 0.68 0.43 0.55

Blogs
Abuse 0.68 0.55 0.61
Health 0.72 0.42 0.57
Average 0.61 0.48 0.59
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formance than BLSTMs model. For instance, w.r.t 300 dimensions of GLoVe,

stacked residual BLSTMs model achieved nearly 78% accuracy on average for

all 3 benchmark datasets, whereas the BLSTMs model achieved only 72% on

average. Thus, the stacked residual connections significantly improved the per-

formance across all three datasets. Overall, stacked model avoids degradation

issues, with no increase in the computational complexity with 2 constructed

layers. However, while the models achieved higher F-Score value on average,

the recall value is comparatively lower for ATHI mentions and in particularly

with health issues. One obvious reason for this, could be the lower number of

annotated instances for ATHI mentions. Thus, more annotation is required to

improve the size of the annotated ATHI instances in the dataset, which is ex-

pensive process. Hence, we further investigated to address the issue of dataset

size, by performing multi-corpus training (sub-section 6.5.3), as suggested in

the previous work [212].

6.5.3 Multi-corpus Training and Prediction Results

In the ADR extraction task, it is common to have largely imbalanced dataset,

where there was lower availability of ADR instances available in contrast to the

higher availability of non-ADR instances. Larger volumes of data might require

increasing the number of ADR class instances and to train the algorithm. How-

ever, this is considered as an expensive process for preparation and annotation

of data. Hence, Sarkar et al. [212] introduced an approach of multi-corpus train-

ing to improve the classification performance, where the dataset from multiple

sources were combined for training, to classify the test instances for each of the

source. They performed two different types of experiments, (i) only the ADR
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Table 6.6: Paired Performance Evaluation for ATHI Mentions over the Three
Corpora

Test data Training data precision recall Fscore

Reddit
Reddit + Facebook 0.93 0.73 0.83
Reddit + Blogs 0.91 0.70 0.80

Facebook
Facebook + Reddit 0.93 0.71 0.82
Facebook + Blogs 0.92 0.70 0.81

Blogs
Blogs + Reddit 0.90 0.71 0.80
Blogs + Facebook 0.90 0.69 0.79

instances from another dataset were added to training dataset, to increase the

number of minority classes i.e., ADR instances. (ii) all the instances from an-

other dataset were added to training dataset, to increase the overall volume of

the dataset. Hence, we adopted the second approach by combining all the train-

ing instances i.e., (both ATHI and non-ATHI) from distinct corpora to investi-

gate the classification performance. Because the first approach of adding only

the ATHI instances from another corpora is not possible, as the Deep Learning

algorithm analyses the entire post for possible ATHI identification task.

Stacked residual BLSTMs with GLoVe embedding of 300 dimensions per-

formed significantly better than BLSTMs model. Hence, stacked residual

BLSTMs were further used for multi-corpus training. The results of paired per-

formance evaluation over three corpora for the average of ATHI mentions were

shown in Table 6.6. The results shown that, the classification performances over

the ATHI mentions significantly benefit from multi-corpus training considering

the improved performance. Another advantage of multi-corpus training is that,

all the paired corpora were from similar source i.e., Social Media and the results

had complimented each other.
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6.5.4 ATHI Recognition and Error Analysis

To further obtain the deeper insights into how the Deep Learning technique

benefits the classification performance with respect to ATHI mentions, some of

the posts from test dataset were sampled. The labels predicted by the Deep

Learning model were compared with gold standard labels. As the maximum

prediction accuracy was achieved by stacked residual BLSTMs model with pre-

trained GloVe embeddings of 300 dimensions (78%), the exemplary posts with

the correctly identified instances are presented in Table 6.7. The reference to ei-

ther abuse types or health mentions is highlighted within each post. Even the

posts were descriptive in nature, the Deep Learning technique accurately pre-

dicted the ATHI mentions. Based on the observation from the posts P1 to P3

of Table , the Deep Learning model is effective in identifying ATHI mentions,

even with the presence of (i) abbreviations, (ii) non-standard expression (such

as defined within quotes or brackets), or (iii) newly appeared terms during test-

ing. However, the ATHI mentions of the posts P4 and P5 were not captured, due

to the non standard terminology or spelling mistakes. Those misspellings, non

standard or domain-specific terminologies were well captured by Deep Learn-

ing technique with domain-specific embeddings, which are discussed in detail

in the next sub-section.

6.5.5 Domain-specific Embeddings Analysis

The domain-specific embeddings for DV were constructed and evaluated in

terms of (i) impact on the prediction performance in Deep Learning models,

(ii) useful insight generation and knowledge discovery about the DV. The com-
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Table 6.7: Examples DV Posts with the Predicted Results and Error Analysis

ID Posts Correct Prediction? Implication

P1 “My boyfriend is severely emotionally abu-
sive [AT]. He’s straight up told me that he
hurts [HI] my feelings on purpose because “I
deserve it” and says I don’t deserve to be happy.
Anyway, this paradox got me thinking about
how my (emotionally) abusive [AT] relation-
ship let me not think about myself...”

Yes ‘(Emotionally) abusive’ was correctly
identified as Abuse Types, even it was
mentioned inside the brackets during
the second time.

P2 “I’ve been trying really hard to get better . My
therapist told me I have PTSD [HI] which was
caused by my long time abuser. I don’t know
what’s wrong with me but whenever I see some-
thing that reminds me of when he beat the shit
out of me, I end up not being able to stop think-
ing about it...”

Yes ‘PTSD’ was used in abbreviated form,
however it was correctly identified as
Health Impacts.

P3 “My marriage ended. I say marriage, I mean
relationship. The divorce proceedings haven’t
started, because he ummelled [AT] me down to
a shell of the character, I was before. We have 3
children in short span of time and he didn’t help
me out. no night feeds and no babysitting...”

Yes ‘Pummelled’ term was not exist in
the training dataset, but was correctly
identified during testing as Abuse
Types.

P4 “So I just left an emotionally [AT] and, in the
end, physically abusive [AT] relationship. I
feel lucky in that my family is extremely sup-
portive and took me in immediately after things
fell apart completely. However, I keep getting
flashbacks [non-HI] of certain scenes I’ve ex-
perienced in this relationship and kind of relive
the emotions I felt at the time...”

No ‘Flashbacks’ was mis-classified as
non-HI, considering the non standard
terminology.

P5 “I have family and I hate my partner. We do
have domestic issues and are currently in the
process of going to therapy. I suffered from ph-
syical voilence [non-AT]... ”

No ‘Phsyical voilence’ was mis-classified
as non-HI, as the term misspelled in-
stead of ‘physical violence’

Note: As the ‘personal stories’ posts were descriptive in nature, only the portion of the posts that
define the ATHI mentions are specified here.

Table 6.8: Performance Evaluation of Stacked Residual BLSTMs with Domain-
Specific Embeddings

Embedding Corpora Instance Type Precision Recall Fscore

DV Embedding (50 Dims)

Reddit
Abuse 0.88 0.72 0.80
Health 0.80 0.50 0.65
Average 0.84 0.61 0.72

Facebook
Abuse 0.91 0.72 0.81
Health 0.77 0.52 0.64
Average 0.84 0.64 0.73

Blogs
Abuse 0.82 0.70 0.76
Health 0.81 0.50 0.65
Average 0.81 0.60 0.70
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Table 6.9: Example Words and their Top 15 Similar Words from User Posts using DV
and GloVe Embeddings

DV related words DV embeddings GloVe embeddings

Depression anxiety, ocd, ptsd, insomnia, fibromyalgia, bipo-
lar, schizophrenia, adhd, cptsd, disorder, bpd,
severe, agoraphobia, psychosis, depressive

severe, illness, alcoholism, debilitating, anxiety,
symptoms, experiencing, complications, suffer-
ing, caused, chronic, suffer, disease, infancy, ill

Anxiety depression, ptsd, ocd, insomnia, adhd, flash-
backs, disorder, anger, paranoia, psychosis,
cptsd, fibromyalgia, panic, nightmares, bipolar.

persistent, experiencing, discomfort, stress,
anger, pain, fatigue, paranoia, headache, symp-
toms, lingering, frustration, despair, disorder,
confusion.

Physical verbal, physically, psychological, emotional,
physiological, pysical, severe, manipulation,
scarring, aggression, phsyical, coercion, intimi-
dation, beatings, battering

mental, psychological, experience, lack, stress,
knowledge, certain, skill, learning, quality, rea-
sons, aspects, effects, practical, behavior.

Sexual exual, gendered, domestic, donestic, substance,
dometic, sexualmisconduct, sexaul, interper-
sonal, believeme, ipv, preventable, intimate,
spousal, unsilenced.

sex, abuse, behavior, harassment, sexually, rape,
marital, discrimination, prejudice, parental, mo-
lestation, abusive, bullying, relationships, het-
erosexual.

Note: The words in the table also include misspellings and abbreviations, as they are more common
in the users’ postings on Social Media.

parative analysis with GloVe as a benchamark has been performed, and the

moderating effect of different embedding dimensions was evaluated.

Table 6.8 presents the evaluation metrics of stacked residual BLSTMs model,

trained on DV embeddings, with the dimensions set to 50. Only the stacked

residual BLSTMs model was considered, due to its higher performance, de-

scribed previously. In terms of the average prediction performance, the differ-

ence between GloVe and DV embeddings was negligible, which may not offset

the time and cost involved in the domain-specific embeddings generation. The

performance also varied across different dimensions levels, i.e. DV embeddings

scored higher with the size of 50, whereas GloVe proved superior with the size

of 300. From computational efficiency perspective, lower number of dimensions

is preferable, given the reduced training time.

The other aspect of analysis involves the potential for insights generation
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and knowledge discovery from both GloVe, and the domain-specific embed-

dings. DV embeddings were trained on the content crawled from online forums

dedicated to the violence victims support. Hence, it is expected that the results

obtained from domain-specific embeddings will be more meaningful and valu-

able, than the outputs from GloVe, trained on the general Twitter corpora. To

test the assumption made, the 15 most similar words to the 4 DV-related terms

were extracted from both GloVe and DV embeddings (Table 6.9). The similary

was evaluated by the standard measure of cosine distance in the vector space.

The 4 DV-related terms, in which 2 health mentions such as ‘depression’, and

‘anxiety’ and 2 abuse types such as ‘physical’, and ‘sexual’ were selected based

on their common ocurrence in the user posts.

For instance, the sample words associated with ‘depression’ generated by

DV embeddings included ‘anxiety’, ‘insomnia’, ‘bipolar’, ‘schizophrenia’ etc.

whereas the words returned by GloVe included ‘illness’, ‘symptoms’, ‘experinc-

ing’, ‘complications’ etc. The domain-specific embeddings proved superior in

the most prevalent post-abuse issues exploration. The associated health con-

ditions detection also performed well regardless the commonly used abbrevi-

ations, such as ‘ocd’ (Obsessive Compulsive Disorder), ‘ptsd’ (Post-Traumatic

Stress Disorder) or ‘bpd’ (Borderline Personality Disorder). On the other hand,

the generic nature of terms produced by GloVe did not prove insightful in

knowledge discovery about the health impact on the victims. Similar to ‘depres-

sion’, the sample words for ‘anxiety’ generated by DV embeddings also mined

other relevant health related terms such as ‘insomnia’, ‘flashbacks’, ‘paranoia’,

‘nightmares’ etc.

As another example, the word ’physical’ represents the type of abuse in the
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domain context. The DV-embeddings return not only the instances of physical

abuse (e.g. ‘scarring’, ‘beatings’, ‘battering’), but also the other abuse types (e.g.

‘verbal’, ‘psychological’, ‘emotional’). It also generates the mis-spelled words

such as ‘pysical’, and ‘phsyical’. In contrast, GloVe returns mostly irrelevant

to DV terms such as ‘experience’, ‘quality’ or ‘aspects’. Similarly to ‘physical’,

the word ‘sexual’ and its related terms returned by the domain-specific embed-

dings allow for deeper insight into, in this case, the popular hashtags such as

‘believeme’ and ‘unsilenced’. In addition, it also generates the abbreviations,

such as ‘ipv’ (Intimate Partner Violence) and phrases (sexual misconduct).

The most interesting words returned by DV embeddings for the phrase ‘sex-

ualabuse’ and the words are as follows: ‘sexualassault, sexualviolence, childsex-

abuse, humantrafficking, childabuse, stopabuse, onechildistoomany, believeme, sexual-

harrassment, raisingawareness, childtrafficking, asylumseekers, metoochildren, kidstoo,

csa, childbride, csasurvivors, gbv, rapeculture, breakingthesilence, ibelievesurvivors,

healingandrecovery, victimblaming’. Other than related phrases such as ‘sexualas-

sault’, ‘sexualviolence’, ‘childsexabuse’, etc. it also generates some interesting

and the most popular hashtags such as ‘believeme’, ‘metoochildren’, ‘kidstoo’

and the abbreviations such as ‘csa’ (Child Sexual Abuse) and ‘gbv’ (Gender

Based Violence). But, in the case of GloVe embedding, an error message was

produced as ‘word sexualabuse not in vocabulary’.

From Table 6.9, the most common potential sources of mis-classifications

have been identified and classified as (i) misspellings (e.g. ‘pysical’, ‘ph-

syical’, ‘exual’, ‘sexaul’ ), (ii) abbreviations (e.g. ‘ocd’, ‘ptsd’, ‘ipv’), (iii)

phrases (e.g. ‘sexualassault’, ‘sexualviolence’, ‘childsexabuse’), and (iv) hash-

tags (e.g.‘believeme’, ‘metoochildren’, ‘kidstoo’, ‘breakingthesilence’ ). The em-
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beddings used for model training effectively address the misclassifications con-

cerns by accounting for the semantic relationships between the terms, as repre-

sented by their cosine similarity.

As DV embeddings are trained on the posts collected from platforms where

victims share their stories and seek support, the insights obtained prove invalu-

able for public health monitoring and suitable preventative measures design.

6.6 Summary of Findings

The number of violence prevention and mitigation initiatives is currently in-

creasingly, given the scale of the problem, and the severity of its consequences.

The mark of abusive experience on the affected individuals, their families, and

the society as a whole does not only result in traumatic psychological impact,

but also poses enormous economic burden. The assistance and availability of

the appropriate, well-trained, and specialised services is required in order to

address the repercussions that DV has imposed. For the effective preventa-

tive strategies development as well as the tailored healthcare services provi-

sion, the accurate and real-time estimates are considered crucial. In particu-

lar, the most prevalent types of abuse (e.g. physical, sexual, emotional), the

health conditions preceding the instance of violence (e.g. anxiety, depression),

the health conditions suffered post exposure to violence (e.g. PTSD, insomnia,

nightmares, flashbacks), or specific types of injuries experienced (e.g. bruises,

bleeding). The popularity of detailed self-disclosures on Social Media for an in-

formational/emotional/financial support throughout the traumatic experience

has opened tremendous opportunities for valuable insights mining. Further-
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more, the WHO has recognised the role of data on the circumstances surround-

ing the violent behaviours, as well as health-related information as crucial for

pro-active victims support and associated economic costs estimation.

Motivated by the aforementioned, the framework for in-depth knowledge

discovery about the ATHI has been proposed. Given the high-volume, high-

velocity and high-variety of Social Media data, the robust and scalable ATHI

prediction methods are considered vital not only for general awareness pur-

poses, but also for the efficient content management and timely intervention by

specialised support services, such as DVCS groups active on Facebook platform.

Thus, the approach for ATHI identification from DV Social Media feeds with the

state-of-the-art Deep Learning models for knowledge discovery as well as the

support of DVCS groups has been proposed.

The three online sources (i.e. Facebook, Reddit and DV-related blogs), popu-

lar among the post-abuse victims were used for data collection. The descriptive

statistics was performed on each of the corpora extracted for comparison pur-

poses in terms of potential generation. The most frequent terms were pronouns

and prepositions among all datasets, as expected. Despite being insignificant in

general text mining applications, in DV context their inclusion was found im-

portant in ‘Critical’ class identification, as reported in our previous chapter 4.

The reason was the descriptive nature of the posts along with the narrative of

personal experiences (e.g. ‘I was beaten’, ‘He assaulted me’). After the post-

processing and stop-words removal, the most common words proved to hold a

valuable knowledge about the offenders, victims, and supporters characteristics

(e.g. ‘he’, ‘children’, ‘friends and family’), as well as the duration of the expo-

sure to violence (e.g. ‘years’). Following the data collection and ‘Gold Standard’
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creation, the automatic classification of ATHI mentions was performed. Overall,

the ATHI instances comprised the 3.6%, 3% and 2.8% of the datasets (Facebook,

Reddit and DV-related blogs respectively). The proportion of ATHI instances

was higher, implying greater potential for knowledge discovery about the vio-

lent experience in comparison with the associated illnesses or injuries suffered.

In terms of the methodology, two state-of-the-art Deep Learning models

were evaluated, namely BLSTMs and stacked residual BLSTMs. To account for

the shortcomings of online user-generated content (e.g. misspellings, abbrevi-

ations, non-technical expressions) the word embeddings approach was imple-

mented. Word embeddings prove particularly effective with small-to-moderate

datasets, by naturally extending the feature sets. The default (GloVe) and alter-

native (domain-specific) word embeddings were used, following their superior

performance in previous applications on similar case studies (i.e. medical em-

beddings [150], crisis embeddings [251]). The min (d=50) and max (d=300) num-

ber of dimensions were further experimented with for the most optimal scenario

selection. The main advantage of word-to-vector representation comes from

the ability to capture syntactic and semantic relationship between the words.

However, the issue may occur with the OOV terms, not present in the training

dataset. To address the problem identified, the character embeddings were ad-

ditionally input into the model training, on top of the word embeddings. Char-

acter embeddings aim at exploiting the prefix and suffix information (i.e. ‘phys-

ical’, ‘emotional’, ‘sexual’ = Abuse Types, and ‘beating’ ‘battering’ = Health Is-

sues) resulting in the classification performance improvement.

In terms of the results, stacked BLSTMs with 300 dimensions yielded the

highest accuracy of approx. 78% on average for all three datasets, proving mod-
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erately useful in ATHI identification from Social Media streams. Multi-corpus

training approach was adopted, where all the instances from distinct corpora

were combined to increase the overall volume of the dataset, which in turn

improve the classification performance. Thus, the average performance was

improved to 80% on average. In terms of the comparison between GloVe and

DV embeddings, the difference in accuracy was only negligible, which may not

offset the time and cost incurred in domain-specific embeddings development.

Still, the words analysis from the DV embeddings enabled to obtain fine-grained

insight into the Abuse Types as well as the Health Issues experienced by the

victims. In contrast, findings from GloVe proved generic and little informative

from DV perspective.

As for the limitations, only moderate data size was used in the experiments

due to the expensive process of manual annotation (in particular lengthy and

detailed experiences descriptions). Still, the words embeddings applied natu-

rally extends the feature set, effectively leveraging even smaller scale datasets.

Further, the state-of-the-art in text classification tasks approaches were adopted,

although already existent in literature. Further methodological improvements

are considered in future work, based on the experimental results obtained.

The benefit of posts extraction from other online platforms (e.g. Twitter, Daily

Strength) was recognised as well to further enrich the findings in pro-active

support of victims and their families. Despite the limitations identified, the step

towards pro-active support and mitigation of the destructive impact of DV on

physical and mental health of its victims with state-of-the-art technology has

been proposed.
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CHAPTER 7

CONCLUSION AND FUTURE WORK

This chapter concludes the thesis by condensing the main contributions of

the study performed, including the limitations, future directions, as well as its

broader impact within the computational social science area of research.

7.1 Summary of Contributions

DV against women is recognized as an increasing worldwide problem, draw-

ing attention from WHO, and leading to numerous preventative and mitigative

strategies development. DV lies at the root of countless societal issues, and

due to the sensitive nature of the problem, the topic is often marginalized, pre-

venting its dissolution, and leaving the victims to suffer in silence. As noted in

previous research [1, 162], the inhibitions and reservations observed among the

abuse victims affect their help-seeking behavior. Due to the various concerns

experienced by the victims, ranging from financial security to personal safety,

the official support services tend to be under-utilized.

On the other hand, Social Media has emerged as relatively recent phe-

nomenon, and rapidly gained a status of virtual venue, where individuals share

meaningful connections, open up about the issues experienced, and form sup-

port communities. As a result, Social Media platforms have become a valuable

source of knowledge about the problem of violence within the society, as well

as the effective channel for the support provision. The involuntarily character

of user-generated content, along with an unobtrusive manner of data collection

from such platforms have led to the continuously growing popularity of Social
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Media-based research for actionable knowledge extraction. Through its world-

wide reach and active participation of its users, Social Media has demonstrated

an immense potential as a tool for the effective violence prevention and mitiga-

tion.

An array of DVCS groups already harness the power of Social Media to ed-

ucate the communities on the dangers of violence, facilitate the connection be-

tween the victims and survivors, and provide the safe space to enable open dis-

cussions about the issue. Such initiatives lead to the transformation of victims’

lives, bringing the necessary change not only at the individual, but also societal

level. However, the current manual approach utilized by the DVCS modera-

tors proves inefficient in handling high-volume of streaming data, affecting the

timely responses to the actual instances of abuse. Hence, the thesis set out to an-

swer the primary research question: “How the relevant information from DVCS

groups perspective can be identified automatically and accurately in Social Me-

dia online discourse with the use of the state-of-the-art technology?.” In order to

address the question posed, the thesis has focused on developing the advanced

classification system to improve the efficiency of DVCS groups in their support

of victims of violence. Thus, the objectives of the study are as follows:

• To develop an approach for automatic detection of critical posts from the irrelevant

content;

• To introduce a framework for automatic identification of finer-grained classes from

critical posts;

• To propose a method for automatic extraction of Abuse Types and Health Issues

from Personal Story category, previously classified.
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To achieve the objectives set, the thesis has proposed the three distinct bench-

mark datasets from various Social Media platforms (i.e. Facebook, Reddit and

topic-relevant blogs), annotated under the supervision of the domain expert,

active in DV domain. In addition to high volume and high velocity, the noisy,

informal, descriptive and non-technical character of user-generated content cre-

ates further complexity in meaningful knowledge extraction. In such context,

the conventional classifiers prove ineffective when exposed to data sparsity,

and non-semantic representation. For example, the terms “physical violence”,

‘physical abuse’ and “physical assault” would be treated as separate features,

although they share similar meaning in the context of DV. As a result, the classi-

fication accuracy would be diminished. Traditional textual features are not scal-

able nor generalize well given the variety of expressions abound on Social Me-

dia. Alternative approaches that are capable of precise syntactic and semantic

relationships between the words identification are required to effectively han-

dle the specifics of user-generated content. Therefore, the state-of-the-art Deep

Learning with word embeddings has been applied to overcome the shortcom-

ings of traditional methods with respect to the classification performance on

high-variety datasets. To the best of our knowledge, this work is the first at-

tempt of Deep Learning empirical validation on the real-world case study of

relevant information extraction in the DV domain. Furthermore, to improve

the effectiveness of the classification accuracy, the novel DV embeddings were

developed. Domain-specific embeddings generation and implementation had

demonstrated superior performance in previous studies on online text classi-

fication. As a result, approximately 500k posts from a wide range of online

sources covering the abuse/violence topics were crawled. These included Face-

book, Twitter, Reddit and relevant blogs. Finally, the effectiveness of other fea-
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ture extraction techniques commonly adopted in natural language processing

tasks such as psycholinguistic (LIWC) and BoW was further evaluated.

Given the problem stated and limitations identified, the Deep Learning

based approach for critical posts detection has been proposed (Chapter 4). The

content shared on DV dedicated online forums ranges from awareness cam-

paigns, through advice offerings, to empathy expressions. From DVCS groups

moderators’ perspective, such content is considered ‘non-critical’, given the lack

of indication of abuse instance and urgent support required. On the other hand,

in the numerous posts the victims signaled either emotional, financial or infor-

mational need from the community (the ‘critical’ category). Firstly, a benchmark

dataset with ‘critical’ and ‘non-critical’ labels was constructed. The problem

of critical post identification is treated as binary text classification task, where

a post is classified based on its textual content. The advanced features such

as word embeddings were then extracted from un-structured data in order to

account for word-word dependencies. Word embeddings not only accurately

capture the linkages between the concepts, but also measure the degree of their

similarity, further affecting the classification performance. The pre-trained word

embeddings such as GloVe and Word2Vec were used for this purpose. State-of-

the-art Deep Learning algorithms (CNNs, RNNs, LSTMs, GRUs and BLSTMs)

were subsequently applied, and their resulting accuracies were compared. The

highest performing classifier on the prediction task has been identified. Also,

the psycholinguistic (LIWC) and textual features (BoW) were further extracted

for comparison purposes. The effectiveness of Machine Learning algorithms

was additionally explored as a baseline for Deep Learning methods. Empirical

evidence on benchmark dataset has demonstrated that Deep Learning models

outperformed the conventional approaches. The highest prediction rate of 94%
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was achieved by GRUs, while the remaining Deep Learning architectures i.e.

CNNs, LSTMs and BLSTMs yielded slightly lower, but comparable results in

the experiments conducted. In terms of knowledge discovery, the most dis-

tinctive features between the ‘critical’ and ‘non-critical’ categories have been in-

vestigated for an increased awareness about the violence problem, as reported

on Social Media. The analysis of word frequencies highlighted the context i.e.

when and where the abuse instances are most likely to take place. The proposed

approach proves invaluable for DVCS groups’ moderators to immediately iden-

tify the critical situation and reach out with the support needed to prevent fur-

ther harm from happening.

The above mentioned binary classification problem has been subsequently

extended to multi-class categorization problem to extract the finer-grained in-

formation and assist in the posts’ re-routing to specialized services (Chapter

5). The automatic content classification allows the DVCS groups to effectively

handle the high-volume and high-velocity data. The 5 classes were identified

to evaluate the nature of the problem and further facilitate the DVCS groups

requirements needs in the effective support provision. The classes were as

follows ‘Personal Stories’, ‘Fund Raising’, ‘Awareness’, ‘Empathy’ and ‘Gen-

eral’, and reflected the intent of the user. Similarly to the binary classifica-

tion, the appropriate benchmark dataset was constructed, considered the ‘Gold-

Standard’. State-of-the-art Deep Learning models were implemented, and their

respective performances were compared. In addition to the pre-trained word

embeddings (GloVe and Word2Vec), the domain-specific embeddings were ap-

plied. Furthermore, the DV embeddings were evaluated from both the pre-

diction power and knowledge discovery perspective. A comprehensive set of

experiments covering all possible feature-model combinations were performed
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to identify the most optimal model for multi-class problem. The empirical ev-

idence has demonstrated that Deep Learning models with word embeddings

yielded greater performance in comparison with the traditional Machine Learn-

ing approaches (except for RNNs). In particular, GRUs with GloVe embeddings

achieved the maximum accuracy of approximately 92%. Overall, the classifi-

cation accuracy of Deep Learning models was marginally higher with DV em-

beddings and lower number of dimensions (50), proving efficient from com-

putational cost point of view. Further, semantic analysis of the words from

the domain-specific embeddings has shown greater potential in meaningful in-

sights extraction about the problem of abuse from directly affected individuals,

in comparison with the pre-trained word embeddings. Thus, the fine-grained

classes identification proves beneficial in two main aspects (i) it enables the on-

line content to be re-routed to appropriate services such as health care, advocacy

organizations or financial support, improving the efficacy of DVCS groups in

addressing abusive instances reported on Social Media; (ii) it helps to measure

the effectiveness of the awareness promotion campaigns by estimating the pub-

lic responses to various initiatives, and as result to develop the most effective

preventative measures in the future.

Following on the multi-classification study, the novel framework aimed at

the Abuse Types and Health Issues extraction from victims’ posts was proposed

(Chapter 6). Based on the content analysis, the personal stories from the abu-

sive experiences are commonly shared on Social Media platforms. The reasons

vary and include advice seeking, interaction need, pain relief etc. The details

of violent incidents and associated health impacts before and after exposure to

abuse are also disclosed. However, the valuable knowledge about the sever-

ity of the issue tend to be buried within the lengthy descriptions of irrelevant
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nature. Moreover, the numerous mis-spellings, abbreviations, and ambigua-

tions further complicate the relevant and actionable information extraction. The

noisy character of the data as well as variety of the expressions used can be at-

tributed to the diverse cultural background of the victims and their respective

linguistic patterns. Hence, the advanced natural language processing and Deep

Learning techniques were applied to determine the linkages between the con-

cepts, and identify the most distinctive features automatically, eliminating the

reliance on manual feature engineering. The approach further supports scala-

bility, taking into account the popularity of Social Media platforms and ever-

growing user-generated content. To automatically extract the Abuse Types and

Health Issues from victims’ posts, the 3 benchmark datasets from were con-

structed. The sources such as Facebook, Reddit and relevant blogs were consid-

ered. The annotations of the above mentioned Abuse Types and Health Issues

were performed from the posts collected. The classes have been defined based

on the information needs of policy makers and health-care providers towards

improved services design. From the methodology point of view, the 2 pop-

ular state-of-the-art models, i.e. BLSTMs and stacked residual BLSTMs, were

applied and their performance was compared against the pre-trained and the

domain-specific embeddings. The experimental results have shown that the

stacked residual BLSTMs model yielded the highest accuracy of approximately

78% for all 3 benchmark datasets. As previously discussed, the DV embed-

dings have proven efficient in correctly capturing the dependency between the

terms, despite the common mis-spellings and abbreviations (e.g. ‘physical’ as

pysical and ‘ptsd’ as Post Traumatic Stress Disorder). Furthermore, the domain-

specific embeddings have provided a valuable insight into the violence severity,

as well as the health impact on its victims. Thus, the proposed framework of
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DV instances automatic detection is indispensable for DVCS groups to not only

pro-actively reach-out to potential victims in time-critical situations, but also to

accurately estimate the scale of an issue, facilitating the appropriate measures

development.

According to WHO, the various types of information are vital for under-

standing the circumstances surrounding the violent incidents. The valuable

knowledge regarding the illnesses experienced and injuries suffered after an

exposure to violence can be effectively mined from the self-reports abound on

Social Media. As Social Media is already deeply integrated within our lives, its

effective utilization for knowledge discovery about the pressing societal issues

has been proposed. In particular, the application of Deep Learning techniques

to online discourse on DV-dedicated forums allows to uncover (i) the circum-

stances in which abusive relationships developed, (ii) the most common violent inci-

dents occurrence, (iii) the impact on the health of the victims, (iv) the various support

services sought-after etc. Thus, the promising approach to leverage the high-volume,

high-variety and high-velocity data for community support has been proposed.

7.2 Study Limitations

Dataset Size: The size of dataset used as part of this study is considered mod-

erate. The main reason is the labour intensive manual labelling due to lack of

the publicly available benchmark corpus with fine-grained classes in DV do-

main. Moreover, the posts extracted from DV-dedicated forums are more de-

scriptive, detailed and lengthy on average, which makes the annotation process

even more time-consuming. Nonetheless, the word embeddings have been ap-
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plied for features extraction to account for the shortcoming identified. Similar

approach is frequently employed when number of posts is limited as word em-

beddings naturally extend the feature set, diminishing the reliance on large scale

datasets.

Dataset Source: There is a certain degree of criticism involved regarding the

studies using Social Media data. The main involves the veracity (1 of 5 charac-

teristics of Big Data) of user-generated content, and consequently the reliability

of the conclusions arrived at. Social Media frequently can contain incomplete,

inaccurate, or even entirely false information. There is a literature referring to

memory bias (or cognitive bias) phenomenon stating that humans’ perception

is subjective, and particular events tend to be exaggerated, neutralized, or even

completely erased from memory (such as traumatic ones). The particular type

of memory bias - the confirmation bias - occurs when individuals recall the in-

formation in a way that asserts one’s beliefs. Nonetheless, such instances are

considered rare, and form a part of any alternative approach to DV impact esti-

mation, e.g. population-based survey.

Gender Bias: As discussed in Chapter 2, males demonstrate significant inhibi-

tions in reporting the incidents of abuse. Such observation can bias the results

to the aspects of violence in which the victim is female. During posts evalua-

tion, the hypothesis that the majority of self-reports is shared by the women was

confirmed. Still, the scope of the study covered detection of critical situations

from Social Media, and extraction the actionable insight - regardless the gender.

Furthermore, the separation of datasets into female-victim/male-victim would

result in significant data imbalance, given the female-victim posts domination.

Annotation Errors: Despite the best efforts for precise annotation, as well as the

supervision of the domain-expert active in family violence domain, the potential
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discrepancies may have occurred. These can result from oftentimes ambiguous,

and out-of-context user-generated content. Nonetheless, such risk forms an in-

herent part of the majority of supervised Machine Learning techniques. Any

annotation errors will negatively affect the performance of any automated clas-

sifiers, trained on the developed ‘Gold Standard’. Still, the Kappa statistic was

calculated to ensure the sufficiently high agreement between annotators, and

effectively minimize the risk of potential mis-annotations.

Technique Novelty: The objective of this thesis was empirical validation of

Deep Learning methods on real-world case study, followed by the knowledge

discovery about the DV issue. The state-of-the-art models were applied in order

to compare their performance and inform future research. The improvement in

accuracy was obtained through the domain-specific embeddings development,

integrated into the existing Deep Learning architectures. As a result, the novelty

is considered at the practical application to the real-case scenario, for which the

gap had been identified. Thus, the major part of the thesis focuses on actionable

insights extraction to inform the policy makers, the healthcare providers, and

the support groups.

7.3 Future Research Directions

The work can be extended into several promising directions, which can be de-

fined as follows:

New Theories: The findings can be evaluated against the official reports re-

garding the DV prevalence and severity. The data collected and information ex-

tracted as part of this study serves as an alternative source of knowledge about

the Abuse Types and Health Issues, to account for the limitations of the existing
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approaches. The insights derived can be compared against official reports (if

overlapping) for further validation, or new theories development.

Demographics Investigation: The metadata associated with the posts extracted

from online forums (Reddit in particular) can serve as a valuable source of in-

formation on users’ demographics. Such knowledge can further enrich the find-

ings, and lead to interesting insights on the age and gender groups most likely

to become either victims, or the abusers. Still, the finer-grained analyses require

sufficient amount of data within each sub-group for the results validity.

Geo-location Correlation: The geo-attributes available with Twitter data can be

utilized for further study of the Abuse Types and Health Issues patterns across

various geographical locations. The spatial information additionally allows for

the correlation with regional development indicators (e.g. poverty rate, popula-

tion density, education level etc.), to uncover potential inter-dependencies, and

improve the prediction models.

Dataset Size: The large-scale dataset would be beneficial for the study in terms

of the findings validation, as well as the potential for finer-grained analyses

performance (e.g. demographics investigation, geo-location correlation). Fur-

thermore, the range of online sources can be extended for wider impact, along

with the improved generalisation.

Affected Population: The approach proposed can be applied to study the char-

acteristics of abuse patterns experienced within various sub-populations, e.g.

female/male/children/elderly/LGBT. For instance, the male-victim abuse is

occasionally discussed in the subreddits such as MensRights, and AskMen.

Similarly, to obtain specifically female-victim abuse, the subreddits Women-

sRights and TwoXChromosomes can be useful.

Classifier Generalisation: Upon retrieval of sufficient amount of data from var-
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ious DV-related forums, the more flexible classifier can be developed. Cur-

rently, mainly Facebook posts were investigated as the primary source of DV

self-reports. The model trained on the multiple sources of data will facilitate the

approach generalisation, as well as widen an impact of the research.

Technique Novelty: Despite high accuracies achieved for the state-of-the-art

models, further improvement to the techniques used can be proposed. Addi-

tionally, the advanced optimisation can be performed, given Deep Learning ap-

proach used, which heavily relies on the hyper-parameters selection.

To conclude, the contributions of each section presented in the thesis have been

summarised, the study limitations have been shortlisted, and finally the poten-

tial future research avenues have been indicated.
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