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In recent years, online shopping has gained immense popularity due to its feedback
mechanism. By composing online comments, previous buyers share opinions and expe-
riences regarding the items that they have purchased. These user-generated reviews, in
turn, provide valuable information to potential customers in regards to deciding which
products to purchase. The reviews also help vendors understand customer needs and
improve product quality. Yet despite these benefits, the unprecedentedly rapid growth
of user-generated content has overwhelmed human ability in online review scrutiny. On-
line reviews that possess varying content further impedes useful knowledge distillation.
The large volume of online reviews that are uneven in quality puts growing pressure on
automatic approaches for effective review utilization and informative content prioritiza-
tion.

Review helpfulness prediction leverages machine learning methods to identify and
recommend helpful reviews to customers. In particular, review characteristics form the
backbone of helpfulness information acquisition. Prior literature has observed and as-
sociated a large body of determinants with review helpfulness. However, these deter-
minants heavily rely on the domain knowledge of experts. The selection of and the
interaction between the determinants also remain understudied, leaving ample room for
exploration. The general lack of systematic experiment protocols among the existing
methods further harms the task’s reproducibility, comparability, and generalizability.

This thesis aims to automatically model helpfulness information from online user-
generated reviews. The thesis proposes effective modeling techniques and novel so-
lutions to tackle the aforementioned challenges, with more emphasis on sophisticated
feature learning and interaction. The thesis has made the following contributions to
standardize the research field and advance the accuracy in helpfulness prediction.

1. A comprehensive survey is conducted to identify frequently used content-based
determinants for automatic helpfulness prediction. A computational framework
is developed to empirically evaluate the identified features across domains. Three
selection scenarios are considered for feature behavior analysis. The domain-
specific and domain-independent feature selection guidelines are summarized to



facilitate future research prototyping. The implementation details of the study are
discussed to standardize the task of automatic helpfulness prediction.

2. A deep neural framework is designed to enrich the interaction between review
texts and star ratings during automatic helpfulness prediction. A gated convolu-
tional component is introduced to learns content representations. A gated em-
bedding method is proposed for encoding sophisticated yet adaptive rating infor-
mation. An element alignment mechanism is proposed to explicitly capture the
text-rating interaction. Ablation studies and qualitative analysis are conducted to
discover insights into the interactive behavior of star ratings.

3. An end-to-end neural architecture is proposed to contextualize automatic helpful-
ness prediction using review neighbors. Four weighting schemes are designed to
encode a review’s surrounding neighbors as its context information into content
representation learning. Three types of reviews neighbors of varied length are
considered during context construction. Finally, discussions on the experimental
results and the trade-off between model complexity and performance are given,
along with case studies, to understand the proposed architecture.
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CHAPTER 1
INTRODUCTION

The advent of e-commerce has dramatically changed a wide range of shopping activ-
ities. Nowadays, people participate online shopping to share and enjoy the convenience
brought by the new business paradigm. From ordering food in restaurants to book-
ing hotel rooms, more and more transactions are completed online or even via mobile
environments. One attractive advantage of e-commerce is the access to comprehensive
product information about goods and services. Contemporary online shopping platforms
often solicit feedback from previous customers, predominantly in the form of product
reviews. The reviews share crowd-sourced opinions, feelings, and experience towards
products, from which potential customers can seek advice to make more informed pur-
chase decisions. Additionally, manufacturers and retailers can learn from the collective
wisdom to understand customer needs and facilitate future product development.

Currently, e-commerce platforms have accumulated a plethora of user-generated re-
views. The accumulation speed is also increasing. In fact, existing online reviews have
exceeded the capability of human scrutiny within acceptable time limits. This phe-
nomenon poses new challenges to both individuals and companies in decision and strat-
egy making. The review ranking mechanism via human-involved quality evaluation has
long been adopted in many online platforms to combat information overload. Still, the
methods are primitive and far from effective in terms of review utilization. The large
scale and rapid growth of online reviews require for informative content prioritization.
As a result, efficacious solutions are required to filter low-quality content and locate
useful information, in an automatic manner.

1.1 Background

This section further introduces background knowledge regarding automatic helpfulness
prediction. Specifically, three dimensions will be discussed: the rapid growth of e-
commerce and its significant influence; the importance of online user-generated reviews
and information overload hindering review exploration and utilization; and current re-
view ranking mechanisms that help customers to read reviews in a more effective man-
ner.
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1.1.1 Electronic Commerce

As recently as the mid-1990s, e-commerce was still in its infancy. With the help of
Web 2.0 and Internet technologies, e-commerce has developed into a worldwide indus-
try [272] worth 2.9 trillion US dollars. E-commerce is one of the most important online
activities. According to a recent survey conducted by Episerver [82], 26% (62%) of cus-
tomers shop online on a weekly (monthly) basis in 2019; nearly a quarter of the online
buyers access e-commerce environments daily, and nearly half do so multiple times per
week. The influence of e-commerce continues worldwide. Figure 1.1 exemplifies the
trend of e-commerce in US and UK using the national sales data. As illustrated, both
countries receive an overall increase in proportion of online transactions in over the past
decade. By 2021, 2.14 billion people [285] are expected to buy goods and services on-
line. By the end of 2040, e-commerce is thought to facilitate 95% of purchases [147].
The global e-commerce sales are predicted to hit 6.5 trillion US dollars [169] in 2023,
reaching 22% of total retail sales.
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Figure 1.1: Estimated quarterly e-commerce sales as a percent of total sales. Sourced
from the US Census Bureau and Office for National Statistics.

E-commerce has infiltrated into people’s daily lives, in areas ranging from restau-
rant reservations, hotel booking, product purchasing, to different kinds of appointments.
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Even offline retailers can benefit from e-commerce. For example, Walmart managed to
obtain double-digit e-commerce growth [89] in the fiscal years 2017, 2018, and 2019.
In recent years, the number of e-commerce related businesses and applications has been
rapidly growing. In 2019, North America was estimated to have 1.3 million e-commerce
companies [218]. As of 2020, nearly 12 million live websites over the entire Internet
[34] are observed using e-commerce technologies to improve business quality and ex-
perience. The appeal of e-commerce over traditional in-store shopping [62] lies in the
spatiotemporal convenience, which enables customers to shop at any time without phys-
ically entering stores. Additionally, e-commerce platforms allows customers to compare
prices of a wide range of items and select better price options in one place. More im-
portantly, as will be discussed in the next subsection, such platforms are equipped with
user-generated online reviews that provide customers with rich information for knowl-
edge learning and decision making.

1.1.2 User-generated Reviews

Online reviews have become integral components of contemporary e-commerce ecosys-
tems. Currently, user-generated reviews are building blocks of many web communities.
In 2018, online reviews were believed to influence 15.44% Google search result rank-
ings [273], up from 10.8% in 2015. In the context of e-commerce, the influence is even
more pronounced.

Online reviews as information acquisition methods have become common practice.
A recent survey conducted by Bizrate Insights [139] shows that approximately 98% of
online shoppers conduct research on a vendor via online reviews. Among the respon-
dents, 24.4% report that they always prefer such a paradigm, while 40.8% report that
they often prefer such a paradigm. Similar statistics can also be found in the tourism
domain [1], where 95% of travelers read reviews prior to booking, with 59% always
or very often doing so. Online reviews are considered to play crucial roles in decision
making. A Fan & Fuel’s survey [95] reveals that 97% of participators believe that on-
line reviews factor into their buying decisions. A survey conducted by Capterra [118]
has found that online reviews impact the purchase decisions of almost all software buy-
ers. 85% of US Internet users [215] trust online reviews as much as recommendations
from personal sources such as friends and family; the number becomes 91% [216] for
those aged between 18 and 34. Online reviews are also indispensable to providers of
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goods and services. From the vendors’ perspective, online reviews can be researched to
promote product quality, analyze user satisfaction [2], and explore user needs.

Online comments provide a reliable source of reference [140] that improves cus-
tomers’ confidence, comfort, and experience. During purchasing, only 34% of buyers
[252] consider vendor-related content to be trustworthy. Instead, 66% of customers
[167] use sources outside of vendor materials during the research phase. Nearly two-
thirds of US customers [296] agree that reviews created by online users are more inter-
esting than brand-generated content. For mothers who use the Internet, the reviews can
be trusted almost 12 times [81] more than the manufacturers-provided descriptions. As
pointed out in a recent social influence study [64], online peer reviews are not only more
trusted by 68% customers; they are also 16% more memorable than traditional media.
The fascination with online reviews probably relates to an awareness of the pros, cons,
and user experiences of products [95] from a variety of customers. For example, 52%
of consumers [118] believed that a software product that has received negative reviews
will be more trustworthy. Apart from unilateral manufacturer-provided information,
customers can now rely on crowd-sourced opinions to make more informed purchasing
decisions.

Despite the advantages described above, customers are facing new challenges in effi-
ciently exploiting online reviews. Since 2008, there has been a boom in online customer
reviews. An example is the platform Yelp. As Figure 1.2 shows, the cumulative number
of customer reviews posted on the platform has risen from 4, 689 in 2008 to 177, 385
in 2018, increasing nearly 37 times in ten years; the yearly growth is still accelerating.
Even for niche items, the number of reviews can typically exceed 200 [226]. Such vol-
ume has exceeded manual power to digest all reviews a product can receive. In addition,
online reviews are of uneven quality. The written content of reviews depends on cus-
tomers’ life experience, education background, and purposes for writing reviews. While
some reviews are informative, others provide little value. Consequently, customers may
require additional time and effort to read reviews in order to gather sufficient information
to make purchase decisions. Moreover, customers have been shown to have limited pa-
tience for perusing review. Most customers read less than 10 reviews before forming an
opinion [214] or even decision [13] about a business/product. For example, it takes on
average less than seven reviews [1] for travelers to make hotel booking decisions. In the
first quarter of 2019, the average time consumers spent in online stores [262] dropped to
4 minutes and 12 seconds. The large volume and unpredictable quality of reviews, along
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with limited customer patience, demands better review utilization strategies to manage
the information overload.
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Figure 1.2: The cumulative number of reviews submitted to Yelp from 2008 to 2018.
Sourced from US Securities and Exchange Commission.

1.1.3 Review Ranking

Contemporary online shopping platforms have taken several measures to enable users to
read review more efficiently. One standard method is to solicit feedback from customers
towards other customers’ opinions in addition to feedback towards products. By asking
“Was this review helpful to you?”, or “Did you find this review helpful?” at the end
of each review, online platforms can crowdsource dichotomous helpfulness votes from
customers. As a result, the collected voting data of individual reviews are shown to
reflect how people generally think of the review helpfulness. Figure 1.3 exemplifies
the feedback mechanism on Amazon, to which that on other platforms are similar. As
user feedback accumulates, the received votes reflect how consumers generally think of
the helpfulness of these reviews. Thus, the voting data can be used to measure review
quality and rank reviews by their quality, making the platform a self-managing system.
In fact, questions such as those described above are responsible for more than 2.7 billion
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US dollars of new revenue1 for Amazon every year.

Figure 1.3: Helpfulness voting examples. Sourced from Amazon Web Services docu-
mentation.

Despite the advantages, current voting mechanisms can be problematic. First, the
voting data suffers from scarcity [277] since only a small proportion of customers [120]
in the community are willing to vote for review helpfulness. As Figure 1.4shows, the
voting numbers follow a power-law distribution. The scarcity is even more severe in
reviews of low-traffic (less popular) products [85] and recently submitted reviews [175].
Moreover, the voting data suffers from unexpected biases. Online platforms often dy-
namically rank reviews using helpfulness-related voting algorithms. The ranking, for
example, can simply fall into the winner-take-all bias [172]. That is, more votes help
reviews to gain higher rankings, which in turn is more likely to attract for helpfulness
votes. Both situations limit review ranking to a small range of reviews, whereas the
remaining valuable reviews are ignored. As such, some potentially helpful reviews [38]
are unnecessarily ranked as “unhelpful”. Additionally, the voting system is vulnerable
to spam reviews [131, 328] and can be abused for the purpose of voting manipulation.
The aforementioned drawbacks will diminish the reliability of the obtained votes.

Given the scenarios described above, a substituted methodology for human help-
fulness assessment that predicts the helpfulness of evaluative reviews in an automatic

1https://articles.uie.com/magicbehindamazon/
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Figure 1.4: The scarcity of voting data in reality. Solid (Dotted) lines indicate the per-
centage of remaining reviews (products with reviews) that have at least a certain number
of votes. Data retrieved from three popular online platforms: Amazon [113], Yelp [324],
and TripAdvisor [164].

manner will be desirable. Automatic helpfulness prediction [138] aims to better utilize
the collected voting data to identify and recommend high-quality reviews to customers.
This interdisciplinary field of research involves psychology, sociology, information tech-
nology, human-computer interaction, human behavior analysis, and marketing. The goal
of automatic helpfulness prediction is to adopt machine learning techniques to approxi-
mate the helpfulness assessment process using knowledge gained from previously voted
reviews.

1.2 Research Motivations and Problems

This thesis aims to provide methods of automatic helpfulness prediction. The ultimate
goal is to improve the identification accuracy of high-quality reviews. To this end, data-
driven models are constructed to develop effective review representations for helpfulness
information modeling. The following problems will be specifically discussed.
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1. How to identify and select robust features for generalized helpfulness predic-
tion?
The mainstream approach of automatic helpfulness prediction [254] focuses on
feature engineering. This paradigm has several issues that are yet to be resolved.
The curation and organization of feature candidates tends to be arbitrary and
lack justification. For example, the use of one feature in preference to other
similar features is often ignored. Certain features are also frequently domain-
and/or platform-dependent. Moreover, the curated features are often evaluated as
a whole, whereas the predictive power of feature subsets is largely understudied.
Without effective selection strategies, overusing the features may cause redun-
dancy that harms helpfulness modeling. Furthermore, many existing works are
barely comparable and reproducible due to unclear experiment details [107] and
unavailable ad-hoc datasets [224]. Consequently, systematic empirical analysis of
feature identification and selection is required to ensure result and finding gener-
alizability.

2. How to learn interactive review representations from review texts and star
ratings?
Text content and star ratings are noticeable elements that attract readers’ atten-
tion when they are perusing reviews. The two factors are arguably important for
helpfulness conception: text content qualitatively describes reviewers’ opinions,
whereas star ratings express their quantitative attitudes towards an item under re-
view. More importantly, the (in)consistency between the two factors can affect a
consumer’s ability to trust a review. For instance, a positive review with a negative
rating may cause confusion to and thus become less helpful for consumers. Cur-
rently, review texts have been widely exploited for learning helpfulness-related
features. The exploitation of star ratings, however, remains understudied in terms
of the encoding of rating information and the interaction with the content of a text.
To overcome the limitations and better use of rating information, more sophisti-
cated approaches are proposed to increase the encoding capability of star ratings
and to strengthen the interactive power between review texts and star ratings.

3. How to learn contextualized review representations from the surrounding
context?
The evaluation of review quality relies strongly on the historical helpfulness vot-
ing data provided by customers. The vast majority of existing studies assume that
customers independently vote on whether a review is helpful: the helpfulness of
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a review only depends on the review’s content and will not be affected by other
reviews surrounding it. In reality, online reviews are displayed in the form of se-
quences. During review perusal, different reading orders may lead to customers
perceiving review helpfulness in different ways. The reason is that the opinions
from past reviews read by a customer affects his/her thoughts on the current re-
view and future ones. As such, the helpfulness of a review is closely related to
how and where it is presented, its surrounding context. In this thesis, contextu-
alized models are proposed to extend the self-contained assumption, taking into
account the surrounding context of a review in helpfulness modeling.

1.3 Thesis Contributions

This thesis contributes to existing literature and research community from at least four
perspectives:

1. An empirical study on feature identification, selection, and evaluation for auto-
matic helpfulness prediction on online product reviews.

• A comprehensive literature surveys on helpfulness-related determinants and
the identification of frequently used content-based features.

• A flexible model for feature extraction and extensive empirical validation
on large-scale publicly available online product reviews from a variety of
domains.

• Quantitative evaluation on feature behaviors in multiple feature selection
scenarios (individual features, features within the same category, and the
whole feature collection) across domains.

• Qualitative analysis of the trained prediction models and investigation into
the effectiveness of features with case studies.

• The release of the dataset split configurations, pre-processed reviews, and
extracted features for result reproducibility, benchmark studies, and further
improvement.

2. A deep interactive neural network considering both review texts and the accom-
panying star ratings for automatic review helpfulness prediction.
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• A gated convolutional encoder that learns content representations from re-
view texts by capturing deep semantic relationships between words.

• An embedding method for review star ratings to enlarge feature space for
rating information encoding.

• An explicit interaction mechanism between review texts and star ratings via
element alignment between the learned content representations and rating
embeddings.

• An adaptive learning method that specifies the amount of rating information
needed for the learned content representations during interaction.

• Quantitative benchmarking against robust baselines, ablation studies into
model effectiveness, and qualitative analysis of the learned rating embed-
dings and their behaviors with case studies.

3. An end-to-end neural architecture that takes into account the surrounding context
of a review for automatic review helpfulness prediction.

• A novel method in using a review’s neighbors as its surrounding context into
helpfulness modeling.

• A novel dataset created from scratch to fulfil the task. The dataset consists
of six domains of reviews collected from two real-world online platforms.
Each review contains up to ten preceding and following neighbors.

• Extensive evaluation of a set of settings designed for constructing contextual
information from a number of review neighbors, including three neighbor
types (i.e. preceding, following, and surrounding reviews) and four weight-
ing schemes.

• Ablation analysis and hyperparameter tuning to locate the optimal context
settings and to discuss the trade-off between model complexity and effec-
tiveness.

• Qualitative analysis via visualization and case studies for better understand-
ing and model interpretation.

4. Some of the results of this thesis will be further organized and integrated into an
ongoing project called Helpfulness Measurement (HelpMe). This project consists
of two components:
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• An all-in-one computational framework for generic helpfulness prediction
tasks. The framework consists of a series of built-in functions (e.g., re-
view pre-processing, review labeling, review splitting, feature extraction,
and embedding training) that facilitate data processing, model prototyp-
ing, and baseline evaluation. At present, the framework has integrated the
models proposed in this thesis and will continue to include more published
helpfulness-related features and prediction models.

• A summarized table from state-of-the-art helpfulness prediction studies for
quick reference. The table contains brief summaries of a series of up-to-date
high-quality publications related to the topic. Each summary focuses on a
paper’s methodology (e.g. features and classification/regression models) and
experiment details (e.g. datasets and evaluation metrics). Meanwhile, more
published helpfulness-related features and prediction models will be added
to the table.

The release of the computational framework fills the gap within existing studies,
which lack systematic experiment standards and reproducible implementations.
Future researchers are strongly encouraged to adopt the framework for data prepa-
ration and model development to achieve a higher level of result comparability and
reproducibility. The release of the summarized table is also beneficial for current
and future researches because it offers a fast and comprehensive understanding of
the past and present trends in relation to automatic helpfulness prediction.

1.4 Thesis Structure

The remainder of the thesis is organized as follows:

Chapter 2 conducts a comprehensive literature review on the task of automatic help-
fulness prediction to report existing definitions, determinants, methodologies, and
data sources for modeling helpfulness information from online user-generated re-
views. The chapter also provides an overview of common text representation
techniques.

Chapter 3 conducts a systematic study to identify frequently employed context-based
features for automatic helpfulness prediction. Empirical evaluation is then con-
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ducted on the identified features to locate optimal feature combinations for the
task under multiple feature selection scenarios, followed by the summary of
domain-specific and domain-independent feature selection guidelines.

Chapter 4 presents a deep neural architecture to capture the complicated interaction
between review texts and star ratings when predicting review helpfulness. The
model is benchmarked against state-of-the-art solutions on real-world online re-
views, along with ablation studies and detailed qualitative analysis.

Chapter 5 describes a deep end-to-end neural architecture that contextualizes a review
in relation to the reviews that surround it during the helpfulness learning process.
The framework is evaluated on real-world online reviews, along with ablation
studies, parameter tuning, and detailed qualitative analysis.

Chapter 6 concludes the thesis by summarizing the findings and practical implications
gleaned from the experimental results. Potential future directions are enumerated
to encode more accurate review representations that further improve the helpful-
ness prediction performance.

12



CHAPTER 2
LITERATURE REVIEW

This chapter surveys literature on automatic review helpfulness prediction. The sur-
vey first overviews common review text representation techniques, followed by three
fundamental perspectives of helpfulness prediction: the helpfulness voting process on
contemporary online platforms, the interpretation of review helpfulness, and factors that
online users perceive reviews as helpful/unhelpful. Subsequently, the survey discusses
frequently-employed determinants modeling helpfulness cues, introduces methods that
label review helpfulness, and presents review sources for the task

2.1 Text Representation Overview

Representing texts is of vital significance to many real-world applications, including
review helpfulness prediction. In accordance with Natural Language Processing (NLP)
and information retrieval conventions, a text (e.g., a sentence, paragraph, or document)
is encoded in the form of vectors. This section categorizes text representations into local
and continuous ones [200] and briefly introduces existing techniques used to learn both
types of representations.

2.1.1 Local Representations

Local encoding focuses on the one-to-one correspondence between physical entities
(e.g., characters, words, tokens) of a text and computing elements. The one-hot en-
coding scheme, also known as the 1-of-N encoding scheme, is a standard method for
word representation. Given a collection of texts, the scheme first constructs and indexes
the vocabulary of unique tokens in the corpus. Each token is represented by a sparse
vector of the same length as the vocabulary, The vector encodes one into the element
indicating the token’s position and zeros otherwise.

Bag-of-Words (BOW) models represent a text by aggregating the one-hot vectors of
its constituent tokens. Three scoring schemes and their variants are frequent used: bi-
nary values indicating token presence/absence in a text, integers counting token occur-
rences, and the standard Term Frequency Inverse Document Frequency (TFIDF) scheme
[264] being the most popular option. TFIDF states that the importance of a token relies
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on the token’s occurrence in a text and the number texts in the corpus containing the
token.

BOW models by definition disregard word orders and thus cannot distinguish be-
tween texts consisting identical but differently arranged words, for example, “is it true”
and “it is true”. To alleviate the drawback, n-gram models take as input spatial adjacency
by encoding contiguous sequences of n constituent tokens of a text. Frequent n-gram
options include individual tokens (n = 1), token pairs (n = 2), and token triplets (n = 3),
also known as unigrams, bigrams, and trigrams, respectively. Note that a BOW models
can be seen as a 1-gram model.

Still, n-gram models may suffer from the curse of dimensionality [201]. A common
corpus usually entails a vocabulary of 105–107 tokens and the vocabulary size will grow
exponentially if using higher-level n-grams. Besides computational inefficiency, n-gram
models pose large sparsity as many n-grams only have few occurrences and carry little
semantic information. Since vector elements are treated independently, n-gram models
cannot capture synonyms (e.g., “lemon juice” and “lemonade”) and hypernyms (e.g.,
“husky” and “dog”) and other semantic relationships.

2.1.2 Continuous Representations

Continuous encoding uses more complicated implementations by associating a physical
entity with a series of shared computing elements. Topic modeling, which is a branch
of the family, assumes that a text is governed by a mixture of hidden topics and each
topic a collection of terms in the corpus. To reduce sparsity while preserving most of
the semantic meaning, a topic model decomposes the document-term matrix resulting
from BOW or n-gram representations into a document-topic matrix and a topic-term
matrix. The compressed vector space encodes more abstract semantics such as topical
and aspectual information. Two classical topic modeling techniques are Latent Semantic
Analysis (LSA) [70] and Latent Dirichlet Allocation (LDA) [30].

Distributed representations mark another branch of the continuous family. As a
consequence of training neural language models [23], each token is mapped into a
fixed-length real vector (i.e., embedding), wherein each dimension represents a la-
tent concept shared across tokens. In contrast to local representations, an embed-
ding comprises 101 − 103 computing elements and thus is immune to dimensional
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disaster. The embedding training process takes into account the a word’s local con-
text to capture more sophisticated semantic relationship among words. The intu-
ition is inspired by distributional hypothesis [92, 111] in linguistics: words that oc-
cur in the same contexts tend to have similar meanings. As a result, similar words
in meaning are spatially closer in the trained vector space. The learned representa-
tions also entail word analogies [202] via simple algebraic operations. For example,
vector(“King”)−vector(“Men”)+vector(“Women”)≈vector(“Queen”).

Early embedding training methods harvest the success of shallow neural networks
for word semantics learning. Three classical techniques [201, 237] for learning dense
word vectors are the Continuous Bag-of-Words (CBOW) model, Skip-Gram model with
Negative Sampling (SGNS), and Global Vectors (GloVe). The learning paradigm can
also be applied to subwords [133] and other language units. The representation of a text
(or a document) [10] is obtained by (i) the (un)weighted average of the trained vectors
of its constituent tokens [274], (ii) learning along with the token vectors [157, 66], or
(iii) developing another neural model upon the token vectors [128].

Below describes neural architectures for learning the compositionality of document
embeddings. Due to limited space, this chapter only discusses techniques used in ex-
isting helpfulness prediction studies. The mathematical notation for model description
is denoted as follows. Given a text s = (w1,w2, . . . ,wT ) of T words, each word w is
mapped into a d-dimensional word embedding x, and thus the text can be represented as
a matrix X = [x1, x2, . . . , xT ] ∈ RT×d of stacked embeddings. The goal of the networks
is to learn the document embedding s of s from X through different types of non-linear
matrix transformations.

• Convolution Neural Networks (CNNs) [142] encode the document embedding
of s from its n-gram information. Let ct ∈ R

nd be the concatenation of the n-gram
embeddings xt−n+1, xt−n+2, . . . , xt, where 0 < t < T + n. An embedding xt is set
as zero vectors when t < 0 and t > n. A vanilla CNN framework employs a
set of K learnable kernels Wc ∈ R

K×nd of the same filter size n to compute the
convolution between a kernel wc ∈ R

nd and ct. Each kernel slides over the n-gram
embeddings of X, resulting in T convoluted features, also known as feature maps.
The K kernels together produce P ∈ RK×T :

P∗,t = tanh(Wc ⊛ ct + b), (2.1)
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where ⊛ indicates the convolution operation and tanh(·) the hyperbolic tangent
function. The text representation s is then computed by concatenating salient n-
gram features in each of the K kernels.

s =
K⨁︂

k=1

max(Pk,∗), (2.2)

where ⊕ is the concatenation operation and max(·) the max-over-time pooling op-
eration that only preserves the top-m values in a feature map, with m = 1 used
frequently. In practice, multiple n values can be employed simultaneously to cap-
ture salient features from different text n-grams.

• Recurrent Neural Networks (RNNs) [170] learn the representation of s by ex-
hibiting the temporal dynamics of the word sequence. A vanilla RNN framework
maintains an internal state h (also known as memory) to memorize the information
of words that have been processed at a certain time. Given a time step t ∈ [1,T ],
the framework takes as input both the word embedding xt and the hidden state ht−1

learned from the previous step t − 1 to produce the hidden state ht. The current
state ht again is copied as the context of the processed words w1,w2, . . . ,wt for
learning the hidden state at the next time step t + 1:

ht = σ(Whxt + Uhht−1 + bh), (2.3)

where Wh, Uh, and bh are weights and biases to be estimated during training.
As a result, the framework yields T outputs [h1,h2, . . . ,hT ] respectively for the
individual entities in s. Often, the document embedding s = hT refers to the
hidden state at the last time step that contain all information of the text.

Despite that RNNs by nature are advantageous for handling sequential data, the
vanilla RNN framework can suffer from gradient vanishing and exploding prob-
lems [24]. As such, training original RNN models on longer sequences is practi-
cally challenging. Two remedies modify the representation learning process using
gating mechanisms.

– Long Short-term Memory Networks (LSTMs) [116] augment RNNs with
three types of gates controlling the flow of the inputs and outputs of the ar-
chitecture. During text encoding, a cell state is maintained in through model
training to adaptively add new information regarding a current token about
and remove learned knowledge from the past inputs, allowing for learning

16



long-term dependencies. A vanilla LSTM block is formally defined as fol-
lows:

ft = σ(W f xt + U f ht−1 + b f ), (2.4)

it = σ(Wixt + Uiht−1 + bi), (2.5)

ot = σ(Woxt + Uoht−1 + bo), (2.6)

c̃t = tanh(Wcxt + Ucht−t + bc), (2.7)

ct = ft ⊗ ct−1 + it ⊗ c̃, (2.8)

ht = ot ⊗ σ(ct), (2.9)

where ⊗ is the Hadamard (i.e., element-wise) product and σ(·) the sigmoid
function. The forget gate ft, the input gate it, and the output gate ot jointly
influence the cell state ct, which is used to produce the output ht at time step
t. The weights and biases {W f ,U f ,b f ,Wi,Ui,bi,Wo,Uo,bo,Wc,Uc,bc} are
learnable parameters. Similarly, the output at the last time step hT is often
selected as the document embedding s.

– Gated Recurrent Units (GRUs) [51] share a similar idea of LSTMs. Two
types of gates are introduced to control the information flow in the archi-
tecture: the reset gate rt determines the combination between a new input
and previous memory and the update gate zt specifies the amout of previous
memory to be kept. A vanilla GRU block is formally defined as follows:

zt = σ(Wzxt + Uzht−1 + bz), (2.10)

rt = σ(Wrxt + Urht−1 + br), (2.11)

h̃t = σ(Whxt + Uh(rt ⊗ ht−1) + bh), (2.12)

ht = zt ⊗ ht−1 + (1 − zt) ⊗ tanh(h̃t), (2.13)

The weights and biases {Wz,Uz,bz,Wr,Ur,br,Wh,Uh,bh} are learnable pa-
rameters. The architecture mainly differs from LSTMs in that (i) the forget
and input gate are coupled by the update gate, (ii) the cell state is no longer
maintained but instead merged into the exposed hidden state, and thus (iii)
the output gate is no longer needed. As a result, a vallina GRU block is less
complex and more computationally efficient than the LSTM counterpart.

In practice, bidirectional RNNs [271] are frequently used to enable the awareness
of both past and future information about the text at every time step. The backward
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state
−→
ht encodes from w1 to wT , whereas the forward state

←−
ht encodes the opposite

direction.

• Attention Mechanisms [17] have been used in many tasks to improve vector rep-
resentation learning. In RNNs, the last hidden state hT is expected to summarize
the entire word sequence s and thus often selected as the final text representa-
tion. Those document embeddings, however, have difficulties in remembering
earlier text information especially in longer sequences. Attention mechanisms in-
tend to construct document embeddings using all the intermediate hidden states
[h1,h2, . . . ,hT ] during sequence processing. A general form of attention employs
a context vector to measure the importance of each hidden state:

ut = tanh(Wuht + bu), (2.14)

αt =
exp(ut,uq)∑︁T

t=1 exp(ut,uq)
, (2.15)

s =
T∑︂

t=1

αtut, (2.16)

where Wu, bu, and uq are learnable parameters. The context vector uq can be
thought of as the correlation between individual words and a text in building the
document embedding s for a given task. The weights α are normalized through
softmax operations into a probability distribution. The representation s is then
computed as the weighted sum of the hidden states.

Recent studies have used a series of variants of the aforementioned techniques in
many NLP tasks, such as character embeddings to handle out-of-vocabulary words
by capturing subword information, hierarchical implementations [323] to learn fined
grained semantic compositionality, and the combination of CNNs and RNNs [156, 344]
to utilize the local and temporal strengths of both network structures. More recently,
pre-trained language models [239, 71, 338] for text representation also gains tremendous
attention. Further discussions of such is outside the scope of the thesis. For sensitivity
analysis of and systematic comparison between the techniques, one can refer to recent
studies [336, 134, 327] on the topic.
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2.2 Human Helpfulness Assessment

This section digs into the feedback mechanisms behind human helpfulness assessment.
Understanding how readers perceive review helpfulness can facilitate automatic help-
fulness modeling. The following subsections respectively discuss three core questions:
(1) How do users rate review helpfulness? (2) What do users think helpfulness is about?
and (3) What do users think helpfulness depend on? Here, reviews can be derived from
a product, restaurant, attraction, hotel, type of service, to name a few.

2.2.1 Helpfulness Voting Process

Contemporary online platforms both collecting user-generated opinions and crowd-
source the helpfulness of the opinions. Helpfulness voting can be explained using mes-
sage and information processing theories [108]. Specifically, the voting process goes
through a series of stages, from exposure (the presence of reviews), reception (the atten-
tion to and comprehension of reviews), to yielding (the evaluation, belief change, and
attitude change towards review helpfulness). Ocampo et al. [224] define helpfulness
voting as a three-step process: (1) a reviewer writes a review on a product; (2) a rater
reads and assigns an internal score to the review based on certain criteria; and (3) if
the score exceeds some threshold, the rater votes the review as helpful and unhelpful
otherwise.

Rating review helpfulness can be fundamentally different from rating an item,
mainly because the former is intertwined with complex social involvement. Message
evaluation [153] depends not just on the information one pays attention to, but also
his/her comprehension that reaches the evaluation. For example, a reader’s needs [224]
are unobservable unless explicitly informed. A review’s perceived helpfulness also de-
pends on both itself and its interaction [68, 280] with other reviews. For online envi-
ronments where social functions are enriched [291], both raters (reviewers) and their
interactions can provide social context about reviews that influences helpfulness voting.

Most online platforms dichotomize review helpfulness [7] so that customers can
choose to vote yes (no) to a review if they think the review is helpful (unhelpful), or
choose not to vote if the review is neither helpful nor unhelpful to them. The last option
is not discussed since the total number of users who read reviews without voting is
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unknown (at least by outsiders). Currently, an increasing number of online platforms
only accept votes when users find a review helpful. Such voting mechanism alleviates
voting abuse and manipulation [250, 241] and helps cultivate a positive atmosphere
[109] for customers who engage in browsing shopping items and reviews.

2.2.2 Interpretation of Helpfulness

Review helpfulness maintains a list of aliases, such as review usefulness [180, 98], re-
view utility [339], review quality [172], review informativeness [290], review persua-
siveness [238], and review trustworthiness [91, 20]. Oxford Dictionary defines “helpful-
ness” as (1) the quality of helping in a particular situation and (2) the quality of showing
the willingness to help somebody. The Cambridge Dictionary states “helpfulness” is
the quality of being helpful. In the context of e-commerce, the helpfulness of a review
originates from the collective decision of helpful/unhelpful votes provided by previous
users. From a linguistic perspective, helpfulness is an abstract concept [33] and tends to
be emotionally valenced [150]. The meaning of helpfulness [68] can be at least under-
stood from two perspectives: broadly speaking, review helpfulness specifies how users
evaluate online reviews in practice; in a narrow sense though, helpfulness may only
suggest if a review assists one in making a purchase decision. In practice, users vote
helpfulness with extremely limited information regarding the definition and/or specifics
of the concept. Hence, the interpretation of helpfulness is vague and highly subjective
[295] to one’s personal knowledge and experiences of and interests in an item.

Several studies exploit human annotation over the voting mechanism to achieve
less biased helpfulness interpretation. Still, many provide little [221, 179, 275] or no
[127, 337, 322] guidance during the annotation process. The study by Liu et al. [172] is
probably the first attempt to alleviate the uncertainty and subjectivity of helpfulness eval-
uation. Their work provides a clear assessment guideline called SPEC that defines four
types (“Best”, “Good”, “Fair”, and “Bad”) of review quality based on how a review val-
ues users’ purchase decisions. The generic description of SPEC is given in the original
paper, mainly focusing on the detailedness, relevancy, and convincingness of reviews.
The authors employ two annotators to label 4, 909 reviews from 100 randomly-selected
Amazon digital cameras as per the SPEC instructions. After human annotation, the
first three types (i.e., “Best”, “Good”, and “Fair”) are further grouped into high-quality
reviews against low-quality (i.e., “Bad”) ones.
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Chen et al. [47] capitalize on the SPEC guideline to annotate the helpfulness of
19, 030 reviews derived from 9, 805 Amazon products. Meng et al. [197] follow
Liu’s paradigm [172] and design a guideline for review text quality measurement. The
guideline comprises three core dimensions (i.e., readability, believability, and relevancy)
along with several shallow contextual cues such as review metadata and reviewer char-
acteristics. The authors collect 10, 235 and 9, 607 reviews respectively from top 100
Amazon headset and skincare cleanser products. Using the guideline, nine independent
annotators are invited to read each of the reviews and then rate the quality level (either
high or low) with at least one supporting dimension. Instead of designating a small group
of annotators to mark large-scale of reviews, Tsur and Rappoport [295] employ a large
number of annotators wherein each evaluate a few. Compared with [172, 47, 197] us-
ing relatively strict guidelines, the authors define a guideline that only loosely describes
what makes a good (helpful) book review.

2.2.3 Factors in Human Perception

The last decade has witnessed a number of helpfulness analysis dissecting human per-
ception processes in different domains. These studies offer primary insights into factors
that affect human helpfulness assessment.

Hernandez et al. [114] design a questionnaire to factorize human perception in re-
view helpfulness. The questionnaire consists of ten statements describing the character-
istics of a review. The authors randomly selected 18 TripAdvisor hotel reviews from the
ArguAna dataset [300]. A total of 108 participants hired from Amazon Mechanical Turk
are asked to rate the overall review helpfulness using a five-point Likert scale, with 1
(5) being the least (most) helpful. Each participant then needs to inform to what degree
he/she agrees the ten predefined statements using another set of five-point Likert scales.
Multiple logistic regression on the questionnaire obtains four statements significantly
influencing helpfulness voting: a review that (i) addresses hotel aspects that are desired,
(ii) is seemingly credible, (iii) includes adequate fact-based objective expressions, and
(iv) provides convincing reasons.

Hwang et al. [127] qualitatively identify important helpfulness characteristics from
hotel reviews by conducting semi-structured interviews with two senior hotel managers.
The authors report three main types of characteristics that the interviewees will extra pay
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attention to when perceiving review helpfulness. (i) Topical characteristics that mention
experiences on hotel aspects. For example, aspects (e.g., hotel local, hotel decor, travel
planning) not directly related to the hotel are less important and usually ignored (inter-
viewee #1), whereas great importance is attached to reviews mentioning hotel services
(interviewee #2). (ii) Sentiment characteristics that measure emotional strengths. (iii)
Lexical characteristics that reflect writing quality. According to interviewee #1, pro-
fessional bloggers tend to be prestigious and write meaningful and convincing review
content.

Ngo-Ye et al. [221] investigate the contribution of review content to helpfulness
via human cognition studies. The authors collect 2, 600 online reviews for 12 items,
including 1, 381 from nine Amazon books and 1, 219 covering three Yelp restaurants. A
total of 135 undergraduate students at a US business school are recruited to read a set of
8 or 12 reviews describing one particular item. For each review, a participant is asked to:
(1) rate the overall helpfulness of the review using a seven-point Likert scale (where one
point means not at all helpful and seven considerablely helpful) and (2) annotate words
or phrases (also known as concept scripts) in the review that lead to his/her helpfulness
rating. The human-perceived scripts prove to be effective in modeling and predicting
helpfulness information.

Liu et al. [179] randomly choose 1, 000 online reviews from eight mobile phones
on Amazon without any evaluation instructions. Six final-year undergraduates are re-
cruited to rate the helpfulness of all the reviews using a five-degree Likert scale ranging
from −2 (least helpful) to +2 (most helpful). The authors initiate two questionnaires
to investigate the reasons why certain reviews receive unanimous assessment, whereas
the helpfulness of some is divergent. The first questionnaire observes that detailed and
concrete reviews tend to be more helpful, including (i) long reviews covering customer
preferences, (ii) mentions of product features, (iii) mentions of likes and dislikes of a
product, and (iv) product comparison. While reasons such as (i) not mentioning pros
and cons and (ii) lack of information regarding product performance, are considered
less helpful. The second questionnaire further reveals several important perspectives
and judgment criteria held by these subjects A review’s perceived helpfulness can be
increased (decreased) if its described aspects matching (mismatching) the user expecta-
tion, namely, information required by a user.

Connors et al. [61] conduct an open-ended field study to understand the essence of
helpfulness information. The qualitative perspective askes 40 undergraduate students
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majored in business to read 20 online reviews of one single product and then enumerate
aspects that lead to their helpful and unhelpful perception. The collected textual aspects
are manually refined and grouped based on text similarity, resulting in 18 reasons for
helpful reviews and 10 for unhelpful reviews, along with the frequency. Among the
reasons, the presence of pros and cons is mostly believed contributing to review helpful-
ness, whereas the top unhelpful reason is reviews being overly emotional/biased. Most
of the unhelpful reasons have their helpful counterparts, including “Good Writing Style”
versus “Poor Writing Style”, “Lay-Man’s Terms” versus “Using Technical Language”,
“Detail” versus “Not Enough Detail”, “Relevancy” versus “Irrelevant Comments”. The
length of a review is also reported to be highly related to both helpful (e.g., “Lack of
Information”, “Too Much Detail”, and “Too Short”) and unhelpful (e.g., “Conciseness”
and “Lengthy”) reviews. Several reasons belong exclusively to the helpful category such
as “Personal Information About Reviewer” and “Comparisons”.

As shown, some of the aforementioned factors can be easily adapted into automatic
helpfulness prediction. For example, review length can be represented by word count.
Adapting the remaining factors, however, is less straightforward and sometimes chal-
lenging since many of those concepts (e.g., credibility and authenticity) are subjective
and the judgement of such varies between people. Nonetheless, the enlightening find-
ings provide inspiring ideas for future studies.

2.3 Determinants for Helpfulness Modeling

Designing effective features [41, 119] is at the core of helpfulness modeling. Previous
literature has largely explored determinants for helpfulness prediction; the determinants
can be mainly divided into feature engineering and deep learning methods. The former
have long dominated the task by leveraging domain knowledge to manually curate statis-
tics from reviews. The latter adopt neural architectures to automatically learn latent fea-
tures from reviews, which gains increasing popularity. Section 2.3.1 and Section 2.3.2
respectively describe the two types of feature extraction methods.
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Figure 2.1: Functionality-based hierarchy of hand-crafted determinants.

2.3.1 Hand-crafted Statistics via Feature Engineering

The past decade has witnessed a large body of hand-crafted features [254, 224, 117]
carefully curated to represent reviews for helpfulness prediction. The proposed features,
although following different naming conventions, can be categorized into content-based
and context-based ones. The former include linguistic statistics [141, 165, 192, 322, 152,
189] derived from the textual content of reviews, whereas the latter contain contextual
information of reviews [313, 153], reviewers [48, 122], and reviewed items [341, 209].
Both categories can be further sub-categorized by the the proposed features’ function-
ality, as demonstrated in Figure 2.1. While this chapter endeavors to conduct compre-
hensive survey, it is almost impossible to cover all proposed features. The “Others”
subcategories are thus added for the sake of completeness. Note that certain determi-
nants may result from linear transformation of features across subcategories and will be
only assigned to one depending on its main focus.
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Content-based features

Review texts play an indispensable role in user-generated reviews on almost all plat-
forms. The textual content expresses previous customers’ opinions towards a product,
which contains arguably the majority information of a review. Content-based features
extract various linguistic characteristics from review texts to obtain insights from the
opinions. Sorted by implementation complexity, the five coherent subcategories are dis-
cussed as follows.

Structure The first subcategory probes into review structure. The structure of a review
indicates how reviewers present their comments during review writing. For example, the
same comment can be presented as one or multiple paragraphs. Most studies analyze
review structure via length (depth) statistics from review texts.

Different granularity levels of language units have been explored to model help-
fulness. From coarse- to fine-grained units, the structural information includes the
number of paragraphs [21, 172, 221], sentences [21, 299, 191, 155, 177, 110], phrases
[242, 172, 141], words [21, 266, 284, 5, 184], characters [21, 299, 122, 160, 177, 110,
221, 97, 161, 28, 229], and syllables [122, 160] in a review. The occurrence of phrases
describing product features in a review proves useful, such as “battery life” in smart-
phones and “image quality” in digital cameras. Kim et al. [141] extract product features
from Pros/Cons listings learned from Epinions. The authors in [172] use fuzzy matching
[121] to detect product features and brand names, followed by resolution that reduces
different equivalence forms of a product feature. Qazi et al. [242] parse and extract con-
cepts (e.g. “wildlife animals”, “shuttle bus”, and “air condition”) from tourism business
reviews using the knowledge base SenticNet [37] and compute the average number of
concepts per sentence. In [21], Baowaly et al. use (i) the standard deviation of word-
and sentence-level counting statistics and (ii) the ratio of review length before to af-
ter pre-processing. Structural features can also be exclusively extracted within in review
titles [5, 38, 348, 172], subsections of a review/reviewer profile [5], and product descrip-
tion [93]. Given the short nature of online consumer reviews, word- and sentence-level
structures are among the most frequently used length statistics.

Many studies combine counting statistics of multiple language units for more in-
formative structural features. For instance, [191, 266, 279, 182] compute the ratio
of unique words in a review (also known as lexical diversity or vocabulary richness)
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[191, 266, 279, 182]; [5] computes linguistics richness for individual reviews defined
as the number of words to that of unique words, including punctuation; [340] computes
the ratio of short words (less than four letters) in a review. Another example falls into
average counting statistics, such as the average number of sentences per paragraph (av-
erage paragraph length) [21, 172, 221, 341], the average number of words per sentence
(average sentence length) [21, 47, 299, 226, 191, 155, 127, 161, 38, 221, 171, 321, 179,
341, 172, 322, 182, 141, 122, 160, 73, 343], the average number of characters per word
(average word length) [21, 343, 161, 38, 221], the average number of characters per sen-
tence [21, 226], and the average number of syllables per word [122, 160, 73, 343] in a
review. [341] calculates the standard deviation of words and sentences among reviews.

Several studies transform continuous length statistics into discrete variables. For
each review, [161] and [38] count three types of words: words that have one letter, more
than ten letters, and those of length between two and nine letters. [266, 279] summarize
the number of one-letter and two-letter words, and those having more than two letters in
a review. [84] categorizes reviews into short, medium, and long ones. A review is short
(long) if placed one standard deviation below (above) the average sentence length; the
rest are considered to be of medium length. Similarly, [320] regards a review as a very
short, short, and long one if it has ≤ 48, 49 to 60, and ≤ 61 words, respectively.

Less popular structural features are also used. In [172], the authors design a list of
Pros-Cons related concepts (called paragraph separators) and count the occurrence of
the concepts in a review. The list contains nouns and noun phrases commonly used by
customers to summarize the advantages and disadvantages of a product, such as “The
Good”, “The Bad”, “Thumb up”, “Bummer”, “Likes”, and “Dislikes”. Similarly, [331]
counts the occurrence of “Pros” and “Cons” in a review. [141] counts two types of
HTML formatting tags: bold tags <b> used for emphasis and line breaks <br>. For
each review, [279, 266] computes the number of difficult words defined as those outside
a list of 3, 000 familiar words [40]. [73] computes the number of “complex” words
(three or more syllables) in a review. The perplexity [226] and information entropy
[93, 226, 279, 266] of textual reviews are also considered. In [93], the authors measure
the incremental entropy (in terms of word count) of the current review compared with
all its predecessors. The first “review” is defined as product description, followed by the
second review as the first record in the review list and so on.
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Syntax The second subcategory investigates the role of syntax in written reviews. Cur-
rent studies analyze syntactic components of review texts such as the tenses, parts of
speech [175], correctness of spelling and grammar, and sentence patterns.

The distribution of parts-of-speech is largely utilized, particularly the number/ratio
of open-class words [47, 343, 318, 177, 182, 141, 192, 189, 191] such as nouns [107,
266, 54, 279, 5], verbs [266, 279], adjectives [5, 266, 179, 279], and adverbs [179, 107].
[339] counts the number of modal verbs and proper nouns, which are usually technical
terms, product brands, concepts, etc. [120] designs three degrees (i.e., high, medium,
and low) of volitive auxiliaries and calculates the rate of sentences that involve at least
one of the auxiliaries. In [141, 318], the percentage of verbs conjugated in the first
person is computed. [120] extracts the rate of verbs (in past and perfect tense) linking
to product features.

Other parts-of-speech and their combinations include preposition [107], personal
pronouns [107], foreign words [191, 182], symbols [191, 182], numbers [191, 339, 182],
punctuation [191, 182, 21], interjections [339], modal particles [177], and mimetic
words [177]. In [152, 107, 5], the authors extract five manually-coded linguistic cate-
gories via the linguistic category model [57], including adjectives, state verbs, and three
types (i.e., state, interpretive, and descriptive) of action verbs. [166] measures the ra-
tio of words matching four types (absolute, high, moderate, low) of evidentiality [288].
[275] manually gauges the concreteness (i.e., concrete or abstract) of a review follow-
ing the definition in [165]. [199] counts explicit discourse connectives in reviews using
regular expression to match words and phrases that connect two clauses in reviews, such
as “and”, “or”, “but”, “then again”, and “as well as”. [279] counts the number of stop
words in a review.

A line of syntactic features measure the extent to which reviews are properly writ-
ten. Capitalization marks an important indicator, including the number/ratio of capital-
ized characters and words (commonly used for emphasis) [21, 299, 166, 110], sentences
starting with a capital letter [182, 191, 166], uppercase characters [340, 225], and lower-
case characters [225]. [225, 47] computes the ratio of uppercase to lowercase characters
in a review. [21] checks whether a reviews starts with a capital letter.

The other two factors lie in spelling mistakes [343, 340] and grammatical errors
[179]. [166, 162, 161] gather the number/ratio of misspelled words in a review using
off-the-shelf English spell checkers. In [97], frequent proper nouns such as brand names
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and terminology words are excluded prior to detection. [266, 279] define wrong words
as those absent from the Enchant English dictionary. [284] defines review clarity as the
percentage of spelling errors captured by Hunspell and grammatical errors computed
using the Grammarly API in a review.

Exclamatory, interrogative, and comparative tones can attract more customer at-
tention. [21, 47, 299, 322, 141, 171, 321, 318, 177] count exclamation marks;
[177, 322, 141, 171, 321, 318, 47] computes the number/ratio of interrogative sen-
tences; [21, 110, 299] count the number of question marks in a reviews. [339] considers
the number of wh-words (i.e., wh-determiners, wh-pronouns, wh-adverbs) that signify
interrogation. As for comparative expressions, the number/ratio of (1) comparative ad-
jectives and adverbs [182, 339, 191] and (2) superlative adjectives and adverbs [339]
are summarized. [331] matches comparison using two rule-based patterns “compare
to/with” and “adjective+er than”.

In addition, the argumentative components of online reviews are analyzed. [242]
manually labels reviews into regular, comparative, and suggestive ones based on their
morphological construct. [171] recruits three independent participants to annotate argu-
ment structures of a small sample of reviews. Given a review, each constituent clause
is labelled as one of the seven arguments: major claim, claim, premise, premise sup-
porting an implicit claim, background, recommendation, and non-argumentative. Four
granularity levels (component-, token-, letter-, and position-level) are constructed upon
the annotated argument features. [232] adopts an off-the-shelf argumentation mining
system MARGOT [168] to detect sentences and clauses that are claims and premises
in review texts. [313] adopts the NET model [65] to extract “subject-predicate-object”
triplets from a review, each describing the degree of (dis)association of a subject with
an object, for example, “product/positive/ease of use”.

Readability The third subcategory measures the extent to which customers read and
comprehend online reviews. Even a minor increase in readability largely can improve
review readership [79], leading to more opportunities for reviews to receive helpful
votes. Seven existing readability (also known as understandability) tests [340] have
been frequently used to estimate ease of reading, taking advantage of the structural
information of reviews. Although the readability tests are well-researched in English,
applying them to other languages may lack statistical validity.
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The Flesch–Kincaid readability test conputes the Flesch Reading Ease (FKRE) and
Flesch–Kincaid Grade Level (FKGL). Both tests adopt identical core measures (the av-
erage number of words per sentence and the average number of syllables per word)
but differ in weighting coefficients. FKRE [299, 284, 5, 122, 160, 158, 73, 166, 221,
97, 192, 189, 153, 3, 180, 279, 315, 343, 266, 316] scores are usually between 0
and 100; higher (lower) scores indicate that reviews are less (more) readable. FKGL
[5, 122, 160, 73, 221, 97, 148, 152, 189, 343] corresponds scores to United States grade
levels, which is extensively used in the field of education.

Four readability tests gauge the years of education needed to understand a piece of
writing. The Gunning Fog Index (GFI) [122, 160, 73, 97, 148, 152, 189, 87, 326, 54,
132, 180] confirms that text can be read easily by the intended audience involved in
newspaper and textbook publishing. The Simple Measure of Gobbledygook (SMOG)
[122, 160, 73, 97, 152, 189, 343] develops a more accurate and easily calculated substi-
tute for FOG. Both tests require counting complex words (of three or more syllables) in a
review. Unlike the syllable-based readability indices, the Automated Readability Index
(ARI) [93, 299, 5, 122, 160, 209, 97, 148, 152, 189, 230, 54, 180, 276] and Coleman–
Liau Index (CLI) [122, 160, 309, 97, 148, 152, 189, 325, 54, 180, 349] aim at faster
computation and rely only on readily characters, words, and sentences in reviews.

The Dale–Chall Readability formula (DCR) [279, 266] considers the ratio of difficult
words and the average sentence length. The authors prepare a list of 3, 000 words (base
forms only) that 80 percent of American students can reliably understand. Difficult
words refer to those not in the listand if the percentage of difficult words in a review is
above five percent, a penalty of 3.6365 is added to the final score.

Table 2.1: Readability tests for helpfulness prediction.

Readability Test Fomular

FKRE [88] 206.835 − 1.015
(︂

#Words
#Sentences

)︂
− 84.6

(︂
#Syllables

#Words

)︂
− 15.59

FKGL [144] 0.39
(︂

#Words
#Sentences

)︂
+ 11.8

(︂
#Syllables

#Words

)︂
SMOG [194] 1.0430

√︂
#Complex Words × 30

#Sentences + 3.1291

CLI [58] 0.0588
(︂

#Characters
#Words × 100

)︂
− 0.296

(︂
#Sentences

#Words × 100
)︂
− 15.8

GFI [103] 0.4
[︂(︂

#Words
#Sentences

)︂
+ 100

(︂
#Complex Words

#Words

)︂]︂
ARI [281] 4.71

(︂
#Characters

#Words

)︂
+ 0.5

(︂
#Words

#Sentences

)︂
− 21.43

DCR [40] 0.1579
(︂

#Difficult Words
#Words × 100

)︂
+ 0.0496

(︂
#Words

#Sentences

)︂
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The formula of the aforementioned readability tests are as listed in Table 2.1. More
details regarding readability computation can be found in the original papers. Different
readability tests may return scores of various scale, and interested readers can access the
score interpretation in [25, 59].

Sentiment The fourth subcategory employs sentiment analysis techniques to study
the valence (i.e., positivity and negativity), subjectivity, and emotion statuses of online
reviews. Sentiment features summarize the overall attitude expressed by customers to-
wards a commented target.

Detecting review sentiment can be approached through lexical resources [339].
Common lexicons include the NRC Word-Emotion Association Lexicon (EmoLex)
[340, 189, 284, 209, 184], General Inquirer (GI) [153, 322, 171, 321, 318, 141], Sen-
tiWordNet (SWN) [158, 127, 15, 279, 152], Opinion Lexicon (OpiLex) [73, 182, 93],
Geneva Affect Label Coder (GALC) [322, 171, 192], Linguistic Inquiry and Word Count
(LIWC) [21, 322, 321, 72], AFINN [284], WordNet-Affect (WA) [287], and Valence
Aware Dictionary and sEntiment Reasoner (VADER) [75]. Depending on usage, the
lexicons generate either word valences (AFINN, SWN, OpiLex, and VADER) or emo-
tion categories (GALC and WA); LIWC, GI, and EmoLex provide schemes for both
valence- and category-based features. When detecting review valence, negation treat-
ment [127, 179, 192] usually improves quality.

Category-based lexicons can be partly exploited. [318, 276] extract “Positiv” and
“Negativ” from GI; [276] chooses “Quality” and “If” from GI to measure the de-
grees of reviews describing quality-related concepts and uncertainty. Regarding LIWC,
[3, 54, 221, 326] extract “PosEmo” and “NegEmo”; [305] defines price cues as the pres-
ence or absence of money-related words identified by LIWC; [166] designs four factors
(i.e., Immediacy, Making Distinctions, Social Past, and Rationalization) composed of 15
LIWC dimensions; [184, 326] consider words related to reasoning or cognitive mecha-
nism via the “CogProc” dimension; [231] groups 10 LIWC dimensions into two groups:
psychological (“Analytic”, “Clout”, “Authentic, “CogProc”, “Percept”, “PosEmo”, and
“NegEmo”) and linguistic (“WC”, “WPS”, and “Compare”). [325, 132] focus on the
emotional disclosure interpreted by the “Anxiety” and “Anger” dimensions.

Another approach for review sentiment is to train domain-specific classifiers [160,
97, 341] using machine learning algorithms such as Naı̈ve Bayes [316, 348], Logistic
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Regression [184], and Support Vector Machine [343]. The training samples are anno-
tated by domain experts and thus the trained model usually achieve higher accuracy in
sentiment detection.

Finally, review sentiment can also be gauged by off-the-shelf tools [84, 5], such as
SentiStrength [183, 166, 189, 261] and OpinionFinder [160, 122, 80]. [179] initiates a
set of positive and negative adjectives and extends the seed words using WordNet [90]
synsets. [166] studies emoticons such as :-) and :-D). [120] computes the difference
between a review’s valence and the valence shared by majority of reviews. [192] counts
the positive and negative word occurrences, using a private-sourced lexicon constructed
on hotel reviews.

The detected sentiments have various representations [21, 299, 191, 177, 16]: (1) the
overall valence intensity of a review, (2) the number/ratio of positive/negative language
units (e.g., words, sentences, latent topics), (3) the number/ratio of objective/subjective
(neutral/non-neutral) sentences, (4) the distribution of predefined categories over a re-
view, (5) the sentiment consistency between different measured texts (e.g., review title
against review content, product specifications against review content), (6) the one- and
two-sideness of review texts, and (7) similar variants and combinations of the above.
The threshold that defines positivity and subjectivity may differ depending on applica-
tions and domains.

Table 2.2 summarizes the aforementioned sentiment lexicons (predefined valence
vocabulary and categories) and tools used for helpfulness evaluation. Interested readers
can access further information regarding from the original papers. [253, 329] discuss
the applicability of the lexicons and tools and their performance in details.

Semantics The fifth subcategory studies the meaning of review content. The first
four sub-categories employ predefined statistics that only roughly describe review texts,
which leads to certain information loss. Semantic features analyze customer opinions
in a finer-grained manner, by directly modeling different language units (usually words
and phrases) in review texts.

BOW models are a standard for review semantics encoding such as unigrams
[141, 192, 284, 318, 110], bigrams [141, 192, 110, 284, 318] and trigrams [284]. The
rationale behind higher levels of n-grams is that many concepts and product aspects en-
tail compound words; multi-word expressions can improve review representation capa-
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bility. BOW models mainly encode n-grams with binary values [177, 284], occurrences
[284, 232, 73], and the standard TFIDF [141, 192, 284, 232, 318, 343, 340, 110, 299, 21]
scheme. [226, 248] calculate the centroid score of a review based on TFIDF. To cap-
ture longer range of semantics, [199] constructs dependency bigrams using grammatical
dependencies between words.

Several BOW models only use a subset of vocabulary for review representation.
For example, [47] skips stopwords and words that occur less than ten times. Similarly,
[322, 171, 321] only include words with minimum occurrence of three. Hwang et al.
[127] choose approximately 4, 000 words with top TFIDF scores. Zheng et al. [316]
instead select the top 3, 000 tokens with highest term frequencies. In [177, 220, 221],
the authors employ correlation analysis [106] to select a subset of n-grams. [73] extracts
two types of bi-grams following the patterns: (1) a non-sentiment adjective + noun
and (2) compound nouns and single nouns that frequently occur with sentiment words
nearby. Liu et al. [179] propose a document profile model to extract product features
mentioned in a review; the extraction finds frequent co-occurring words measured by
Point-wise Mutual Information (PMI) [32]. Zhao et al. [341] manually select nouns and
noun phrases that are related to product features and clusters the terms into categories.
In [221], script phrases and words highlighted by participants are employed for building
semantics. In [165, 275], the authors measure content concreteness [33], namely, the
extent to which concrete and abstract words are used in reviews.

In addition, topic modeling learns helpfulness information from semantics. In [38,
47], the authors adopt LSA to discover latent topics from reviews. Luo et al. [183]
identify four dining aspects (i.e., Taste/food, Experience, Value, and Location) from
online restaurant reviews. Vartika et al. [284] create a lexicon of nine topics (i.e.,
“Food”, “Drinks”, “Ambience”, “Value”, “Service”, “Staff”, “Cleanliness”, “Location”,
and “Others”) from restaurant reviews, covering more than 3, 000 words. Zheng et al.
[316] identify five major topics (i.e., Basic Service, Value, Landmarks, Dining, and Core
Product) from reviews related to hospitality and tourism. [321] adapts a LDA variant
originally used for modeling tweets to extract product aspects. [127] trained two sense-
based LDA models on the open-class words in reviews, with the WordNet ontology
optionally applied for word sense disambiguation. When training topic models, the
number of topics [316, 343, 21, 213] can be set based on domain-specific experience or
learned automatically.

Shallow neural networks such as Skip-gram model [201] encode helpfulness-related
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semantics into distributed representations. Baowaly et al. [21] train 1000-dimensional
word vectors from 2, 251 reviews collected from the online gaming platform Steam.
In [47], the authors learn 100-dimensional word embeddings on 5.8 million Amazon
product reviews. Haque et al. [110] vary the vector length from 5 to 100 with increment
by 5. [75] computes the representation of a review by averaging the embedding of its
constituent words; review vectors can also be computed by learning along with word
embeddings. In [184], Bernhard et al. employ the Paragraph Vector model [157, 66]
to directly learn embeddings for each sentence of a review, which are latter used for
inferring the two-sideness of review sentences.

Text similarity estimates the closeness between reviews in semantic meaning. Co-
sine similarity is the most used option, which computes the cosine of the angle between
two review representations. Zhang et al. [339] respectively measure the similarity be-
tween the TFIDF representation of a customer review and (i) that of the product spec-
ification and (ii) that of the editorial review. Zhou et al. [348] vectorize reviews via
TFIDF and calculate the similarity between a review’s title and its content. In [266], the
similarity between review texts and product description [343], and that between review
texts and questions discussed on the product page are calculated. Zhang et al. [340]
compute the similarity between a current review and its preceding one.

Kullback–Leibler (KL) divergence measures similarity by interpreting the differ-
ence between two probability distributions. [182] obtains the divergence between each
review and an “average” review that contains all review texts of an item, using unigram
language model for text representation. Similarly, Maroun et al. [191] obtain the diver-
gence between the vector representation of one review and all reviews of a product. The
rationale is to measure to what extent a review conforms to the general opinion. Several
studies employ multiple methods to measure text similarity. Jahna et al. [226] calculate
text similarity between a review and product description using (i) cosine similarity, (ii)
bigram overlap rate, and (iii) the length of the longest common sub-sequence normalized
by review length. In [331], Zeng et al. calculate the number of unigrams, bigrams, and
trigrams shared between a review and product description. The authors further define
a concept called “degree of detail” to infuse the three types of n-gram features. Hong
et al. [120] capture the overlapping rate of product attributes and functions between a
review and the editorial review of a product.

One can refer to the original papers and related survey papers [6, 67] for more details
regarding different weighting schemes [190], topic modeling techniques [29], embed-
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ding learning models [36], and their variants. Section 2.3.2 will discuss learning deeper
review semantics via more advanced neural architectures.

Context-based features

Besides review texts, review context is a vital ingredient in successful helpfulness com-
position. The contextual information reveals cues such as review metadata, reviewers’
characteristics and idiosyncrasies, and inherent attributes of shopping items. Review
context validity and content-context consistency can also affect the perceived helpful-
ness. The three coherent context-based subcategories are discussed as follows.

Review Metadata The first subcategory describes metadata of a review or an item,
including quantitative evaluation and temporal/spatial logs. Such data help complement
the understanding and validation of a reviewer’s opinion, and thus helpfulness.

Prior literature has largely employed review star ratings [349, 320, 107, 284] as
a quantitative complement to qualitative text description. Current rating mechanism
often leverages five-point Likert scales (ranging from “strongly dissatisfied” to “strongly
satisfied”) to quantify reviewers’ overall attitudes toward items and/or that toward item
aspects. For example, O’Mahony [225] consider a series of review sub-ratings (e.g.,
“Rooms”, “Cleanliness”, and “Business Service”) of Las Vegas and Chicago hotels on
TripAdvisor.

Linear star ratings (i.e., raw rating values) [348, 93, 305, 72, 299] mark the pri-
mary form of rating information. In [49, 341], the authors obtain the fraction of one-
and five-star reviews in an item. Ghose et al. [97] check whether a review receives a
moderate (three-star) rating; the same concept is called “equivocality” in [137]. Park
et al. [230] divides ratings into positive (four- and five-star) and negative (one- and
two-star) ones. Chua et al. [54] split reviews into three groups: favorable and unfa-
vorable ones if five- and one-star ratings are given, and mixed ones otherwise. Average
star ratings are also popular in helpfulness modeling, covering a wide range of products
[161, 229, 141, 184, 162, 341, 97], hotels [158, 349, 189, 314, 225], restaurants [132],
mobile applications [137, 326], merchants [325], and peer-review papers [318]. Cheva-
lier et al. [49] capture the annual change in average star ratings, the cumulative number
[325, 326], and standard deviation [341, 326, 225] of review ratings for an item. Hu et
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al. [122] record the number of reviews having the same rating as a newly-added review.
Raw rating ratings can be normalized [73, 77] into values between 0 and 1.

Rating extremity [299] has also been largely studied. Extremely positive reviews
may be due to product promotion, whilst extremely negative ones damning reviews
from business competitors. One’s opinion deviating from the general opinion [16] can
influence helpfulness perception. As such, [184, 213, 153, 152, 343, 349, 221] subtract
a review’s rating by the average rating of an item to measure how and how much the
former deviates from the latter; [326, 38, 314, 141, 209, 162, 318, 276] focus on only the
magnitude of the divergence is considered. Rating inconsistency can also be measured
via other agents. Dong et al. [73] extract topics from review texts and calculate the
difference and absolute difference between a review’s rating and the proportion of unique
positive topics. Bernhard et al. [184] compute the dispersion of an item’s average rating
and its price. Several studies capture the U-shaped relationship [212] between review
ratings and helpfulness, using the square of [284, 180, 325, 230, 348] of linear star
ratings. In [309], Wang et al. only consider the quadratic term of moderate (three-star)
rating and two most extreme (one- and five-star) ratings.

Review age [107, 343, 5, 305], usually in the form of days [161, 349, 73, 122, 38,
229, 179, 226, 87, 313, 326, 221, 314, 21, 348], weeks [132], and years [184], reflects
how long a review has lasted since published. Review age gauges the passed time of a
review up until a certain timestamp (usually the date of data collection). Siering et al.
[276] define review age as days that have passed since January 1, 1960. Krishnamoorthy
et al. [152] compute the number of elapsed days since the release of a product. Hu et al.
[122] count the number of days in which a review stays on the first page of the review
list. [349, 213] compute the time difference between the publication date of the first
review and that of the current one to cope with the early bird bias [172]. To reduce age
skewness, Salehan et al. [261] apply a logarithmic scale to the number of elapsed days.
In the movie domain, Liu et al. [175] learn the relationship between review age and
helpfulness using an exponential decay model. In the work, review age compares the
date a review is written with that a movie is premiered. Instead of gauging the number
of days, Malik et al. [189] probe into the week day a review is submitted.

Other types of review metadata are as follows. [48, 284] count the number of user-
uploaded images along with a review. Yang et al. [320] design three sub-dimensions
(“None”, “Hotel-related”, and “Unattractive hotel-related”) for photos added in online
hotel reviews. Liu et al. [177] detect whether a review contains pictures and the times a
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review is viewed and replied. The authors also estimate the perceived enjoyment of Yelp
restaurants in London New York City through the received number of funny and cool
votes of a review. Kwok et al. [155] inspect the presence of manager responses to 1, 405
Texas hotel reviews on TripAdvisor. Baowaly et al. [21] examine whether a review (i)
contains external links, (ii) mentions game scores, and (iii) belongs to the top entries
in the review list. [165] simulates an online shopping environment to study product
review helpfulness. The authors generates four types of reviews based on two authorship
sources (e.g., expert-written and customer-written) and two content abstractness levels
(e.g., abstract and concrete). Wu et al. [314] check if a review of an Amazon product
is (i) the most helpful/critical one, (ii) within the top 30 rankings, or otherwise. The
ranking threshold is set according to [280], which states reviews within the range largely
stabilize over time. In [80, 314], the authors mark whether a review is connected to a
verified purchase and validate the completeness of reviews. Cao et al. study reviews
on the online software market CNET and check whether the (i) “Pros”, (ii) “Cons”, and
(iii) “Summary” section in a review is filled. O’Mahony et al. [225] check the number
of optional blanks being filled when writing a TripAdvisor review: (i) liked and disliked
parts, (ii) personal and purpose of visit details, and (iii) template questions.

Reviewer Characteristics The second subcategory analyzes reviewers’ demograph-
ics, registered information, and historical activities/behaviors. Such data allow future
readers to detect whether (i) a reviewer is normal or suspicious, (ii) the author is experi-
enced in the domain, and (iii) reviewers share similarity.

Reviewer credibility [97] relies on user-provided personal information in their pro-
files such as the name (e.g., user name, real name) [226, 16, 3, 230, 313, 284], avatar
[137, 284], age/date of birth [155, 160, 123], gender [137, 155, 160, 284], and location
[313, 180, 5] of reviewers. Yang et al. [320] specify four location options (i.e., “Not
given”, “Foreign”, “Domestic”, and “Local”) and four levels of accumulated helpful
votes (i.e., “Least voted”, “Less voted”, “More voted”, and “Most voted”). Lee et al.
[160] detects whether a reviewer is a foreigner. [155, 160, 123], categorize a reviewer’s
age into seven intervals following the settings in TripAdvisor: 12 years and under, 13-
17 years, 18-24 years, 25-34 years, 35-49 years, 50-64 years, and 65 years and over.
Bjering et al. [28] inspect whether a reviewer is associated with a verified purchase. Liu
et al. [180] check whether reviewers use (i) full names or initials and (ii) clear avatars
revealing their faces. Karimi et al. [137] examine the legitimacy of reviewer names on
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Google Play. The disclosure or concealment [5, 28, 276, 162, 284, 80] of the personal
information also affects reviewer credibility.

Reviewer expertise [230, 48] studies reviewer contribution levels [177] and rankings
[158, 97, 161, 162, 226]. A line of work [155, 160, 122, 320] models TripAdvisor
contributor levels into helpfulness, which are linked to the number of posted reviews.
As for the Yelp platform, Li et al. [132] check whether a reviewer is titled as an Elite;
[349, 230, 180] count the number of Elite badges (awards) a reviewer owns. Many
studies [16, 340, 226, 97, 313, 5] validate whether a reviewer is a top-ranked Amazon
user. Siering et al. [276] measure reviewer experience through the logarithm of Amazon
rankings. Subhabrata et al. [213] capture reviewer expertise on Amazon evolving over
time via a Hidden Markov Model. Akbarabadi et al. [5] check (i) whether a reviewer has
received any Amazon badges and (ii) whether a reviewer is a member of the Amazon
Vine Program.

The reciprocity within online peer-reviewed platforms often measures (i) the total
number of reviews a reviewer has contributed to a platform [97, 124, 225, 182, 189, 226,
87, 3, 230, 180, 127, 162, 177, 284, 305, 5, 160, 191], and (ii) that of votes [97, 124]
and helpful votes [97, 189, 226, 305, 5, 160, 158] a reviewer has received from the
platform. Common variants include (i) the average [213, 97, 127, 225, 160, 284, 213]
and standard deviation [127, 225] of the number of helpful votes and (ii) the percentage
of helpful votes [161, 124, 162]. Liu et al. [177] count the number of review replies
posted and received by a reviewer. O’Mahony et al. [225] further compute the ratio of
a user’s reviews that have at least five votes and the mean and standard deviation of the
number of individual users’ reviews.

Reviewers’ rating behaviours is also studied. For example, the mean [87, 160, 155,
191, 225, 182], standard deviation [225], and skewness [87] of a reviewer’s historical
star ratings are computed to measure his/her rating tendency and consistency. Local
rating deviation [87, 161, 349] gauges the extent to which a reviewer’ current rating
is similar to his/her usual rating behavior. Global rating deviation [213, 213] gauges
the extent to which a reviewer’s rating behavior differs from the general community.
The former (latter) computes the absolute deviation between a reviewer’s rating on an
item and the reviewer’s mean rating over all other items (the mean rating of all his/her
available reviews on the platform).

Several online platforms allow for rich social functions and the social context [185,
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204] can be integrated into review helpfulness for regularization. [291] explores the trust
network in an online community to model the connection between individual reviewers
and raters. Given an entity (i.e., a reviewer, rater, or both) in the network, the number of
its trustors (also known as followers, fans, and friends) [191, 284, 349, 132, 48, 180] and
trustees [191] are modeled. [191, 182] compute the PageRank score [227] of each entity.
Lu et al. measure the the in/out-degree of the entities. Maroun et al. [191] calculate the
average rating given by the entity’s similar users, trustors, and trustees. To model the
relationship between a reviewer and rater, the authors further explore (i) products they
rated in common (ii) their common trustors (trustees), (iii) paths from one to another in
the trust network, and (iv) the similarity between their historical ratings,

Other rarely used features are as follows. Malik et al. [189] defines activity length
as the number of days between the first and last review authored by a reviewer. Activity
length also measures the lapsed days [122, 160], weeks [132], and years [155] since a
reviewer has joined an online platform. For example, Vartika et al. [284] obtain the
number of years since a reviewer has registered a Yelp account and has become a Yelp
Elite member. Spatial statistics are also used, such as the number of cities a reviewer has
visited [155, 160] and his/her total travel distance (in miles) [160]. [160, 220] propose
a three-dimensional feature that contains (i) Recency: the date difference between the
last and the second-last review authored by a reviewer, (ii) Frequency: the total number
of reviews of an item, and (iii) Monetary: the total number of reviews the reviewer
has posted and votes the reviewer has received. Baowaly et al. [21] record the total
number of games a review owns and hours he/she has spent on a game prior to writing
the review. Pan et al. [229] conduct content analysis and construct 21 binary attributes
closely associated with the innovativeness [256] of a reviewer.

Item Attributes The third subcategory focuses on inherent properties of an item,
which are more user needs (e.g., brand reputation) related, domain-specific, and
platform-specific. Although not directly composing any parts of online reviews, the
attributes still influence users in perceiving review helpfulness.

Item popularity is frequently discussed. Many studies draw from the idea that pop-
ular items can attract more visits/purchases and thus feedback. The cumulative number
of reviews/photos per item has been widely used for products [161, 309, 162, 341], ho-
tels [225, 97, 229, 349, 158, 225], books [49], mobile games [137], attractions [87], to
name a few. Chevalier et al. [49] consider both (i) the fraction of books with no reviews
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and (ii) the annual review increment of a book. [225] computes the mean and standard
deviation of the number of reviews across hotels. Ranking and temporal statistics can
also measure popularity. Fang et al. [87] consider the ranking of New Orleans attrac-
tions collected from TripAdvisor. Yin et al. [326] collect and rank applications from the
App Store based on the number of downloads. In [97] and [161], the authors record the
number of days since the release of a product. Similarly, Zhou et al. [348] compute the
elapsed time from the date of the first review posted for a product.

The economic impact of items is another factor, for example, sales [9] and prices
[326, 49]. [49] extracts the sales rank of books both available on two online bookseller
websites: Amazon and Barnes & Noble. Zhao et al. [341] obtain both product sales and
retail price statistics spanning more than 18 months. Zhu et al. [349] collect the price
range (from $ to $$$$) of all San Francisco hotels from Yelp. Li et al. [132] count the
number of reviews of each price level from all Yelp restaurants in the Phoenix city. The
sales and price statistics [313, 189, 97, 161] are also collected from different Amazon
product categories.

The nature of an item is yet another factor. Many studies [80, 28, 16, 276, 162, 309,
313, 3] divide items into experience and search products [212], based on (i) the ease
of product information acquisition and (ii) the dependence of one’s senses for objective
product comparison. In [229], Pan et al. refer to the two types as experiential and
utilitarian products, whereas Mousavizadeh et al. [209] opt for expressive and functional
ones, respectively. [16] further distinguishes high- versus low-priced goods.

Other relatively rare factors are as follows. Erin et al. [305] classify hotels into
high-class (5- and 4-star) and low-class (3- and 2-star) ones based on the hotel star levels
[122] defined in TripAdvisor. Zheng et al. [316] collect reviews of Manhattan hotels
from TripAdvisor, Expedia, and Yelp, and create a categorical variable to indicate the
information provider (i.e., source) of a review. In [175], a movie is represented by a
binary vector wherein each dimension indicates whether the movie belongs to a certain
genre. Chevalier et al. [49] record product shipping time options, including “Usually
ships in 24 hours”, “Usually ships in 2–3 days”, and “Usually ships in 1–2 weeks”. [21]
inspects (i) whether a game would be recommended by a reviewer to other users and (ii)
the genre of the reviewed game. Yin et al. [326] study (i) whether an application releases
an update, (ii) whether the application is compatible with iPad, (iii) the application size
in megabyte, and (iv) the number of applications developed by the maker.
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2.3.2 Neural Features via Deep Learning

The emergence of deep learning techniques has brought success into many research ar-
eas and applications. Compared with heavy feature engineering, neural architectures can
automatically learn latent features from both review content and context, while avoiding
error propagation. Recent studies start to extract helpfulness-related features in an end-
to-end manner. Hence, deep learning can better capture factors and their moderating
effects that lead to helpfulness perception in reality.

Several primitive studies apply neural networks in place of traditional machine learn-
ing algorithms. Multilayer Perceptrons (MLPs) [269] with one hidden layer are largely
used due to its simplicity. [84] trains two hidden neurons (determined by the validation
set) to predict helpfulness. [161] trains 20 hidden neurons, each corresponding to one of
the 20 predefined determinants encompassing helpfulness. [22] trains five nodes in the
hidden layer on 11 hand-crafted features to analyze the helpfulness of reviews written in
Brazilian Portuguese. [72] selects review ratings and a subset of LIWC dimensions as
features across five categories, which are fed into MLPs with two hidden layers. Still,
the manually-prepared features require tremendous efforts. This chapter defines deep
learning methods as those learn features in an end-to-end manner. In other words, only
inputs and outputs of a model is specified and the learning of latent feature is (almost)
free from human intervention.

More recent studies focus on end-to-end helpfulness prediction. Text content con-
tains arguably the richest information of a review, which serves as an ideal network
input. Depending on applications, additional data inputs and outputs such as social
relationships and review ratings are also considered, together modeling the perceived
helpfulness of reviews.

[267] adopts a two-layer CNN framework. The first convolution layer converts word
embeddings of a review into a document-level representation. The second convolu-
tion layer further encodes the review for helpfulness prediction. The authors tune the
model over a series of hyperparameters, including filter regions (tri-gram, four-gram,
five-gram, and the all combined), dropout rates, epoch size, and batch size. Experimen-
tal results show that the presented model learn more complex and accurate semantics
than hand-crafted features.

[44] considers a cross-domain task that seeks to predict review helpfulness of one
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domain with limited training data, using knowledge learned from another with sufficient
reviews. The CNN framework first enriches word embeddings with subword informa-
tion, aiming to alleviate the out-of-vocabulary problem in many applications, especially
when training data is insufficient. The authors build three separate CNN layers on the
document embeddings to perform knowledge transferring: one summarizes common
knowledge shared across domains and the remaining two learn domain-specific knowl-
edge. To ensure each CNN layer learns the corresponding knowledge, adversarial loss
is defined on the domain-independent layer, whereas domain discrimination losses and
negative cross-entropy losses are added to the rest.

[43] extends [44] to study multi-domain helpfulness prediction. Inspired by observa-
tions that helpful reviews tend to mention certain product features, the authors incorpo-
rate aspect distribution of reviews [321] into word embeddings to learn review represen-
tations. The enhanced word embeddings are then fed into a domain specific gating layer
(a feed forward layer with element-wise sigmoid activation) to identify (un)important
words in reviews before convolution. Similar to [44], a shared and domain-specific
layer is added to model domain commonalities and differences, respectively. During
training, the heterogeneous relationship among domains is captured via a domain corre-
lation matrix.

[245] proposes two CNN variants to integrate star rating information into helpfulness
prediction. The first variant follows traditional machine learning methods and regards a
star rating as an extra dimension and concatenate the raw rating and encoded document
embedding. The second variant embeds star ratings to have the same dimensionality as
word embeddings. Inspired by humans evaluating review texts and star ratings at the
same time, the two embeddings are concatenated for document embedding learning.

Instead of combining star ratings into the learned features, [85] trains a multi-task
learning neural network for helpfulness and star rating prediction. Similar to [44], re-
view content representation is enhanced by subword information. After convolution,
each kernel transforms the word embedding matrix into a feature map. The authors
then compute the weighted average of the vectors via attention mechanism. The learned
review representation is used for two prediction tasks: the prediction of review helpful-
ness treated as a classification problem, and that of the accompanying review star rating
treated as a regression problem.

[86] considers that review helpfulness should be evaluated within the context of
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product characteristics. The assumption lies in that a review tends to be more helpful if
it contains information mentioned in the targeted product title. The authors propose to
learn product-aware review representations. First, two sets of bidirectional LSTMs are
used to learn separate representations for review content and the product title. To estab-
lish awareness, the authors match the product title against reviews on a word level via
attention mechanism to reinforce review representations. The attention weights reflect
the closeness between review content and product characteristics. The product-aware
review representations are fed into the penultimate layer for helpfulness prediction fol-
lowing the training objectives in [85].

[187] investigates the role of visual cues in the hotel industry, particularly, the extent
to which photos posted along with reviews influence review helpfulness. Using Yelp and
TripAdvisor as examples, the authors propose a neural model to encode respectively
review texts and the accompanying photos. Text representations refer to the last time
step of a vanilla LSTM trained on the text content. Image representations are obtained
via a pre-trained 152-layer deep residual network [112]. Both learned representations
are then concatenated and fed into another vanilla LSTM network to mimic the reading
process. The performance across platforms concludes that user-provided images alone
offer little insight into helpfulness evaluation, but consistently strengthen and reinforce
the written content.

[233] employs a deep dynamic CNN [135] to estimate review helpfulness and rec-
ommend representative reviews in a real-world scenario. Specifically, is employed to
estimate review helpfulness. Different from the original CNN framework, the authors
repeat twice wide convolution operations followed by dynamic pooling on word em-
beddings to obtain a higher abstract level of feature map. Top results predicted by the
model are recommended. To maximize recommendation diversity, the authors extract
aspect-sentiment tuples from review texts and categorize them into a predefined product
catalogue hierarchy based on semantic similarity. A review is selected only if its prod-
uct aspects and the corresponding opinions increase the coverage of those of the entire
review set.

[45] couples helpfulness evaluation with the prediction of review star ratings. The
prediction framework integrates features learned from review texts into a latent factor
model; the content-based features are learned similarly to [342], which consists of two
parallel neural networks for modeling user- and item-related reviews. The prediction
layer then combines and interacts the two networks; the framework aggregates the en-
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coded vectors by their importance learned using a two-layer attention network. After
training, the learned attention weights are used as a guideline for measuring, ranking,
and recommending useful reviews.

Ge et al. [96] extend [45] from two perspectives. Inside the user/item encoding
modules, hierarchical attention networks are employed to select important words and
sentences from relevant reviews to learn user/item representations. The inferred atten-
tion weights in [45] are a proxy of helpfulness measurement, which might not reflect the
reality perceived by customers. To better utilize the collective wisdom, the authors train
a helpfulness discriminator on a subset of reviews with voting data and then integrate the
discriminator into the prediction framework for attention-based rating regression. The
helpfulness discriminator outputs are further transformed into a query vector for the at-
tention network, which can be thought of as refinement extracting helpful elements in
the representations.

2.4 Helpfulness Labelling

Predicting helpfulness on new reviews requires knowledge learned from previous ones.
To this end, predictive models are first trained on labelled reviews to extract and map
representative features of each review to their estimated helpfulness and then used to
fulfill the task.

Helpfulness labelling often depends on a review’s received votes [7] in the form of
“X of Y people think a review is helpful”.

The “X of Y” and “X” helpfulness [7] are two widely used estimation methods.
The former computes the percentage of positive votes received by a review, whereas the
latter leverages the raw “Yes” votes. Zheng et al. [316] transform reviews into TFIDF
representations and compute the average opinion as the centroid of the vectors. The
helpfulness score is then measured by the cosine similarity between each review and
the centroid. Similarly, Jorge et al. [93] design helpfulness by computing the cosine
similarity between the LSA representation of a review and that of the term “helpful”.

Continuous helpfulness values can be converted into categories to make the esti-
mation more intuitive and straightforward for customers. The standard scheme is di-
chotomous discretization on the “X of Y” helpfulness. Given a threshold, all reviews
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are marked as either helpful or unhelpful. Ghose et al. [97] found a threshold equal
to 0.6 balances the false positive and the false negative rate between human annotation
and voting data. A large body of studies have adapted the threshold [152, 189, 343, 5];
studies [245, 85, 86, 171, 73, 162, 232, 21] also manually select the threshold within the
range [0.5, 0.9]. Several studies trichotomize continuous helpfulness. Mertz et al. [199]
initially consider reviews having the top and bottom 30% helpfulness respectively as
bad and good ones and then adjust thresholds to ensure both classes have approximately
equal size. The middle part of the reviews are treated as uncertain and eliminated to im-
prove voting data reliability. Similarly, Sheng-Tun et al. [166] consider reviewers whose
average review helpfulness values fall in the top (bottom) 40% as helpful (unhelpful);
the remaining reviewers are discarded to minimize possible voting biases. Martin et al.
[192] pursuit higher review quality by only selecting helpful reviews as those yielding
the top 1% helpfulness. To cope with reviews with high confidence but little support,
Zeng et al. [331] develop a log-support scoring method based on the voting data, on
which three classes are defined: (i) the helpful positive reviews, (ii) the helpful negative
reviews, and (iii) the unhelpful reviews. For voting data where only “Yes” votes are
available, small numbers [187, 50] are often chosen as thresholds. Saumya st al. [266]
set the threshold as the average helpfulness over reviews of each product.

The current helpfulness labelling methods raise several concerns. First, review vot-
ing is susceptible to factors such as website layouts and other biases [38, 68]. Second,
many reviews do not receive statistically adequate votes [322, 316] to perform reliable
helpfulness estimation [291]. Third, a review’s votes may inaccurately reflect user feed-
back [47] since not every customer that reads reviews will vote [141, 22]; the number
of people without voting actions is unavailable [22] for collection. As a result, the fre-
quently employed “X of Y” measurements are likely to overestimate [291, 22] helpful-
ness when reviews have extremely few votes, which is known as “words of few mouths”.
To handle the issue, [334, 340] estimate review helpfulness through Bayesian inference
from the original voting data. Recently, Jardeson et al. [22] induce a reviewer’s votes,
using the lower bound of Wilson score confidence interval for a Binomial parameter [4].
Some websites such as Reddit1 and Yelp2 have already used the same technique to order
their posts and reviews.

Finally, review helpfulness can be estimated via manual annotation [322]; the an-

1https://redditblog.com/2009/10/15/reddits-new-comment-sorting-system/
2https://blog.yelp.com/2011/02/the-most-romantic-city-on-yelp-is
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notated helpfulness, again, can be numeric and/or categorical. Human annotation is
ideal for obtaining high-quality and less biased helpfulness estimates immune from so-
cial influences. Because the annotation task can be laborsome, time-consuming, and
expensive, the annotated reviews are often restricted to small data size.

2.5 Helpfulness Learning Sources

Online reviews used for helpfulness prediction are either collected from primary or sec-
ondary sources. The former refers to (i) writing computer programs called crawlers
or (ii) using application programming interfaces that directly scrape data from targeted
platforms. Such methods allow for high customizability and access to up-to-date review
information, but can be challenging in terms of time and expense; thus the size of the
collected data is usually small. The latter refers to off-the-shelf datasets prepared by
previous researchers. These datasets usually possess public accessibility and larger data
size for exploring various models; the pre-collected reviews, however, may suffer from
timeliness and not reflect the latest trend of several item types.

Most existing studies focus on primary data [224], also known as ad-hoc datasets.
Currently, reviews from three online platforms—Amazon [212, 148, 3], Yelp [230, 349,
183], and TripAdvisor [158, 160, 122]—are more favoured among the research com-
munity due to their influence in reality. These reviews mainly cover user-generated
opinions towards a variety of products, hotels, restaurants, and attractions. Other review
sources include software programs [38] on CNET, electronics [325] collected from Ya-
hoo! Shopping, mobile applications on App Store [326] and Google Play [137], movie
reviews [175] on IMDB, books [49] on Barnes & Noble, automobiles [177] from Au-
toHome, video games [22] on Steam, to name a few. Some reviews are obtained from
private sources. For example, Zhao et al. [341] construct a longitudinal dataset from an
e-commerce company selling girls’ clothes. Ad-hoc datasets are seldom shared with the
public, with few exceptions [93, 347, 225]. The data unavailability is one of the major
reasons that largely obstructs result reproduction and comparison.

The past few years have seen a raising trend of open-source repositories [21,
321, 322, 347] for helpfulness analysis. Chen et al. [47] leverage Amazon review
data proposed by [131], which was originally designed for opinion spam detection.
Two more popular alternatives include the Amazon Multi-Domain Sentiment Dataset
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[120, 152, 189, 107, 245] and the Amazon Review Data [184, 5, 232, 299]. The lat-
ter is more recently released, containing extra (and newer) reviews, product categories,
and detailed metadata. The annual Yelp Dataset Challenge [192, 132, 284] maintains a
large scale of review dataset for public access. To the best of the author’s knowledge,
only few studies [171] employ pre-collected TripAdvisor reviews for helpfulness learn-
ing, probably because hotel industry requires the latest reviews to gains timely insights.
Some sources such as Ciao [191, 291, 182] and Epinions [204, 166] (both platforms are
now defunct) feature social networking and enable trust connections. Table 2.3 briefly
summarizes the descriptive statistics of the aforementioned sources.

Table 2.3: Public datasets for helpfulness prediction.

Dataset Year #Reviews #Items #Categories Voting*

Amazon Multi-Domain Sen-
timent Dataset [31]

2009 ∼1.4
millon

246,505 25 Binarya (X of Y)

Amazon Review Data [195] 2013 ∼34.7
millon

∼2.4
millon

28 Binary (X of Y)

Amazon Review Data [113] 2014 ∼142.8
millon

∼9.4
million

24 Binary (X of Y)

Amazon Review Data [222] 2018 ∼233.1
million

∼15.5
million

29 Binary (X)

Yelp [324] 2019 ∼6.7
million

192,609 1300 Binary (X)

TripAdvisor [225] 2010 225,936 51,635 2 Binary (X of Y)
Ciao [291] 2013 304,545 112,838 69 Six-point scaleb

Epinions [292] 2011 ∼1.3
million

341,596 36 Five-point scalec

Epinions [193] 2007 ∼1.6
million

200,953 — Five-point scale

* Voting behaviors among the platforms may change over time. Some platforms display voting
results in the form of “X of Y”, whereas others only present the yes votes X.

a 0–Not Helpful; 1–Helpful.
b 0–Off Topic; 1–Not Helpful; 2–Somewhat Helpful; 3–Helpful; 4–Very Helpful; 5–Exceptional.
c 1–Not helpful; 2–Somewhat Helpful; 3–Helpful; 4–Very Helpful; 5–Most Helpful.

Several pre-collected datasets [164, 282, 306] designed for other research purposes
are potentially suitable for helpfulness learning. In addition, there remains a series of
review collections ready for use on data science related online communities such as
Kaggle3. Given the diversity of e-commerce, many interesting portals and item types
are still open for exploratory research.

3https://www.kaggle.com

47

https://www.kaggle.com


CHAPTER 3
FEATURE IDENTIFICATION AND SELECTION FOR HELPFULNESS

PREDICTION: AN EMPIRICAL STUDY

Online product reviews underpin nearly all e-shopping activities. The high vol-
ume of data, as well as various online review quality, urges for automatic approaches
for informative content prioritization. Despite a substantial body of literature on re-
view helpfulness prediction, the rationale behind specific feature selection is largely
under-studied. Also, the current studies tend to concentrate on domain- and/or platform-
dependent feature curation, lacking wider generalization. Moreover, the issue of result
comparability and reproducibility occurs due to frequent data and source code unavail-
ability. This chapter addresses the gaps through the most comprehensive feature identifi-
cation, evaluation, and selection. To this end, the 30 most frequently used content-based
features are first identified from 149 relevant research papers and grouped into five co-
herent categories. The features are then selected to perform helpfulness prediction on
six domains of the largest publicly available Amazon 5-core dataset. Three scenarios
for feature selection are considered: (i) individual features, (ii) features within each
category, and (iii) all features. Empirical results demonstrate that semantics plays a
dominant role in predicting informative reviews, followed by sentiment, and other fea-
tures. Finally, feature combination patterns and selection guidelines across domains are
summarized to enhance customer experience in today’s prevalent e-commerce environ-
ment.

3.1 Introduction

Customer product reviews play a significant role in today’s e-commerce world, greatly
assisting in online shopping activities. According to a survey conducted in 2016 [214],
91% of online shoppers read product reviews while searching for goods and services,
and 84% of them believe that the reviews are equally trustworthy [39] as recommenda-
tions from their friends. Online reviews do not only enhance the customer purchasing
experience through valuable feedback provision, but also facilitate future product devel-
opment activities by better understanding the customer needs.

Online product reviews are also highly susceptible to quality control [207], which
can potentially harm online shopping experience. A recent study [13] shows that users
tend to limit their attention to only first few reviews, regardless of their helpfulness.
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It is generally viewed that helpful reviews have more impact on customers’ final deci-
sions. However, the large and overwhelming nature of online product reviews makes
it difficult for customers to efficiently locate useful information. Although the majority
of online platforms enable review helpfulness assessment through user voting, the large
proportion of records does not contain any votes. The scarcity of user votes is even more
noticeable for less popular products.

Automatic helpfulness prediction helps consumers identify high-quality reviews,
which has attracted substantial attention. The mainstream approach follows a proce-
dure of careful feature curation from multiple data sources [224]. Still, the features are
frequently domain- and/or platform-dependent, substantially inhibiting wider applica-
tion. Also, the features are selected arbitrarily without solid justification. Furthermore,
prior research mainly focuses on the predictive power of the entire feature set, while lit-
tle is known on the contribution and necessity of using individual or subsets of features.
Since identical feature set is rarely used among existing studies, the reported results
prove challenging for fair comparison. Finally, the existing studies are often conducted
on publicly unavailable ad-hoc datasets, hampering result reproducibility.

To address the aforementioned gaps, this chapter comprehensively identifies, eval-
uates, and selects representative features for helpfulness prediction. Specifically, fre-
quently used domain- and platform-independent features (i.e., content-based features)
are first identified from considerable recent literature. The predictive power of the iden-
tified features is then evaluated on six domains of large-scale online product reviews.
Instead of evaluating the entire feature set, this chapter allows for performance-oriented
feature selection under multiple scenarios. Such flexibility can effectively justify (not)
selecting certain features. As a result, feature combination patterns and selection guide-
lines across domains are summarized, offering valuable insights into general feature
selection for helpfulness prediction. The publicly available source code and datasets
ensure result comparability and reproducibility of the chapter.

This chapter contributes to existing literature in four aspects:

• First, the chapter conducts one of the most comprehensive literature reviews on
helpfulness analysis to identify frequently used content-based features.

• Second, the chapter conducts the first and most extensive empirical validation on
large-scale publicly available online product reviews to report feature behaviors
in multiple scenarios (individual and combinations) and domains.
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• Third, a holistic computational framework is developed for helpfulness prediction
from scratch, including data pre-processing, extracting the identified features, and
evaluating the predictive power of individual features and feature combinations.

• Fourth, the source code, dataset splits, pre-processed reviews, and extracted fea-
tures have been released for result reproducibility, benchmark studies, and further
improvement.

The remaining of the chapter is organized as follows. Section 3.2 systematically sur-
veys recent literature regarding current features and feature selection strategies for au-
tomatic review helpfulness prediction. Section 3.3 introduces the computational frame-
work for feature-based helpfulness prediction, including steps for feature identification,
feature extraction, and feature selection strategies used in the chapter. Substantial analy-
sis is conducted to empirically evaluate a series of combinations of the identified features
under three feature selection scenarios, which is described in Section 3.4. In Section 3.5,
experimental results are reported and discussed to locate max-performance feature com-
binations in each scenario, followed by frequent pattern discovery. Finally, Section 3.7
indicates implications, discusses limitations, summarizes findings, and outlines future
directions of the chapter.

3.2 Related Work

The automatic prediction of review helpfulness is majorly approached via feature engi-
neering. Under this setting, potential helpfulness related features in the form of vectors
are extracted from possible review attributes. The extracted features are then concate-
nated into a long vector and fed into existing classification and regression models for
helpfulness prediction. Several studies perform feature selection for the extracted fea-
tures to choose only partly the whole collection of features for modeling more accu-
rate helpfulness information. The identification and extraction of features and existing
feature selection strategies for feature-based helpfulness prediction are introduced in
subsection 3.2.1 and 3.2.2, respectively.
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3.2.1 Feature-based Helpfulness Prediction

Previous studies have curated a large body of features derived from (i) review content
[141, 165, 192, 322, 152, 189], (ii) review contexts such as reviewers [48, 122], social
networks among reviewers [182, 291], review metadata [349, 87], and product meta-
data [313, 153]. Some other less frequent contextual features include review photos
[320, 137], manager responses [155], travel distances [160], to name a few. Chapter 2
has given a comprehensive literature review and summarized the functionality oriented
hierarchy of existing features used for helpfulness prediction. This chapter focuses on
content-based features due to the ubiquitous and large use in prior literature and the
ability of review texts to generalize across online platforms.

Feature-based helpfulness prediction is advantageous due to ease of implementation
and interpretation. Currently, existing literature tends to identify a list of (groups of)
features, homogeneous and/or heterogeneous, as inputs of a function for helpfulness
prediction. The prediction performance is usually evaluated using (partial of) the whole
collection of the identified features. The rationale behind using multiple features lies in
attempting to better describe helpfulness characteristics.

Nonetheless, the research within domain is often fragmented and heterogeneous,
posing challenges to the objective comparison, result reproduction, and findings syn-
thetization. First, the features identified in prior research frequently lacks justification
behind particular feature selection. For example, the explanation of one feature being
chosen in favour of another one alike is absent, which leads to potential biases in re-
sult interpretation. Second, the categorization of features differs among the studies. So
far, there is no unanimous naming and organization protocol for of the identified fea-
tures. The rationale for organizing the identified features is also unclear, which impacts
finding generalizability. Third, most of the existing studies evaluate helpfulness pre-
diction models on ad-hoc datasets and the extracted features are publicly unavailable.
Also, the implementation details (e.g., pre- and post- processing steps) for the task are
insufficient to reproduce the experiments. The tools used for feature extraction provide
various parameters and types of outputs (e.g., sentiment), which are not explicitly and
clearly mentioned either. As a consequence, existing studies often report mixed findings
and even contrasting results [117, 122] towards helpfulness prediction. [119] exam-
ines a list of review and reviewer related determinants in composing review helpfulness.
The determinants include (1) the depth, readability, linear and quadratic rating, and age
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of reviews and (2) the information disclosure and expertise of reviewers. Such deter-
minants are found to have inconsistent behaviors in affecting the perception of review
helpfulness.

The current feature-based paradigm also raises a critical question–The necessity of
using all identified features for helpfulness prediction. Although extracted with different
motivations, the identified features are rarely mutually exclusive. In practice, parts of
the identified features may, to a certain degree, be homogeneous and share similar rep-
resentations. For example, the authors in [315] show via a bivariate correlation test that
several readability scores are highly correlated. Such phenomenon is called the multi-
collinearity issue [3], which is more likely to occur as the whole collection of features
grows. The issue refers to one of the identified features being linearly predicted from
the others with a substantial degree of accuracy. Quadratic and other non-linear relation-
ships can also exist. For instance, [231] confirms that the sadness variable in the LIWC
belongs to the broader negative emotion variable and the latter the affective process vari-
able. The excessive use of features will pass redundant and/or inaccurate information
into subsequent steps, and thus degrade the performance of the helpfulness prediction
task. As proven in [318, 5, 199], combining all identified features or adding new features
does not necessarily lead to maximum performance or improvement. Although several
studies investigate the relationship among features and between features and the corre-
sponding helpfulness, the tactics for handling feature redundancy and inter-correlation
is largely understudied and ignored by existing studies.

Given the limitations identified, this chapter (1) provides the most comprehensive
and generalizable survey on existing content-based features, (2) proposes a functionality
oriented hierarchy scheme for organizing the identified features, (3) conducts the em-
pirical validation of the most effective feature selection on large-scale publicly available
datasets in an objective manner, and (4) releases the datasets and source code describing
the implementation details used in this chapter for research reproducibility.

To the best of the author’s knowledge, this chapter is the first to address the re-
producibility and transferability issue of review helpfulness prediction, as well as the
first work that provides the justification-driven feature selection process regardless of
the platform and domain of applications. The complete and systematic literature review
proves practically infeasible given largely fragmented state of the research in helpfulness
prediction domain. Still, the chapter has made best efforts to report the latest state-of-art
and identify the gaps to fill with the current work.
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3.2.2 Feature Selection Strategies

Most existing studies investigate the predictive power of using all identified features.
As discussed, the identified features often possess multi-collinearity that can decrease
model performance and confound prediction results. As such, feature selection strate-
gies are applied to the whole feature collection for helpfulness prediction prior to model
construction. According to [122], an ideal feature subset is supposed to have features
highly correlated with the dependent variable (helpfulness in this context) but uncorre-
lated with one another. Recent studies regarding feature selection for helpfulness pre-
diction are summarized as follows.

The majority of helpfulness analysis involving feature selection remains examining
limited feature subsets. In general, helpfulness related features are first identified and
categorized into groups. Subsets of the features or feature groups are then manually
selected to reevaluate the prediction performance. [50] proposes three groups (i.e., Un-
igrams, Word Embeddings, and Linguistic) of features. The following baselines are
evaluated: (1) individual feature groups, (2) all feature groups combined, and (3) The
combination of Unigrams and Word Embeddings, all with and without the enhancement
of star ratings. [38] constructs three groups (i.e., Basic, Stylistic, and Semantic) of char-
acteristics and predict review helpfulness using (1) individual characteristic groups, (2)
the combination of both Basic and Stylistic characteristics, and (3) all groups of char-
acteristics. [225] designs four groups (i.e., Reputation, Social, Sentiment, and Content)
of features and three generic features for two datasets. The overall performance using
all feature groups is reported. The performance of each feature group is also examined.
[232] examines the performance of using argumentation features and bag-of-words fea-
tures, both individually and in combination. Following [179], Zhang et al. [337] ex-
tract various features and divide them into five groups: Linguistic, Information Quality,
Information Theory, Reviewer, and Metadata. Two types of feature combinations are
employed, namely, the full set of features and leave-one-group-out subsets.

Yang et al. [322] evaluate the impact of review structure, unigrams, and three sen-
timent features: Geneva Affect Label Coder, Linguistic Inquiry and Word Count, and
General Inquirer. The evaluation of the features is conducted individually, in combina-
tion, and as a whole. The latter two features not only improved the prediction perfor-
mance, but also provided a useful interpretation to what makes a review helpful. Haque
et al. [110] design three groups (Lexical, Structural, and Semantic) of features and re-
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port the prediction performance using each group and all groups combined. Vo et al.
[299] investigate three feature groups (i.e., Anatomical, Metadata, and Lexical) and two
added features, which include (i) the number of helpfulness votes and (ii) the number of
positive and negative words. The impact of the three feature groups combined is eval-
uated. Either and both of the added features are included in the initial feature groups
for further evaluation. Kim et al. [141] investigated the effect of ten features spanning
five categories (i.e., Lexical, Structural, Semantic, Syntactic and Metadata), and their
combinations on helpfulness prediction. The combination of several features is tested
and the one having the highest performance is highlighted. The authors found out that
the most useful features were review length, unigrams, and product ratings.

[189] proposes eight sets (i.e., Visibility, Product, Reviewer, Readability, Linguistic,
Sentiment, Positive Emotions, and Negative Emotions) of features. Models are trained
on (1) individual feature sets and (2) the combination of the first six sets and either posi-
tive emotions or negative emotions. [318] analyzes the helpfulness of peer reviews using
generic linguistic features used by [141] and manually coded specialized features. The
authors first investigate the predictive power of each generic feature type in isolation. On
top of that a baseline for modeling peer-review helpfulness is built by examining various
combinations of the feature types. The baseline is then gradually modified by replac-
ing generic features with and adding specialized features for prediction. [199] employs
three features: unigrams, dependency bigrams, and explicit connectives, for helpfulness
prediction. The predictive power of individual features and unigrams in conjunction
with either dependency bigrams or explicit connectives are evaluated. Empirical results
on five given datasets show unigrams achieve slightly higher accuracy among individual
features. Combining either of the two features with unigrams does not lead to signif-
icant improvement. [73] proposes seven classes (i.e., Temporal, Rating, Size, Topical,
Sentiment, Readability, and Content) of features. To gauge the influence of rating infor-
mation within the sentiment category, the authors prepare two variants of the sentiment
category, and combine the variants with all other categories, separately.

[127] realizes three categories (i.e., Content, Sentiment, and Quality) of features ac-
cording to interviewees’ opinions via semi-structured interviews. The content category
contains four methods for specifying content-based features, whereas the remaining cat-
egories contain a set of features. The authors first search for the best method in encoding
content by evaluating the combination of the Content category using different encoding
methods with the Sentiment and Quality category. Subsequently, the performance of
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four feature combinations are tested: (1) Content alone, (2) Content+Sentiment, (3)
Content+Quality, and (4) Quality+Sentiment. [152] designs four groups (i.e., Linguis-
tic, Metadata, Readability, and Subjectivity) of features and analyzes the performance
of the predictive model when using feature groups individually and as a whole. The best
predictive results are observed when the feature groups are combined. Saumya et al.
[266] propose 15 basic and two additional features named product description similar-
ity and customer question-answer similarity. The impact of the latter two features are
evaluated along with the basic features in three scenarios: (1) no additional features, (2)
either of the additional features, and (3) both of the additional features. [120] predicts
and ranks review helpfulness, using three groups (i.e., Needs Fulfillment, Information
Credibility, and Mainstreaming-opinion Divergence) of features. Further improvement
is found when the features are jointly used with those proposed by [172, 141].

[97] introduces a series of features organized into a two-tier hierarchy. The hier-
archy contains four categories (i.e., Product and Sales Data, Individual Review Data,
Reviewer Characteristics, and Textual Analysis of Reviews), some of which further con-
tains sub-categories of features. The authors evaluate model performance when using all
available features and all possible combinations of three broad feature (sub)categories.
[122] combines four proposed categories (i.e., Content, Sentiment, Author, and Visi-
bility) of features. Four combination patterns are considered: (1) Content+Sentiment,
(2) Content+Sentiment+Author, (3) Content+Sentiment+Visibility, and (4) all feature
categories. [291] integrates four types (i.e., Author, Rater, Connection, and Reference)
of social context features into helpfulness prediction relying on content-based features.
To investigate the necessity of exploiting all introduced contextual information, each
(all) of the social context features is removed. Empirical results show performance
degrading when each type of social context is eliminated. The worst performance is
received when all social context features are excluded. Chen et al. [47] adopted four
groups (i.e., Surface, Unigram, Part-of-speech, Word Embedding) of features. The au-
thors test model performance using (1) single feature groups and (2) a subset of fea-
tures and feature groups. [171] identifies four groups of features from existing studies
[322, 141, 319, 192], each as a baseline. The performance of argument-based features
alone and when being used with the baseline features is evaluated.

Several studies also measure the importance of the identified feature during the pre-
diction of review helpfulness. [107] proposes three groups (i.e., Linguistic, LCM, and
Visibility) of features. The authors apply Random Forest (RF) to evaluate the combina-

55



tion of all groups and each one. As a by-product, the importance of individual features
of the Linguistic group is also calculated. Akbarabadi et al. [5] focus on 12 features
grouped into four categories (i.e., Summary, Reviewer, Text, and Readability) from re-
views. The authors first report the overall performance using all categories, along with
the importance of individual features in predicting helpfulness. The predictive power of
each category is also reported. To show the relative importance of individual features,
[225] ranks the top nine features for both datasets using information gain. [279] con-
ducts gradient boosting decision tree (GBDT) on reviews and ranks the identified fea-
tures influencing review helpfulness using the learned importance. The authors find that
the average product review rating and several proposed textual features such as readabil-
ity, polarity, and entropy are the most important parameters for helpfulness. Similarly,
Meng et al. [197] obtained feature importance via GBDT by computing the average
of the relative importance of the features over all of the trained trees. [320] designs
six heuristic features in the online hotel context to model review helpfulness. Three
studies are conducted via conjoint analysis to investigate (1) the importance of individ-
ual features, (2) the importance of each possible value within each of the six features,
and (3) the different of the importance of the five remaining between positive (1-star
and 2-star) and negative (4-star and 5-star) hotel reviews. [162] proposes 11 determi-
nants for helpfulness evaluation. The importance of each determinant is measured via
t-test and logistic regression analysis from helpfulness classification. As a result, five
significant determinants encompassing product data, review characteristics, and textual
characteristics of online reviews are recognized.

Several studies perform feature selection using wrapper methods. [72] captures the
importance of features to review helpfulness using the Boruta algorithm [154], which is
a wrapper-based measurement built upon z-score. [331] introduces “the degree of detail”
feature as a function of review length and n-grams, alongside seven other features. In
addition to the overall performance using all proposed features, the authors compare the
importance of the features by reporting the result of all-minus-one feature combinations.
The “the degree of detail” feature proves to be the most important in helpfulness predic-
tion, leading to a significant drop in accuracy after its exclusion. [166] performs feature
selection on ten stylistic features learned from review texts. The authors first train a
logistic regression model to classify the binary helpfulness of reviews. The trained co-
efficients indicates the relevance of each stylistic of a review feature to its helpfulness.
The selection is done using the backward stepwise method based on the probability of
the Wald statistic to remove “insignificant” features. The performance of all features
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combined is then compared against that using only the significant ones. [172] proposed
a classification framework for detecting low-quality reviews. In the work, a set of fea-
tures are proposed and grouped into three categories (i.e., Informativeness, Readability,
and Subjectiveness). To evaluate the effectiveness of the features, the authors start with a
subset of features in the Informativeness category, and incrementally add other features
in the Informativeness category and those in the remaining two categories. The au-
thors also estimate the predictive power of individual features. [125] removes variables
that are not statistically significant using backward selection techniques. To this end,
a regression model is trained on all available variables. The most insignificant variable
causing the least decrease in R-squared statistical measure is removed one at a time. The
removal process continues until all remaining variables are significant. In [337], PCA
and Recursive Feature Elimination (RFE) are used to select the most informative and
effective features to represent helpfulness. Both schemes show that 10 of the original
22 extracted features already reaches relatively stable performance. Similarly, [197] the
RFE algorithm is used to locate the max-performance feature set prior to model con-
struction. [21] first employs the RF classifier to rank the extracted features. RFE is then
conducted to remove insignificant features using the learned importance weights. After
the removal, the total number of features are reduced from 2, 205 to 1, 789.

Finally, feature selection can also be approached by dimension reduction techniques.
[187] applies a chi-square test to the standard TFIDF unigram representations of reviews
to select the 1, 000 most significant words. [226] extracts 17 attributes using a data qual-
ity framework [307] developed from the end user’s perspective, and further groups the
extracted features into five categories. The authors then examine the extent to which
each category is related to review helpfulness, measured by the correlation between the
five factors and helpfulness. [341] measures feature importance using Pearson correla-
tion coefficients. Negatively correlated features are thus distinguished from positively
correlated features to obtain the final feature subset for helpful review identification.
[231] identifies 11 factors determining review helpfulness and explores their effect over
multiple products. Pearson correlation analysis is used to check the linear relationship
between the factors and the corresponding helpfulness. [179] proposes three schemes for
selecting features for helpfulness prediction. The first scheme applies Principal compo-
nent analysis (PCA) on three variants of the original feature matrix. The second scheme
ranks the extracted features via the similarity between each feature and the correspond-
ing helpfulness, utilizing cosine similarity, Jaccard similarity and matching similarity.
The third scheme estimates the mutual information between features and the correspond-
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ing helpfulness. [220, 221] examine the effectiveness of review semantics in predicting
review helpfulness. Both papers employ a series of BOW models to encode semantic
information. [122] performs Correlation-based Feature Selection (CFS) [106] prior to
model construction. The authors report a drop from 25 to on average 9.6 in the num-
ber of features after applying greedy step-wise CFS, with only slight decrease in model
performance. [220] includes the whole collection of review words, whereas [221] uses
words and phrases (human concept scripts) manually highlighted by participants. The
performance of the models are further compared against their dimension reduced coun-
terparts using CFS. [22] compares model performance using all available features with
that using a subset of features. The subset is obtained by applying CFS to the discrete
features using the hill climbing search method.

As presented above, numerous types of analysis tasks have been conducted to select
useful features for helpfulness prediction. Most of the aforementioned studies conduct
feature selection in a primitive manner, lacking rationale and systematic investigation
for the selected features and feature groups. For example, the predictive power of in-
dividual features and those within each category are insufficiently examined. Although
several studies compute the comparative importance of features, the necessity of using
excessive features and effective methods of selecting features are yet to be addressed.
Existing dimension reduction techniques allows for more effective selection for feature
subsets by sacrificing additional computational resources and less straightforward result
interpretation. The goal of this chapter is to build prediction models using parsimo-
nious features while preserving most model performance and robustness. To balance
the trade-off between result interpretation and model efficiency, this chapter opts for
wrapper methods for feature selection. Multiple feature selection scenarios are taken
into account to examine model performance. The models are built upon individual fea-
tures, combinations of category-level features in the identified hierarchy.

3.3 Feature Selection Computational Framework

Figure 3.1 summarizes the computational framework that conducts fEAture SelectIon
for hElpfulness pRediction (EASIER). In brief, EASIER entails three steps to perform
feature-based helpfulness prediction. To start with, the procedure and criteria are de-
scribed to collect recent relevant literature, from which frequently cited content-based
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feature candidates are identified. Each of the identified feature candidates is then intro-
duced and the feature construction process is specified. Finally, the evaluation protocols
and feature selection strategies are provided to locate max-performance feature combi-
nations for review, followed by result analysis and discussion. The following subsec-
tions will introduce each step in more details.

Survey Papers    Google Scholar     

Literature Pool

Feature Identification

Feature Extraction

Helpfulness Prediction

Feature Selection

Result Analysis

Public Datasets

Individual Features

In-Category Features

All Features

Three Scenarios

Coherent
Groups Structure

Syntax Readability

Sentiment Semantics

Extracted FeaturesStandardized
Implementation

Figure 3.1: The EASIER framework.
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3.3.1 Feature Identification

The chapter identifies frequently cited feature candidates from recent literature to pro-
vide wide generalization and fair comparison with the majority of studies on the topic.
To this end, a collection of most recent relevant studies are first collected and filtered,
from which feature candidates are identified.

Paper Acquisition The collection of relevant papers is based on (i) the references of the
three most recent survey papers from the review helpfulness field [224, 117, 41]
and (ii) the top 50 relevant studies retrieved from the Google Scholar database and
published before 2019, using the following search query:

(“online reviews” OR “product reviews” OR “user review” OR “cus-

tomer review” OR “consumer reviews”) AND (“useful” OR “helpful”
OR “usefulness” OR “helpfulness”).

Given the scope of the chapter, the 149 collected papers are filtered based on the
following criteria: (i) automated prediction of online product review helpfulness;
(ii) inclusion of factors influencing review helpfulness; and (iii) English-written

reviews analysis only. As a result, 74 papers (See the “Literature” column in
Table 3.1) are identified.

Feature Acquisition Features mentioned in the 74 identified papers are collected,
along with the frequency of feature mentions. The following rules are adopted for
feature list compilation: (i) features mentioned at least three times over the entire
paper collection to exclude rare features, (ii) removal of human-annotated features
due to expensive manual annotation process, and (iii) inclusion of only content-

based features to support platform-independent generalizability and transferabil-
ity. As a results, 27 feature candidates are identified.

As a novelty, the chapter additionally incorporates two semantic features and one
sentiment feature that are gaining more recent attention. Such features have been proved
robust in numerous text mining and natural language processing applications but are so
far under-studied in review helpfulness prediction.

Table 3.1 presents the 30 content-based features identified from recent literature.
The features are further grouped into five coherent categories (i.e., semantics, sentiment,
readability, structure, and syntax) following the convention in the research field.
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Note that context-based features such as reviewer characteristics are currently ex-
cluded from the feature pool since they are domain- and/or platform-dependent, and
thus not always available.

3.3.2 Feature Extraction

The description and construction process of the identified features in groups is presented
as follows. It is worth noting that some features overlap functionally, for instance, all
sentiment features compute the emotional composition of reviews via different lexicons.
Some features are constituents of others, such as readability scores resulting from dif-
ferent linear transformations of certain structural features. Following the convention in
the research field, features in both cases are treated as individual ones.

Semantics

Semantic features refer to the meaning of words and topical concepts from the review
content by modelling terms statistics into vectors. The five semantic features for the
helpfulness prediction task are as follows:

UGR and BGR The unigram bag-of-words representation of a review uses the term
frequency-inverse document frequency (TF-IDF) weighting scheme [264], where
each element of a vector corresponds to a word in the vocabulary. Similarly, the
bigram bag-of-words representation encodes all possible word pairs formed from
neighboring words in a corpus. Both UGR and BGR ignore terms that have a
document frequency value below 10 when building the vocabulary. The vector
representations are then transformed into unit vectors via the L2 normalization.

LDA Latent Dirichlet Allocation representation learns the topic distribution of a review.
Topic modeling considers corpus as a mixture of topics, and each topic consists
of a set of words. In the case of online product reviews, the topics can be different
product properties, emotional expressions, etc. The original LDA algorithm [30]
is adopted to learn the probability distribution of latent topics for each review.
Following [321], the number of topics is set to 100 during training.

SGNS and GV As a novelty, the chapter also uses the two most recent types of word

embeddings as features. The Skip-Gram with Negative Sampling [201] and
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Table 3.1: Features used in the analysis.

Category Feature Dim.1 Description Literature

Semantics UGR V Unigram TF-IDF [322, 182, 141, 339, 192, 331, 171, 321, 220,
221, 187, 127, 340, 343, 73, 110, 177, 318,
191]

BGR V2 Bigram TF-IDF [141, 331, 73, 110, 199, 318]
LDA 100 LDA topic distribution [38, 204, 213, 321, 127, 343, 316]
SGNS 300 Skip-gram Negative Sampling —
GV 300 Global Vectors —

Sentiment LIWC 93 Linguistic Inquiry and Word Count dic-
tionary

[322, 321, 325, 326, 3, 54, 132, 221, 166, 231]

GI 182 General Inquirer [322, 141, 171, 321, 153, 276, 343, 318]
GALC 21 Geneva Affect Label Coder [322, 192, 171]
OL 3 Opinion lexicon [172, 182, 179, 279, 340, 73]
SWN 3 SentiWordNet [16, 15, 279, 127, 158]
SS 3 SentiStrength [189, 261, 209]
VADER 3 VADER lexicon —

Readability FKRE 1 Flesch–Kincaid Reading Ease score [97, 192, 189, 153, 3, 180, 221, 279, 315, 166,
340, 343, 73, 266, 316, 158]

FKGL 1 Flesch–Kincaid Grade level [97, 148, 152, 189, 221, 340, 343]
GFI 1 Gunning Fog Index [97, 148, 152, 189, 87, 326, 54, 132, 180, 340,

73]
SMOG 1 Simple Measure of Gobbledygook [97, 152, 189, 340, 343, 73]
ARI 1 Automated Readability Index [97, 148, 152, 189, 230, 54, 180, 276, 340]
CLI 1 Coleman–Liau Index [97, 148, 152, 189, 325, 54, 180, 340, 349,

309]

Structure CHAR 1 Number of characters [97, 161, 28, 38, 229, 80, 49, 54, 221, 110]
WORD 1 Number of words [172, 322, 182, 212, 141, 97, 148, 339, 124,

192, 225, 331, 161, 38, 171, 226, 261, 321,
179, 87, 153, 16, 48, 230, 325, 326, 54, 125,
132, 137, 180, 221, 276, 314, 315, 127, 340,
343, 73, 110, 162, 177, 266, 318, 320, 349,
155, 316, 158, 191, 309]

SENT 1 Number of sentences [172, 322, 182, 141, 97, 339, 192, 161, 38,
171, 226, 321, 179, 54, 221, 127, 343, 73, 110,
177, 318, 155, 191]

AVG 1 Average number of words per sentence [172, 322, 182, 141, 161, 38, 171, 226, 321,
179, 54, 221, 341, 343, 73, 191]

EXCLAM 1 Number of exclamatory sentences [322, 141, 171, 321, 177, 318]
INTERRO 1 Number of interrogative sentences [322, 141, 171, 321, 110, 177, 318]
MIS 1 Number of misspelling words [97, 161, 279, 166, 340, 343]

Syntax NOUN 1 Number of nouns [182, 141, 339, 192, 189, 54, 279, 343, 266,
318, 191]

VERB 1 Number of verbs [182, 141, 120, 339, 192, 189, 279, 343, 177,
266, 318, 191]

ADJ 1 Number of adjectives [182, 141, 339, 192, 189, 179, 279, 343, 177,
266, 318, 191]

ADV 1 Number of adverbs [182, 141, 339, 192, 189, 179, 343, 177, 318,
191]

COMP 1 Number of comparative sentences [182, 339, 331, 242, 191, 231]

1 The feature dimensionality. V indicates the vocabulary size of the training set of a corpus.
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Global Vectors [237] aim at learning the distributed representations of words.
Under this setting, each word is mapped into a dense vector space, where sim-
ilar terms display closer spatial distance. Thus, each review can be simply con-
verted into a vector by averaging the embeddings of its constituent words, where
out-of-vocabulary words are skipped.

Sentiment

Sentiment features analyze the subjectivity, valence, and emotion status of content writ-
ten by customers. Previous work [42, 160] has shown relevance between helpfulness of
a review and the sentiments expressed through its words. The chapter constructs sen-
timent features using the seven most frequently-used lexicons. The first three lexicons
are category-based, each estimating the probability of a review belonging to its prede-
fined lexicon categories. The remaining lexicons are valence-based, each looking up the
valence (i.e., positive, neutral, and negative) of words in a review where possible. The
comparison among the sentiment lexicons can be found in Chapter 2

LIWC The Linguistic Inquiry and Word Count dictionary [236] classifies contempo-
rary English words into 93 categories, including social and psychological states.
The dictionary covers almost 6, 400 words, word stems, and selected emoticons.

GI General Inquirer [129] attaches syntactic, semantic, and pragmatic information to
part-of-speech tagged words. It contains 11, 788 words collected from the Harvard
IV-4 dictionary and Lasswell value dictionary, which are assigned to 182 specified
categories.

GALC Geneva Affect Label Coder [268] recognizes 36 emotion categories of affective
states commonly distinguished by 267 word stems. The Geneva Emotion Wheel
model [192, 322] is followed, and the 20 of the GALC categories plus an addi-
tional dimension for non-emotional words are adopted.

OL The Opinion Lexicon [121] is widely used by researchers for opinion mining. It
consists of 2, 006 positive and 4, 783 negative words, along with the misspellings,
morphological variants, slang, and social media markups.

SWN SentiWordNet [14] is a lexical resource for sentiment and opinion mining. It as-
signs to each synset of WordNet [90] three sentiment scores: positivity, negativity,
and objectivity, in terms of probability.
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SS SentiStrength [293] is a tool for automatic sentiment analysis on short social web
texts written in informal language, incorporating intensity dictionaries, words
with non-standard spellings, emoticons, slang and idioms.

VADER As a novelty, the chapter also adopts the Valence Aware Dictionary and sEn-
timent Reasoner [126]. VADER is a lexicon specifically attuned for social media
texts. It has 3, 345 positive and 4, 172 negative terms, and is enhanced with gen-
eral heuristics for capturing sentiment intensity.

Sentiment features are built as follows. For each categorical lexicon, a sentiment
feature is represented by the histogram of all its predefined categories. Take LIWC as
an instance, the generated feature vector of 93 dimensions contains numeric statistics of
a review corresponding to each predefined category. Similarly, a feature vector derived
from GI and GALC contains 182 and 21 elements encoding information of a review
towards individual predefined categories, respectively.

As for valence-based lexicons, a review is described using a three-dimensional vec-
tor: the percentage of positive, neutral, and negative sentences in a review. Given a
sentence, all its words are looked up in a lexicon, and the corresponding valence values
are subsequently summed up. A sentence is considered positive if the total valence is
greater than zero, negative if less than zero, and neutral otherwise. During the valence
lookup, VADER heuristics are applied to OL and SWN to improve the detection accu-
racy [253]. The heuristics does not apply to SS since the toolkit offers a similar built-in
mechanism for sentiment intensity evaluation.

The aforementioned sentiment features differ one another. In category-based lexi-
cons, the sentiment of a review is described using predefined categories, similar to an
opinion is understood from different perspectives. Meanwhile, valence-based lexicons
detect the polarity of review words differently. For example, the term “clean” can be
positive in some lexicons but neutral in others. As a result, the same review will obtain
different vector representations due to various sentiment measurement criteria. Further
details of the lexicon composition, such as the predefined categories and vocabulary
can be found in the corresponding literature of individual lexicon and the survey papers
[330, 253].
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Readability

Readability measures the ease of reading texts. As pointed out by [79], even a minor
increase in readability largely improves review readership, leading to more opportuni-
ties for reviews to receive helpful votes. Thus, readability has been frequently addressed
in the past papers on helpfulness prediction. In EASIER, six readability tests are used
to construct the readability features, taking advantage of the number of characters, syl-
lables, words, complex words, and sentences. The readability features are calculated
according to the readability test formulas, which are shown in Chapter 2 The work by
Benjamin et al. [25] and original research papers provide more information regarding
the motivation and explanation of the readability tests.

Similar to the sentiment category, the six readability features used in the chapter will
obtain different vector representations. While referring to the same underlying concept
(ease of readiness), the use of different formulas, namely linear transformations of the
counting statistics, reflects different focuses on understanding the readability of a review.
Since the readability tests may return values of different range, the obtained features are
normalized via z-score.

Structure

Structural features count the length and occurrence of specific language unit types.
The following six features are selected to represent the structure of a review. The first
three features are self-explanatory, including the number of characters (CHAR), tokens
(WORD), and sentences (SENT). Similarly to Xiong et al. [319], the percentage of ex-
clamatory (EXCLAM) and interrogative (INTERRO) sentences is taken into account.
Finally, the number of misspelling words (MIS) in a review is considered.

Syntax

Syntactic features consider specific types and patterns of parts-of-speech within the re-
view content. The percentage of the most prevalent open-class word categories, namely
nouns (NOUN), adjectives (ADJ), verbs (VERB), and adverbs (ADV) is estimated. Ad-
ditionally, the percentage of comparative sentences (COMP) is calculated. The proce-
dure for comparative sentence detection follows the work by Jindal et al. [130], which
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employs a list of keywords and patterns to match the review sentences. Given that com-
parisons can take place implicitly, only explicit expressions are captured.

3.3.3 Feature Selection

Feature-based helpfulness prediction is formulated as a binary classification (either help-
ful or unhelpful) problem. Most existing studies approach the task either by classifica-
tion or regression. This chapter adopts the former due to its intuitive and simple output
to customers.

The task of feature-based helpfulness prediction is formally defined as follows. Let
D = {(D1, u1), . . . , (Dn, un)} be a collection of n product reviews, where D is the content
of a review and u the accompanying helpfulness information (u = 1 helpful and u = 0
unhelpful). Each review content D ∈ D is associated with a set of features, denoted by
F (D) = { f1(D), . . . , fm(D)}, via m different feature extractors { f }. The goal of the task is
to train a binary classifier C that searches for the max-performance feature combination
F̂ from the feature pool F to approximate the helpfulness u such that:

F̂ = arg maxF ′⊆F (D)

∑︂
D∈D

1
(︁
u = C(F ′)

)︁
, (3.1)

where 1(·) is an indicator function.

Ideally, the search of F̂ would be exhausting all 2m−1 possible feature combinations.
However, such strategy requires tremendous computational resources throughout the
searching process and only works for a small set of identified features. Given m = 30
features identified in Table 3.1, the exhaustive search strategy is not suitable due to the
exponential complexity of calculation.

Instead, the search is fulfilled by a wrapper method, specifically, the step forward
feature selection. Given the feature pool, the search starts with the evaluation of each
feature and selects the one with the highest performance. Subsequently, all possible
combinations between the selected feature and each of the remaining features are eval-
uated, and the second feature is selected. The iteration continues until adding features
cannot improve the prediction performance. As a result, the selected features together
form the max-performance feature combination. Note that this chapter focuses on us-
ing parsimonious features for effective helpfulness prediction and thus opts for forward
feature selection over the backward counterpart. Although redundant features do not
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necessary degrade model performance, using forward selection fits the problem-solving
principle called Occam’s razor and benefits from both faster training speed and less
computational resources.

As for the binary classifier C, linear Support Vector Machine (SVM) is cho-
sen given its wide adoption and high performance in previous studies on the task
[141, 120, 331, 152]. The SVM algorithm aims at learning a hyper-plane to best sep-
arate helpful and unhelpful reviews by maximizing its margin to the nearest data point
of both classes in the feature space. The use of the most common linear SVM classifier
facilitates fair comparison between the studies within the same field. In addition, linear
SVM is advantageous since it scales better to large numbers of training samples, which
suits the situation in this chapter. As will be discussed in Section 3.5, the last reason
for employing the linear kernel over non-linear implementation is to obtain the trained
model coefficients as interpretable by-products to indicate feature importance.

3.4 Experiment Settings

This section conducts substantial helpfulness prediction analysis using the 30 identi-
fied content-based features. In Section 3.4.1, the large-scale publicly available datasets
and pre-processing steps used throughout the chapter are first described. Subsequently,
Section 3.4.2 gives the implementation details necessary for reproducible feature extrac-
tion and model construction. Finally, Section 3.4.3 conducts correlation analysis on the
extracted features to study the mutual relationship between features.

3.4.1 Datasets

The analysis is conducted on the largest publicly available Amazon 5-core dataset
[113]. Amazon is the largest Internet retailer, which has accumulated large-scale user-
generated reviews. The helpfulness of such reviews is rated by online customers, which
makes it an ideal candidate for review helpfulness prediction task. In fact, Amazon
product reviews are predominantly used and analyzed in previous studies. Thus, adopt-
ing Amazon reviews allows for fair comparison with previous studies. Also, the analysis
results can hopefully provide practical insights into the context of online business and
user-generated content quality evaluation.
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The original dataset consists of 24 domains, covering 142.8 million reviews col-
lected between May 1996 and July 2014. The six domains with the highest number
of reviews are selected for the chapter. The domains include Apps for Android, Video
Games, Electronics, CDs and Vinyl, Movies and TV, and Books. For simplicity, the first
domain is called D1, the second D2, and so on. Table 3.2 presents a review sample ran-
domly select from the domain of Video Games, along with the accompanying attributes.
As depicted in the table, each review contains a set of attributes, including (1) the ID
of the targeted product, (2) the helpfulness information, namely the number of helpful
and unhelpful votes given by online customers, (3) the star rating of the review, (4) the
published date, week, and time of the review, (5) the ID and name of the reviewer, and
(6) the summary headline and review text commenting in detail on the product. This
chapter focuses on extracting content-based features from review texts, which refer to
the concatenation of review summary and review text. Table 4.1 further presents the
helpful versus unhelpful review examples across the six domains.

Table 3.2: Example Amazon review composition. Typos and grammatical errors are
intentionally preserved.

Attribute Value

Product ID 9625990674
Total number of votes 17
Number of helpful votes 15
Star Rating 4
Review Time Thursday, January 19, 2012 12:00:00 AM
Reviewer ID A16SAFL1YSO4HJ
Reviewer Name NRage224
Review Summary Xbox 360 Controller Skin, Black Silicone
Review Text This is not the first one of these I have had, in fact

this is about my 8th. There are many different skin
types and different skin makers, so you have to judge
each on it’s own merit. My controller skin arrived
today, well ahead of expected delivery, just as de-
scribed solid black and silicone. Fit is just perfect,
and installation had no [...]

Similar to tweets and other user-generated content [174], online reviews tend to be
short, less ungrammatical, and using more informal expressions (e.g., neologisms, In-
ternet slang and abbreviations), which introduce noise into the dataset. To improve data
quality, the following pre-processing steps are applied to the raw online reviews. (1)
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This chapter focuses on English review helpfulness prediction. For this purpose, blank
and non-English reviews are filtered out. (2) Identical and nearly identical reviews [68]
are common on Amazon. To avoid training data redundancy, only the ones with the
highest number of votes are retained. Following the definition given by [141], two re-
views are nearly identical if more than 80 percent of their bigram occurrence is shared.
(3) Several reviews only have few votes and the prediction of which may lead to biases
that only reflect a small group of people’ attitudes towards review helpfulness. To alle-
viate the effect of words of few mouths [258, 334], reviews with less than 10 votes are
skipped. (4) Each of the remaining reviews is lowercased and tokenized in to a sequence
of words. (5) Minimum stopword removal is applied by eliminating articles (i.e., a, an,
and the) from the reviews. Further stopword removal is not considered since some stop-
words can be useful in building review helpfulness. For example, negation expressions
such as “not” and “never” are often considered as stopwords, which flip the opinions
written by customers.

The pre-processed reviews are then labeled and split prior to model training. The
helpfulness label of the pre-processed reviews is determined in an automatic manner us-
ing existing human assessment provided by online users. One standard method is based
on the ratio of helpful votes, which is the number of helpful votes divided by the total
number of votes. Subsequently, the continuous ratio is then converted into binary help-
fulness labels via a pre-defined threshold. This chapter sets the threshold to 0.6, which
is the most commonly used threshold in prior research [97, 152, 189]. For each domain,
a review is labeled as helpful if its ratio of helpful votes is equal to or more than 0.6,
indicating that at least 60% of users believe the review is helpful. Otherwise, reviews
with ratio less than 0.6 are labelled as unhelpful. To avoid the class imbalance problem,
which is outside the scope of this chapter, helpful reviews are randomly sampled to have
the same number as unhelpful ones and vice versa. On the other hand, reviews in each
domain are partitioned using a unified scheme. Specifically, stratified random split is
adopted: the whole collection of reviews is first shuffled (with a fixed seed), and then
80%, 10%, and 10% of the reviews are randomly selected respectively to build the train-
ing set, validation set, and testing set. During the selection, the percentage of samples
for each class is preserved. Throughout this chapter, all feature combinations are trained
on the training set, compared and selected on the validation set, and evaluated on the test
set serving as unseen data in reality. The validation set is also used for tuning training
parameters for the SVM classifier.
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Table 3.3 demonstrates the simple descriptive statistics of the six domains sorted by
data size in ascending order. From D3 to D6, while having different number of reviews,
the domains approximately have 16 words per sentence and 14 sentences per review,
composing about 240 words per review. D1 has comparably shorter reviews, with only
one-fifth (one-third) of the words (sentences) per review. The short nature of reviews
in D1 also leads to the highest OOV rate in both validation and test set, which is about
twice as much as other domains. On the contrary, D2 tend to have longer reviews, with
about 90 (5) additional words (sentences) more than the four domains. More descriptive
statistics and discussions of the six domains can be found in Appendix 7.

Table 3.3: Descriptive statistics of the balanced domains after pre-processing.

Domain #Reviews #Words #Words
#Reviews #Sentences #Sentences

#Reviews
#Words

#Sentences

D1 Apps for Android 20,416 1,204,921 59.02 106,242 5.20 11.39
D2 Video Games 23,100 7,714,545 333.96 468,771 20.29 16.48
D3 Electronics 33,962 8,515,804 250.75 536,704 15.80 15.52
D4 CDs and Vinyl 105,934 23,941,259 226.00 1,461,680 13.80 16.57
D5 Movies and TV 164,052 42,152,922 256.95 2,500,454 15.24 16.72
D6 Books 306,430 74,261,016 242.34 4,384,372 14.31 16.28

The vote distributions are further presented in Figure 3.2, displaying a similar pattern
for each domain that high frequency of reviews have a relatively low number of votes.

3.4.2 Implementation

In this chapter, all the analysis tasks are coded with the Python (version 3.6) program-
ming language. The code implementations are run on Ubuntu 16.04.5 Long Term Sup-
port as the system environment. The main hardware configuration is as follows: Intel
Core i5-9600K CPU @ 3.70GHz × 6, Samsung SSD 970 EVO, and 32GB RAM.

The proposed EASIER framework subsequently extracts the aforementioned fea-
tures from review texts across domains. This section endeavours to give maximum
coverage of the implementation details used in EASIER. The goal is to ensure repro-
ducible helpfulness prediction, in particular, feature data extracted from online reviews
and experimental results. Text pre-processing, part-of-speech tagging, and feature ex-
traction are done using NLTK [27]. Specifically, both SGNS trained on 100 billion
words from Google News and GV trained on 840 billion words from Common Crawl
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Figure 3.2: Review vote distributions.

are publicly available online. Regarding the sentiment category, LIWC 2015, the com-
mercial version (February 2017) of SentiStrength, and VADER 3.2.1 are employed for
feature extraction. The remaining lexicons are acquired as per the papers. All the read-
ability scores are computed via the textstat library. As for syntactical features, the
Hunspell spell checker is used to detect misspelling words. To enable the detection
for product brands and contemporary language expressions, Hunspell is extended with
Wikipedia titles (Retrieved February 13, 2019, from Wikimedia dump service). Finally,
the TFIDF modeling, LDA topic modeling, and linear SVM classifier [297]is developed
using Scikit-learn [235]. For reproducibility, all randomization processes involved in
the chapter are initialized with the same random seed.

3.4.3 Feature Correlation Analysis

Prior to constructing prediction models, correlation analysis is conducted on the ex-
tracted features. As discussed, the multi-collinearity issue occurred in several features,
such as in-category features sharing similar functionality and features that are partly
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build upon the others. To this end, Pearson correlation tests are used to measure the
mutual relationship between one feature and another. Features in the semantics cate-
gory, and similarly those derived from category-based sentiment lexicons, are omitted
due to the large vocabulary of unigrams and predefined lexicon categories. As for sen-
timent features derived from polarity-based lexicons, each one is split by its polarity
dimensions into three sub-features.

As an example, Figure 3.3 demonstrates the correlation between the identified fea-
tures extracted from reviews in D1. The correlation analysis of the other domains shares
similar results and thus is not shown here. Overall, higher correlation is found be-
tween features within the same category. In addition, readability and structural features
are highly correlated the former is constructed based on the latter. Several correlation
patterns are further observed. Most negative (positive) dimensions are negatively (posi-
tively) correlated to the positive ones. In particular, strong positive correlation is found
among the SS, OL, and VADER dictionaries. SMOG, EXCLAM, INTERRO, and MIS
less correlated among all features. AVG acts similarly but is more correlated to several
readability features as part of the readability test formulas. The number of chars, words,
and sentences are found correlated to that of open-class words and comparable sen-
tences. The reason is that longer reviews provide higher proportion of those elements.
The remaining feature pairs, whether positive or negative, are weakly correlated.

3.5 Result Analysis

The empirical results are analyzed to obtain insights into feature selection for helpful-
ness prediction. Throughout the analysis, the performance of review helpfulness pre-
diction is measured by classification accuracy and its ranking. The latter is provided as
another prioritization measure to capture the general trend of feature performance since
the accuracy of a feature (set) can largely vary in domain.

The chapter considers three scenarios for feature selection: (i) individual features
(Section 3.5.1), (ii) features within each category (Section 3.5.2), and (iii) all features
(Section 3.5.3). The following subsections investigate three research questions:

RQ1: What is the effect of individual features on review helpfulness prediction across

domains?
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Figure 3.3: Feature correlation matrix. The −, 0, + notation respectively marks the
positive, neutral, negative dimension of the sentiment features.

RQ2: What are the max-performance combinations of features within a category for

review helpfulness prediction across domains?

RQ3: What are the max-performance combinations of all features for review helpful-

ness prediction across domains?
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3.5.1 The Predictive Power of Individual Features

To answer RQ1, Table 3.4 demonstrates the classification accuracy, in-category ranking,
and overall ranking of individual features, respectively. As shown, the semantics and
sentiment category in general perform better than the other three categories.

Table 3.4: The classification accuracy and ranking (In-category/Overall) of individual
features.

Category Feature
D1 D2 D3

Accuracy Ranking Accuracy Ranking Accuracy Ranking

Semantics

UGR 66.06 3 / 4 74.98 2 / 2 74.1 1 / 1
BGR 60.72 4 / 10 70.74 4 / 5 69.07 4 / 5
LDA 55.39 5 / 12 67.23 5 / 7 63.1 5 / 10
SGNS 67.58 2 / 2 75.15 1 / 1 73.28 3 / 3
GV 68.66 1 / 1 74.94 3 / 3 73.34 2 / 2

Sentiment

LIWC 66.16 1 / 3 73.94 1 / 4 70.78 1 / 4
GI 63.76 2 / 5 69.18 2 / 6 67.07 2 / 6
GALC 55.88 7 / 11 53.81 7 / 28 58.21 7 / 21
OL 62.78 4 / 7 62.99 4 / 17 66.83 3 / 7
SWN 61.41 5 / 8 63.12 3 / 16 62.54 5 / 12
SS 60.77 6 / 9 58.05 6 / 22 60.86 6 / 19
VADER 63.42 3 / 6 62.55 5 / 18 64.6 4 / 8

Readability

FKRE 52.99 4 / 23 58.44 3 / 21 55.36 5 / 26
FKGL 51.22 6 / 28 56.84 5 / 25 55.71 4 / 25
GFI 53.48 2 / 21 56.15 6 / 26 53.18 6 / 29
SMOG 53.23 3 / 22 61.34 2 / 20 59.12 1 / 20
ARI 51.37 5 / 27 57.1 4 / 24 55.83 3 / 24
CLI 53.82 1 / 19 62.08 1 / 19 56.45 2 / 22

Structure

CHAR 54.36 3 / 16 65.24 1 / 9 62.07 1 / 13
WORD 54.55 2 / 15 64.76 2 / 11 61.86 2 / 14
SENT 52.69 5 / 26 63.94 3 / 15 61.8 3 / 15
AVG 52.94 4 / 24 57.71 4 / 23 56.18 4 / 23
EXCLAM 51.13 6 / 29 52.81 7 / 30 53.86 6 / 28
INTERRO 55.29 1 / 13 53.16 6 / 29 51.32 7 / 30
MIS 50.78 7 / 30 54.29 5 / 27 55.27 5 / 27

Syntax

NOUN 54.06 2 / 17 64.94 2 / 10 61.77 3 / 16
VERB 53.72 4 / 20 64.2 4 / 13 61.09 5 / 18
ADJ 55.14 1 / 14 65.41 1 / 8 63.27 1 / 9
ADV 52.89 5 / 25 64.16 5 / 14 61.74 4 / 17
COMP 53.97 3 / 18 64.33 3 / 12 62.89 2 / 11

Category Feature
D4 D5 D6

Accuracy Ranking Accuracy Ranking Accuracy Ranking

Semantics

UGR 80.83 3 / 3 78.06 1 / 1 75.02 1 / 1
BGR 76.89 4 / 5 74.37 4 / 4 71.03 4 / 4
LDA 65.49 5 / 11 63.39 5 / 10 61.67 5 / 9
SGNS 81.02 2 / 2 77.26 3 / 3 73.91 3 / 3
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GV 81.06 1 / 1 77.41 2 / 2 74.04 2 / 2

Sentiment

LIWC 76.99 1 / 4 72.25 1 / 5 68.58 1 / 5
GI 72.07 2 / 6 70.75 2 / 6 67.04 2 / 6
GALC 56.14 7 / 27 54.86 7 / 27 55.17 7 / 23
OL 70.13 3 / 7 66.57 3 / 7 63.64 3 / 7
SWN 65.29 6 / 13 63.87 5 / 9 60.92 5 / 10
SS 65.6 5 / 10 61.23 6 / 17 60.6 6 / 11
VADER 67.68 4 / 8 65.32 4 / 8 62.51 4 / 8

Readability

FKRE 62.38 4 / 20 59.15 5 / 24 53.64 6 / 27
FKGL 62.12 5 / 22 59.25 4 / 23 54.92 4 / 25
GFI 61.66 6 / 23 58.48 6 / 26 54.16 5 / 26
SMOG 64.8 1 / 15 61.32 1 / 16 56.45 1 / 21
ARI 63.15 3 / 19 59.46 3 / 22 55.57 2 / 22
CLI 64.58 2 / 16 60.72 2 / 19 54.98 3 / 24

Structure

CHAR 64.85 1 / 14 62.56 1 / 13 58.79 2 / 14
WORD 63.95 2 / 17 62.17 2 / 14 58.87 1 / 13
SENT 61.64 3 / 24 60.51 3 / 20 57.94 3 / 18
AVG 59.83 4 / 26 58.87 4 / 25 56.59 4 / 20
EXCLAM 53.99 6 / 29 52.79 6 / 29 53.05 5 / 28
INTERRO 53.43 7 / 30 53.24 5 / 28 51.8 6 / 29
MIS 55.72 5 / 28 52.35 7 / 30 50.51 7 / 30

Syntax

NOUN 65.38 2 / 12 63 2 / 12 58.92 1 / 12
VERB 62.27 4 / 21 60.81 4 / 18 58.41 4 / 17
ADJ 65.63 1 / 9 63.11 1 / 11 58.65 2 / 15
ADV 61.04 5 / 25 60.24 5 / 21 57.76 5 / 19
COMP 63.6 3 / 18 61.56 3 / 15 58.56 3 / 16

Semantics The semantics category consists of most of the globally top-five features.
The best overall performance lies in semantic features directly modeling review
content, leading to more dimensions for encoding information. In particular, UGR
sets a strong baseline in all domains, which indicates that specific term occur-
rences differ between helpful and unhelpful reviews. Both GV and SGNS show
comparable or higher performance than UGR, with about 1% in accuracy lower
than UGR in the worst case. The promising performance demonstrates the effi-
cacy of traditional machine learning algorithms trained on general-purpose dis-
tributed word representations for helpfulness prediction. GV outperforms SGNS
in all domains except D2, being a preferable option. In contrast, BGR scores 4%–
5% lower compared with UGR, suggesting increased data sparsity while using
bigram features. LDA consistently ranks the lowest within the category and is
even lower than several features in the sentiment and syntax category. The infe-
rior performance can be attributed to short product reviews hindering the training
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of topic distributions, which explains the lowest (highest) overall LDA ranking on
D1 (D2).

Sentiment The sentiment category shows mixed performance. As for the categorical
lexicons, LIWC, GI, and GALC rank respectively first, second, and last in all
domains. LIWC outperforms UGR in D1 but is beaten by other domains. The
accuracy gap, ranging from 1% to 6%, is proportional to data size. As such,
LIWC can substitute for semantics when applied to small datasets. While the
drastic low performance of GALC results from its few predefined categories and
low vocabulary coverage compared with LIWC, GI shows that having almost
double the size of predefined lexicon categories and words does not necessarily
bring higher performance. On the other hand, the valence-based lexicons per-
form variously depending on data size. In most cases, OL and VADER produce
higher accuracy than SWN and SS. Starting from D3, a more precise pattern that
OL>VADER>SWN>SS is observed. OL generally performs better than other
valence-based lexicons because it is originally generated from Amazon reviews,
and thus more related to the tested domains. The results from the category show
that the predictive power of lexicon-based features highly depends on the defini-
tion of lexicon categories, vocabulary coverage, as well as data size.

Readability, Structure and Syntax Features from the remaining three categories gen-
erally have less individual predictive power. The majority of the features have
lower rankings, with the accuracy about 10%-27% inferior to UGR. The low per-
formance indicates the indistinguishable nature among classes. In the readability
category, for instance, similar scores are observed regardless of helpfulness of a
review. Likewise, both helpful and unhelpful reviews are characterized by similar
ratio of exclamatory and interrogative sentences, as well as misspellings. As a
result, such features are less preferable in the helpfulness prediction task when
used individually. Still, the slightly improved accuracy in the syntax category in-
dicates that helpfulness is more related to the proportion of open-class words. In
particular, ADJ generally performs better than other syntactic features due to the
descriptive nature of products or general purchase satisfaction/dissatisfaction.

To better understand the behaviour of individual features across domains, the mean
and standard deviation of the overall ranking of each feature are produced in Figure 3.4.
The former describes the average performance of a feature, whereas the latter describes
the stability of feature performance. As demonstrated, GV, SGNS, UGR, LIWC, and GI
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are the most ideal features with both excellent performance and stability. Those features
show the feasibility of helpfulness prediction by modeling semantics and sentiment of
product reviews. The remaining features, however, have either less satisfactory or stable
performance.
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Figure 3.4: Feature performance versus stability.

3.5.2 Combinations of Features within Each Category

To answer RQ2, Table 3.5 presents the accuracy and ranking of the max-performance
feature combination in each category. As shown, BGR is the only feature not being
selected in any scenarios due to the associated sparsity. Also, all domains demonstrate
an identical ranking of feature categories, with the semantics, sentiment, and structure
category playing the dominant role in helpfulness prediction.

To evaluate the benefit of combining multiple features within the same category, the
max-performance feature combination is compared with the most promising individual
feature. As Figure 3.5 illustrates, in all but one cases, using multiple features achieves
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Table 3.5: Max-performance combinations of features within each category.

Category Accuracy Ranking Combination

D1 Semantics 67.53 1 GV+SGNS
Sentiment 67.29 2 LIWC+OL+GI
Readability 54.06 5 SMOG+CLI+FKGL
Structure 56.51 3 SENT+INTERRO+EXCLAM+AVG+WORD+CHAR
Syntax 55.14 4 ADJ+ADV+COMP

D2 Semantics 76.67 1 SGNS+GV+LDA
Sentiment 74.81 2 LIWC+VADER
Readability 64.46 5 CLI+SMOG+GFI+ARI+FKGL
Structure 66.67 3 CHAR+WORD+MIS+INTERRO
Syntax 65.54 4 NOUN+ADJ+ADV+VERB

D3 Semantics 74.10 1 GV+SGNS
Sentiment 73.98 2 LIWC+OL+GI+GALC+VADER
Readability 59.12 5 SMOG
Structure 64.10 3 CHAR+INTERRO+WORD
Syntax 63.60 4 ADJ+ADV

D4 Semantics 81.32 1 UGR+GV
Sentiment 78.81 2 LIWC+OL+GI+SS+SWN+VADER
Readability 65.52 5 SMOG+ARI+FKGL
Structure 68.68 3 CHAR+INTERRO+WORD+MIS+SENT
Syntax 67.36 4 ADJ+ADV+VERB+NOUN

D5 Semantics 78.18 1 UGR+GV
Sentiment 74.95 2 LIWC+GI+OL+VADER+SS+SWN
Readability 62.05 5 SMOG+CLI+GFI+ARI+FKRE
Structure 65.92 3 CHAR+INTERRO+WORD+EXCLAM+MIS
Syntax 63.89 4 NOUN+VERB+ADV+COMP

D6 Semantics 75.49 1 UGR+SGNS+LDA
Sentiment 71.45 2 LIWC+GI+OL+SWN+SS+GALC
Readability 59.05 5 SMOG+ARI+FKRE+CLI+FKGL
Structure 61.59 3 WORD+INTERRO+MIS+EXCLAM+SENT
Syntax 59.11 4 NOUN+COMP+VERB+ADV

better performance on a category level. The rationale is that combining features pro-
vides new descriptive information of reviews and allows the information to complement
one another. The improvement, depending on domains, tends to be more noticeable
in the sentiment, readability, and structure category. On D1, GV alone reports higher
accuracy than the max-performance combination GV+SGNS in the semantics category
since the domain has a large proportion of OOV words. As shown in Table 3.3, D1
has the shortest average length but highest OOV rate, which is about twice as much as
other domains. Further manual inspection reveals that many OOV words are domain-
specific terms such as names of mobile applications and mobile games. Moreover, only
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53% of the OOV words overlap between the validation and test set. When converting
reviews into embeddings, the OOV issue in the pre-trained SGNS model further affects
the performance, which explains why GV+SGNS is worse than GV and less robust on
D1.

The average number of features within each category used for helpfulness prediction
is provided in Table 3.6. Frequent feature combination patterns that occur at least four
times across domains are extracted via the PrefixSpan algorithm. The constant use of
LIWC, SMOG, ADV, and INTERRO+WORD is observed, and thus it is recommended
to include them for max-performance feature combinations within the corresponding
categories. As for the sentiment category, adding GI+OL (VADER alone) on top of
LIWC can achieve higher performance in five (four) of six domains. Similarly, using
INTERRO+WORD in conjunction with CHAR (MIS) can improve the structure cate-
gory in five (four) domains. Furthermore, including one of ARI, CLI, and FKGL in
addition to SMOG in the readability category helps to increase the accuracy in four
domains. The same applies to ADJ and NOUN+VERB for ADV in syntax category. Fi-
nally, the semantics category tends to have various feature combinations, with GV and
SGNS being prevalent in most cases.

Table 3.6: Frequent feature combination patterns within each category.

Category #Features Pattern (Frequency)

Semantics 2.33 ± 0.47 GV (5)
Sentiment 4.67 ± 1.60 LIWC (6)

GI+OL+LIWC (5)
LIWC+VADER (4)

Readability 3.67 ± 1.49 SMOG (6)
ARI+SMOG (4)
CLI+SMOG (4)
FKGL+SMOG (4)

Structure 4.67 ± 0.94 INTERRO+WORD (6)
CHAR+INTERRO+WORD (5)
INTERRO+MIS+WORD (4)

Syntax 3.50 ± 0.76 ADV (6)
ADJ+ADV (4)
ADV+NOUN+VERB (4)
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Figure 3.5: Max-performance comparison between individual features (Blue) and the
combination of in-category features (Orange).
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3.5.3 Combinations of All Features

To answer RQ3, the final result of review helpfulness prediction using the max-
performance feature combination from all categories are presented in Table 3.7. The
max-performance combinations contain four to seven features selected from only 18
out of the 30 features. Some of the 12 excluded features have excellent individual per-
formance or are popular in category-level combinations, such as GI and WORD. The
exclusion is due to features selected earlier (partly) contain information provided by
those later. Despite no clear-cut patterns across domains are observed from the com-
binations, the semantics, sentiment, and syntax category play more important role in
forming the max-performance feature combinations. Especially, GV, UGR, LIWC and
ADJ are used on half of the occasions.

Table 3.7: Max-performance combinations of all features. The involved categories are
listed below each feature combination.

Accuracy Combination

D1 69.78
GV+VADER+ADV+SWN
Semantics, Sentiment, Syntax

D2 76.80
SGNS+GV+LDA+MIS+INTERRO+ADJ
Semantics, Structure, Syntax

D3 75.96
GV+SGNS+LIWC+OL+GALC+ARI
Semantics, Sentiment, Readability

D4 83.09
UGR+LIWC+ARI+INTERRO+CLI+ADJ+VERB
Semantics, Sentiment, Readability, Structure, Syntax

D5 79.72
UGR+CHAR+LIWC+ADJ
Semantics, Sentiment, Structure, Syntax

D6 76.20
UGR+SMOG+ADV+VADER
Semantics, Sentiment, Readability, Syntax

The accuracy among the max-performance individual feature, feature combination
within each category, and combination of all features is further compared in Figure 3.6.
As shown, using features from multiple categories consistently achieves the highest per-
formance. Similar to using multiple features within a category, the improvement lies in
features from different categories together describe a review from multiple perspectives,
making the vector representations more comprehensive.
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nation of in-category features (Orange), and the combination of all features (Green).

3.6 Discussions

The last three subsections have answered the research questions via a series of max-
performance feature combinations across domains, along with their predictive power.
Extensive analysis shows that appropriately increasing the number of features can in-
crease the performance of helpfulness prediction in almost all cases, regardless of fea-
ture categories and feature selection scenarios. As discussed, those performance gains
lie in multiple features helping model a review’s helpfulness information in a more com-
prehensive manner.

Nevertheless, the semantics category contributes largely to the final performance.
Throughout this chapter, using UGR alone accounts for 97.96% ± 0.35% of the accu-
racy compared with the max-performance combination of all features across domains.
The exclusive use of SGNS and GV can also yield comparable prediction performance.
The empirical results demonstrate that combining many of the selected features, while
leading to various performance gains, does not significantly improve helpfulness pre-
diction. Similar to conclusions in [162], UGR plays an important role in helpfulness
prediction, whereas the performance modeling combinations of other types of features
with/without word-level semantics is not as notable. The findings of this chapter con-
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tradicts prior studies largely combining multiple features without solid and sufficient
justification. The extensive feature evaluation conducted in this chapter fills the gap of
currently arbitrary feature selection process to review helpfulness evaluation.

3.6.1 Practical Guidelines

This section further summarizes general guidelines for feature selection under the three
scenarios described above. The summaries can help discover patterns of features or
feature combinations for review helpfulness prediction that perform well in general.

The findings and guidelines for review helpfulness prediction using individual fea-
tures are summarized below:

1. Consider UGR, GV, and SGNS in the semantics category with higher priority
since they are the most distinctive for informative reviews. In particular, GV
performs better than SGNS in most cases.

2. Features in the sentiment category are less effective in review helpfulness predic-
tion compared with the three semantic counterparts. However, it is worth trying
to replace the semantics with LIWC in small datasets.

3. Most features in the structure, readability, and syntax category are of minor pre-
dictive power and not suggested to use individually.

The findings and guidelines for review helpfulness prediction using multiple features
within each category are summarized below:

1. The max-performance combination of semantic features consistently outperforms
those in other categories in helpfulness prediction. Specifically, it is suggested
that the combination includes GV as the first feature.

2. Regarding the sentiment (structure) category, it is recommended the max-
performance combination base on LIWC (INTERRO+WORD), and subsequently
follow an addition of OL+GI (CHAR alone) to the corresponding category since
performance gains are reported in most cases.
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3. In regard to the readability (syntax) category, it is suggested the max-performance
feature combination base on SMOG (ADV), and subsequently follow an addi-
tion of one of ARI, CLI, and FKGL (ADJ, NOUN+VERB) to the corresponding
category as this generally leads to visible performance gains.

The findings and guidelines for review helpfulness prediction using features from
multiple categories are summarized below:

1. Initialize the combination with no more than three (usually one or two) semantic
features, starting with GV or UGR, followed by SGNS.

2. Extend the combination with the remaining features in a forward selection man-
ner. It is suggested that features mentioned in Table 3.6 have higher priority than
those that are not.

3. Finalize the search by integrating the unused features into the combination using
forward selection.

3.6.2 What Makes Review Semantics Stand Out?

The effectiveness of semantic features in helpfulness prediction lies in their direct mod-
eling of review texts. As discussed, the aforementioned categories except semantics
used observed statistics, which highly rely on external linguistic resources and can in-
troduce additional noise. For example, the detection of words with misspelling errors is
based on the built-in dictionary keeping a static list of manually created words. However,
language usage is evolving over times. In a similar vein, the detection of parts-of-speech
also suffers from training data biases and/or incomplete predefined rules. Sentiment
features can also suffer from unexpected noise due to incomplete and/or incompatible
lexicons. Even fine-grained and carefully-designed dictionaries such as LIWC and GI
aim at alleviating the potential errors and biases, sentiment lexicons can hardly lead to
universal solutions. As pointed out by Yin et al. [325], customers’ feelings can be ex-
pressed in an implicit yet more complicated manner without using explicit emotional
terms. Many existing sentiment lexicons are limited and vulnerable since such context
is not taken into consideration. On the contrary, semantic features bypass the external
dependency and directly model word meanings from textual information. Therefore,
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domain-specific relationships (from shallow to deep) among words and phrases can be
captured in an adaptive manner.

From the mathematical perspective, the success of the semantics category can be
further explained from two aspects: the encoding dimensionality and encoding methods.
UGR, SGNS, and GV encode review content using more dimensions than other features.
For many features that only have single dimension, encoding all text information into
limited vector space can be challenging. This also explains the reason for category-
based sentiment features outperforming those use polarity-based lexicons. On the other
hand, both SGNS and GV achieve comparable performance to UGR with far fewer
dimensions, showing that the information density of a feature varies from encoding
methods. Even when used jointly, features beyond the semantics category are still less
representative.

The dominance of review semantics also proves the feasibility of a new helpfulness
prediction direction. Instead of laborious feature engineering spending huge efforts in
designing counting/peripheral statistics, future researchers can focus on semantic and
topical content analysis on review texts and a few closely related observed/derived fea-
tures. Potential performance gains can be hopefully achieved by modeling sole semantic
features from reviews via more advanced techniques, for example, state-of-the-art deep
learning algorithms.

3.6.3 Qualitative Investigation

Review semantics, especially unigram information, has been proven to be effective in
helpfulness prediction via extensive empirical comparison. In addition to quantitative
evaluation, the trained models are further analyzed to understand the effectiveness of
review semantics. Recall that linear SVM models learn a hyper-plane that maximally
separates the two classes. Once fit with training data, the model can predict the binary
helpfulness of reviews by observing which side a data point belongs to. As by-products,
the learned model coefficients form a vector orthogonal to the hyper-plane. As such, the
direction (i.e., sign) of the coordinates indicates the predicted class and the magnitude
(i.e., quantity) reflects feature importance. Such characteristics enable the linear SVM
algorithm to qualitatively interpret review semantics.

Table 3.8 demonstrates the 20 most representative words for both helpful and un-
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helpful reviews, along with their feature importance. The importance of a word indi-
cates the absolute value of the corresponding vector coordinate, in other words, largest
distance to the hyper-plane. An shown in the table, many emotional terms tend be help-
fulness related. Among the prominent words, several positive terms (e.g., “outstanding”,
“relaxation”, “pleasantly”, “perfectly”, “staggering”, “refreshing”, and “deliciously”)
are considered as helpful, whereas negative ones (e.g., “grunts”, “yawn”, “irritating”,
“mediocre”, “whining”, “disaster”, “disappointment”, and, “gruesome”) are important
for detecting unhelpful reviews. Such phenomenon confirms that emotions embedded
in user opinions can empathize readers during helpfulness perception, justifying the
large body of existing studies leveraging sentiment analysis techniques for helpfulness
prediction. Although sentiment composition show strong indication, the polarity is not
necessarily proportional to the perceived helpfulness. For example, positive expressions
such as “impressionable” and “acceptable” are found in the unhelpful class; likewise,
negative expressions can exist in helpful class, including “degradation”, “refusing”, and
“fuming”. This may result from negation, subjunctive mood, or comparison. Depending
on the domain context, similar terms (e.g., “paranoia” in D4 helpful and “paranoid” in
D1 unhelpful) can occur in different classes.

Another interesting observation is that the term “underrated ” (D4–D5) strengthens
review helpfulness, whereas “overrated” and “overblown” (D2–D5) are emphasized in
the unhelpful reviews. Similar terms and patterns can be hopefully discovered when in-
creasing the top number of words for both classes. In addition, several potential proper
nouns are found influencing the review helpfulness. In D1, the term “lg” (a possible
indication for the brand LG) is found in the unhelpful class. In D4, “j-lo” (a possible
indication for the celebrity Jennifer Lopez) is found in the helpful class. Other possi-
ble abbreviations for companies, organizations, and products are also found, including
“pbs” in D1, “teac” in D2, and “v-moda” and “kinect” in D3. Furthermore, informal ex-
pressions tend to harm review helpfulness, as the terms “wtf” and “ain’t” in D1, “me2”
in D2, and “cuz” in D3 are all found to have high feature importance. Apart from
the aforementioned observations, some words seem less reasonable, such as the term
“meaning” in D1 and “16g” in D3, which requires further investigation. This qualitative
investigation reveals transparent, straightforward, and useful insights into what words
are essentially being used by the models to make helpful and unhelpful decisions.
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Table 3.8: Prominent words and their importance in the helpful and unhelpful class.

Helpful Unhelpful

D1 concern (2.11), bingo (2.08), displays (1.97),
outstanding (1.78), switched (1.71), answered
(1.71), recipe (1.68), stored (1.65), dragging
(1.61), lesson (1.59), winner (1.58), forth
(1.57), notch (1.57), relaxation (1.56), flash
(1.56), shown (1.56), pbs (1.56), tasks (1.56),
unlike (1.55), grew (1.55)

cow (2.17), superman (2.03), paranoid (2.00),
ain’t (1.87), pile (1.80), offset (1.79), year-
old (1.75), payed (1.73), soundtrack (1.70), vi-
olence (1.70), priced (1.69), universe (1.66),
faotd (1.62), sentence (1.58), acceptable (1.56),
whining (1.55), mature (1.52), meaning (1.47),
wtf (1.46), lg (1.45)

D2 holes (2.28), expands (2.15), pleasantly (2.07),
kindle (1.92), steal (1.92), rack (1.92), helps
(1.90), includes (1.86), normally (1.83), as-
signments (1.82), drawbacks (1.82), episodes
(1.79), snipe (1.79), nervous (1.77), surprises
(1.77), riven (1.76), tasks (1.76), towers (1.75),
entirely (1.75), 2k1 (1.73)

me2 (2.16), grunts (2.00), wears (1.87), select-
ing (1.76), dev (1.74), yawn (1.72), supposed
(1.68), dow (1.62), sucks (1.62), unimpres-
sive (1.61), game-play (1.60), ranges (1.59),
atleast (1.59), apps (1.58), overrated (1.56),
juice (1.56), engage (1.55), extreme (1.51), de-
fines (1.50), gruesome (1.50)

D3 pleasantly (2.71), perfectly (2.57), hitch (2.45),
bonus (2.36), allows (2.03), worried (1.98), iron
(1.96), cake (1.93), 150-500 (1.92), refusing
(1.90), accurate (1.89), smudges (1.82), pleased
(1.80), beat (1.79), magnets (1.79), 16g (1.76),
degradation (1.76), flip (1.76), adapter (1.76),
teac (1.76)

readynas (1.95), v-moda (1.94), supporting
(1.92), tegra (1.90), downgrade (1.84), vine
(1.83), cuz (1.81), returned (1.81), returning
(1.80), where’s (1.78), strikes (1.74), pre (1.74),
x20 (1.72), overrated (1.72), disaster (1.71),
ridiculous (1.71), judge (1.70), kinect (1.67),
awkward (1.67), rave (1.67)

D4 underrated (2.96), must-have (2.40), khia
(2.35), molded (2.22), poke (2.17), changer
(2.15), rebirth (2.13), realities (2.10), cherone
(2.09), frequencies (2.06), heartfelt (2.06),
mesh (2.05), addictive (2.03), j-lo (2.03), stag-
gering (2.02), paranoia (1.99), highly (1.98),
nazareth (1.98), wandered (1.95), refreshing
(1.94)

overrated (2.90), obama (2.67), irritating
(2.41), forgettable (2.33), excruciating (2.18),
metamorpho (2.08), disappointment (2.02),
mockery (1.98), mediocre (1.98), xanadu
(1.97), bore (1.95), gruesome (1.95), playlists
(1.93), amounts (1.91), prerogative (1.91),
over-rated (1.89), fabolous (1.89), soaked
(1.88), prozac (1.88), overblown (1.85)

D5 kgharris (3.34), underrated (2.56), saddle
(2.50), under-rated (2.49), gem (2.49), true-to-
life (2.45), gunner (2.29), pittsburgh (2.29), de-
liciously (2.29), seige (2.28), refreshing (2.27),
rounding (2.26), elections (2.20), wringing
(2.16), justly (2.12), delightful (2.09), heartily
(2.07), priceless (2.07), rolf (2.07), kirk’s (2.05)

prometheus (2.77), overrated (2.65), machete
(2.38), undermine (2.32), cavill (2.24), jiggle
(2.24), undermined (2.21), marlena (2.20), im-
pressionable (2.20), boring (2.08), mediocrity
(2.07), northup (2.07), massie (2.02), endgame
(2.01), zod (1.98), wikipedia (1.96), daldry
(1.95), t-shirts (1.93), interminable (1.92),
sadistically (1.89)

D6 examines (2.51), rut (2.36), lifesaver (2.22),
dore (2.16), kildar (2.16), gasped (2.13), main-
stay (2.11), curly (2.10), wakeup (2.10), lavi-
olette (2.10), fib (2.07), matrices (2.07), edit-
ting (2.07), mini-biographies (2.04), converg-
ing (2.02), steven’s (2.02), shipyard (2.01),
martini (2.01), riot (2.00), fuming (1.99)

klausner (3.77), rautu (3.28), knoxville (3.10),
lathan (2.81), falgannon (2.79), macgillivray
(2.73), creamer (2.70), chalice (2.63), un-
bound (2.57), maran (2.36), conspiratorial
(2.36), shauna (2.36), garbled (2.35), inci-
dences (2.34), sic (2.33), retinue (2.31), dianet-
ics (2.29), uglier (2.25), vishous (2.22), afflic-
tion (2.20)
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3.7 Summary

Online product reviews have become an essential source of knowledge for most cus-
tomers when making e-purchase decisions. In the deluge of data, to identify and recom-
mend the informative reviews, rather than those of random quality is an important task.
This chapter presents a computational framework conduct for feature-based helpfulness
prediction. Feature-based methods have long been the paradigm of helpfulness predic-
tion due to relatively simple implementation and effective interpretability. In the chapter,
the 30 most frequent content-based features from five categories have been identified,
and their extensive evaluation is conducted on six top domains of the largest publicly
available Amazon 5-core dataset. The individual features, feature combinations within
each category, and all feature combinations that lead to max-performance performance
have been studied. As stated by Charrada [41], the usefulness of a review is likely to
depend on numerous factors that are difficult to isolate and study. The empirical re-
sults set comparable and reproducible baselines for review helpfulness prediction, and
more importantly, highlight the feature combination patterns that lead to general good
prediction performance, regardless of application domain and/or source platform.

Several significant findings and guidelines in feature selection are worth highlight-
ing. Among many features, unigram TF-IDF and the two more recent types of pre-
trained word embeddings yield strong predictive power across all domains, demonstrat-
ing the effectiveness of encoding semantics for helpfulness prediction. The LIWC dic-
tionary achieves the closest performance to the three semantic features with far fewer
feature dimensions, showing the feasibility of helpfulness prediction with fine-grained
categorical sentiments. Another important finding is that appropriately increasing the
number of features can increase the performance of helpfulness prediction in almost
all cases, regardless of feature categories and feature selection scenarios. In particular,
combining features from multiple categories effectively improves the performance over
individual features, or features from one single category. To summarize, a good rule of
thumb for feature selection is to initialize the search with semantic features, followed by
features mentioned in Table 3.6, and finally the remaining content-based features. The
findings and guidelines of this work can facilitate feature selection in review helpfulness
prediction. The exploration of potential factors behind the helpfulness evaluation pro-
cess will deepen the insights obtained and contribute toward improved prediction system
development.
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The following directions will be addressed in the future. (1) Selected context-based
features and less popular content-based features that are currently excluded will be taken
into account to validate their predictive power. Especially, the social connection among
reviewers and reviewer characteristics (e.g., reviewer age, the number of history reviews
posted by a reviewer) will be emphasized. (2) The potential extension to other domains
in the 5-core Amazon dataset and other platforms such as Yelp and TripAdvisor will
be included following the holistic view on helpfulness prediction task. Also, the cur-
rent findings, although generalizable, are based on large datasets. In practice, collecting
massive training data can be an expensive task. Since the performance of semantic fea-
tures may be affected by data size, future work needs to investigate if the findings still
hold for small datasets. (3) In addition to the current forward selection search process,
more options for computation-friendly feature selection strategies will be explored to
search max-performance feature combinations. More statistics (e.g., variance inflation
factor [261]) will also be adopted to measure the improvement of feature combinations
compared with the individual features. (4) To cope with the minor multi-collinearity
issue potentially occurred in the current methodology, additional dimensionality reduc-
tion strategies will be applied directly to multi-dimensional features (especially semantic
ones) and combinations of one-dimensional features to explore more accurate represen-
tations for online reviews. Ngo-Ye et al. [220, 221] report a strong empirical indication
that only a selected subset of review words are important in representing review help-
fulness. As discussed in [231], many LIWC dimensions are part of a hierarchy, and thus
doomed to feature redundancy. For example, “Swear words” is a subcategory of “Infor-
mal language”. Given the complete use of LIWC dimensions already yield promising
results, it is exciting to extract dimension subsets that suffer less from multi-collinearity
for helpfulness prediction. (5) The moderating factors will be explored, such as the prod-
uct type and sequential bias. As stated by Ocampo et al. [224], it is perfectly sensible to
expect the helpful reviews of different product types to be different. Given the context
of a review, Sipos et al. [280] found that the helpfulness votes are often the consequence
of its nearest neighbours. (6) More robust and sophisticated machine learning models
will be employed to select representative features for helpfulness prediction. For ex-
ample, recent explainable deep learning techniques can be employed to model semantic
features from review content to free helpfulness prediction studies from heavy feature
engineering.
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CHAPTER 4
AN INTERACTIVE NETWORK FOR END-TO-END REVIEW

HELPFULNESS MODELING

Automatic review helpfulness prediction aims to prioritize online reviews by quality.
Existing methods largely combine review texts and star ratings for helpfulness predic-
tion. However, star ratings are used in a way that either has little representation capacity
or limited interaction with review texts. As a result, rating information has yet to be fully
exploited during the combination. This chapter aims to overcome the two drawbacks.
A deep interactive architecture is proposed to learn the Text-Rating Interaction (TRI)
for helpfulness modeling. TRI enlarges the representation capacity of star ratings while
enhancing the influence of rating information on review texts. TRI is evaluated on six
real-world domains of the Amazon 5-core dataset. Extensive experiments demonstrate
that TRI can better predict review helpfulness and beat the state of the arts. Ablation
studies and qualitative analysis are provided to further understand model behaviors and
the learned parameters.

4.1 Introduction

Online reviews play an important role in the e-commerce ecosystem. Currently, online
buyers highly rely on collective wisdom to make informed purchase decisions. A recent
survey [217] shows that over 8 of 10 customers read reviews for online retailers. The
reviews also help manufactures collect user feedback and improve products. Neverthe-
less, the quality of user-generated reviews is uneven [172], susceptible to customers’
background, tolerance of product deficiencies, moods at the time of writing, to name a
few. As the number of reviews grows, locating useful information becomes increasingly
challenging. Many e-commerce platforms gather user voting on review helpfulness for
quality assessment. Still, the voting data is scarce in practice and even missing in less
popular products.

Helpfulness prediction aims to identify and recommend high-quality reviews to cus-
tomers in an automatic manner. Previous literature [224, 117, 41] largely employ review
texts and star ratings for the task. The rationale lies in their ubiquitousness in contem-
porary online shopping platforms and their importance to review helpfulness modeling.
Review texts qualitatively describe reviewers’ opinions toward product properties. The
textual content contains rich information [96], which is an ideal source [75] for learning
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⋆⋆⋆⋆⋆
Finally, I bought it! This is the
best gaming device I could ever dream
about. The graphic card is top-notch.
Although I came to the store a bit late,
the long queue is worth waiting for.
(a) Positive comment with positive rating

⋆⋆⋆⋆⋆
Finally, I bought it! This is the
best gaming device I could ever dream
about. The graphic card is top-notch.
Although I came to the store a bit late,
the long queue is worth waiting for.
(b) Positive comment with negative rating

Figure 4.1: Consistency between review texts and star ratings can affect helpfulness
perception.

helpfulness information. On the other hand, star ratings [199] provide a more straight-
forward form to quantify reviewers’ opinions. The valence (positive or negative) [326]
and extremity [275, 230, 87] of ratings are shown to have considerable impact on review
helpfulness.

More importantly, the (in)consistency [316, 246, 294] between review texts and star
ratings can also affect a consumer’s helpfulness perception. The text of a review and its
accompanying star rating can be thought of as the qualitative and quantitative aspects
[345] of the same user experience. Normally, customers expect the overall opinion of
review content to be aligned with the rating [124] during perusal. In practice, however,
a review’s rating does not necessarily reflect what is mentioned in the content [325]
due to the subjectivity of ratings [270, 151]. As a toy example, Figure 4.1 shows two
reviews with the same comments but different ratings. In review (b), the mismatching
opinions may be considered careless, over-subjective, or being ironic. Such inconsis-
tency is likely to cause confusion and diminish the trustworthiness and thus helpfulness
of a review.

Existing methods combine review texts and star ratings for helpfulness modeling
to imitate customers measuring the (in)consistency. However, star ratings are used in
a way that either has little representation capacity or limited interaction with review
texts. In most studies [276, 261, 97], review texts are represented in a high-dimensional
feature space, whereas star ratings are used directly. The scalar representation limits
the capacity of rating information as well as its influence on review texts. To enlarge
encoding capacity, [245] treats star ratings as the final word of its text. The combination
is done by learning star embeddings as part of review text encoding, using Convolution
Neural Networks (CNNs) as encoders. CNNs operationalize sliding windows on a text
to learn features from consecutive words. Under this setting, a star rating only locally
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interacts with the last few words of a text and thus has limited interaction. Also, rating
information may lose during text encoding due to the max pooling nature in CNNs. As
a result, the existing methods are far from fully utilizing rating information.

This work further utilizes rating information for helpfulness modeling. An end-to-
end architecture is proposed to learn Text-Rating Interaction (TRI). To enable equivalent
representation capacity, TRI maps review texts and star ratings into feature vectors of
the same dimensionality. To enlarge the text-rating interaction during combination, text
and rating embeddings are first separately learned and then combined. Different from
[245] that learns rating vectors as part of content encoding, the encoding of star ratings is
decoupled from that of review texts. As a result, rating information can interact with all
words in a review text. The decoupling also helps the rating information remain intact
and maintain its global influence on review content. The (in)consistency between review
texts and star ratings is then captured via the element-wise interaction between content
and rating vectors. During the interaction, TRI further adopts gating mechanisms to
adaptively learn the amount of rating information needed by review content.

To the best of our knowledge, TRI is the first work that copes with both the represen-
tation capacity of rating information and its interaction with review texts for helpfulness
modeling. The introduced adaptive rating learning mechanism also allows for more flex-
ibility in leveraging star ratings. TRI is evaluated on six real-world domains of online
product reviews. Extensive experiments show that TRI can exploit the text-rating inter-
action to improve helpfulness prediction and outperforms the state of the arts. Ablation
studies and qualitative analysis of the learned model parameters further demonstrate the
effectiveness of TRI.

The remainder of the chapter is organized as follows. Section 4.2 surveys related
work. Section 4.3 gives the problem statement of interactive helpfulness modeling.
Section 4.4 presents TRI and its learning components. Section 4.5 describes experiment
settings used to evaluate TRI against a series of state-of-the-art methods. Section 4.6
demonstrates the effectiveness of TRI, conducts detailed ablation studies of the TRI
components, and discusses the behavior of TRI via a series of qualitative analysis tasks.
Finally, Section 4.7 concludes the chapter.
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4.2 Related Work

The topic of automatic helpfulness prediction can be mainly categorized into traditional
feature engineering methods and state-of-the-art deep learning approaches. The for-
mer has been widely adopted for the past decade, whereas the latter have been recent
shown feasible and effective. Overall, review texts have been used as the main source
for helpfulness prediction due to the rich information. Combining review texts and star
ratings for helpfulness modeling is also gaining increasing attention. This section intro-
duces existing methods using sole review content (Section 4.2.1) and the conjunction of
review content and star ratings (Section 4.2.2), respectively.

4.2.1 Content-based Helpfulness Prediction

Various models [322, 192, 291, 182, 97, 141] have been proposed to identify helpful re-
views. The mainstream solution is to extract hand-crafted features from r;eview texts, re-
view metadata, and social networks of reviewers, and apply machine learning algorithms
to the feature space. Despite these methods have shown to be effective in predicting re-
view helpfulness, the preparation of such features is product- and domain-dependent,
which requires tremendous time, prior knowledge, and human effort. Moreover, hand-
crafted features are often secondary observed statistics derived from the raw data of
reviews. Such features to some extent suffer from multi-collinearity issue [231] (i.e.,
feature redundancy) and introduce unexpected noise into the prediction process.

The emergence of deep learning [161, 189, 233, 187] using neural networks have
achieved some success in modeling helpfulness and is bringing new paradigms into
automatic helpfulness prediction. With the help of neural architectures, continuous rep-
resentations used for model training can be learned automatically, bypassing the pro-
cedure of laborious feature engineering [224] used in traditional helpfulness prediction
methods. In particular, recent studies based on Convolution Neural Networks (CNNs)
[142, 143] have shown the feasibility and effectiveness in learning semantic information
from online reviews. Saumya et al. [267] replace the original CNN framework with
two convolution layers for helpfulness prediction. The first convolution layer converts
a stack of embeddings of word in a review into a document-level representation. The
second convolution layer further encodes the review for helpfulness prediction. Experi-
mental results on reviews collected from two shopping platforms show that the presented
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model has better capability in learning complex semantics.

In [44], the authors consider a cross-domain task that seeks to predict helpfulness of
a domain with limited training data, using knowledge learned from another domain with
sufficient reviews. The authors first enrich word embeddings in the CNN framework
with character embeddings. Subword information has shown to be effective in alleviat-
ing the out-of-vocabulary problem in many applications, especially when training data
is insufficient. Three separate CNN layers are built on top of the document embeddings
to perform knowledge transferring. In particular, one layer summarizes common knowl-
edge that is shared across domains and the remaining two layers learn domain-specific
knowledge. To ensure each CNN layer learns the corresponding knowledge, adversarial
loss is defined on the domain-independent layer, whereas domain discrimination losses
and negative cross-entropy losses are added to the rest.

Chen et al. [43] extends [44] to study multi-domain helpfulness prediction. Inspired
by observations that helpful reviews tend to mention certain product features, the au-
thors incorporate aspect distribution of reviews [321] into word embeddings to learn
review representations. Based on the assumption that words in a review may contribute
diversely to its helpfulness, the authors propose Embedding-gated CNN (EG-CNN) to
identify important/unimportant words in reviews. Specifically, the enhanced word em-
beddings are fed into a gating layer (a feed forward layer with element-wise sigmoid
activation) to learn multi-granularity text features before convolution. Similar to [44],
a shared and domain-specific layer is added to model domain commonalities and dif-
ferences respectively. During model training, the heterogeneous relationship among
domains is captured via a domain correlation matrix.

Differ from traditional feature-based helpfulness prediction, the deep learning coun-
terparts tend to pay high attention to learning latent features from sole review texts. The
rationale lies in the ubiquitous existence of review texts as a part of the user review gen-
eration process in contemporary online shopping platforms. Review content describes
reviewer opinions toward product properties [322, 321] where the majority of helpful
information is located. Furthermore, review texts containing rich and primary informa-
tion [96] of reviewers’ opinions. [75] conducts extensive experiments to evaluate the
effect of frequently used features on helpfulness prediction. Empirical results discover
that semantic features are the most useful features for the task. As pointed out by the
authors, review semantics allows for more sophisticated modeling of word meanings
that other secondary features are incapable of. Therefore, textual content is the most
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preferred source for modeling review helpfulness.

In addition to review texts, star ratings [199] is frequently involved as part of the
the user review generation process. Review star ratings are chosen due to its simplicity,
conciseness, and large existence. The accompanying star rating of a review provides
another more straightforward measuring form to summarize reviewers’ opinions. Cur-
rently, almost all contemporary online shopping platforms adopt five point Likert scale
to measure customers’ attitudes towards a targeted item. Starting from one star (most
unsatisfied) to five stars (most satisfied), the rating suggests increasing satisfaction lev-
els of customers. The raw rating values can be interpreted in multiple methods. Reviews
accompanied with one or two stars are usually considered as negative and four or five
stars positive; three-star reviews are considered as either neutral or negative. According
to [326], the phenomenon termed positive–negative asymmetry plays an important role
in human helpfulness evaluation. In terms of online reviews, the star rating of a review
(whether positive or negative) will influence its perceived. The extremity of star ratings
[275] also affects customers perceiving the helpfulness of online reviews. According
to [124], customers expect reviews to be aligned with the overall opinion of a product
during perusal. Extreme reviews of which star ratings largely deviate from the aver-
age rating usually attract more attention and thus are likely to be perceived as helpful.
[230, 87] confirms the U-shaped relationship between review ratings and helpfulness,
indicating that extreme ratings are perceived as more helpful than moderate ones.

This chapter proposes a helpfulness prediction framework based upon CNNs [142].
As such, the proposed framework can obtain helpfulness related features in an auto-
matic manner in favor of feature engineering. Following previous work, TRI develops
a CNN-based architecture to learn features from review texts. Similar to [43], gating
mechanisms are used during content representation learning. Differently, the gates in
TRI are not only used to identify word importance but also to combine word embed-
dings and the convoluted features for multi-granularity content representations.

4.2.2 Interaction between Review Content and Star Ratings

The past decade has seen a large body of studies [224, 117, 41] relying on both review
texts and star ratings for helpfulness prediction. In most of the feature engineering ap-
proaches [110, 124, 45, 50], rating information is used in conjunction with review texts
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by concatenating learned content representations and raw rating values. Several studies
[325, 192, 189] consider star ratings as a moderating factor to interact with review texts.
In addition to linear rating information, the quadratic term [148, 212, 15] of star ratings
is used to validate the influence of rating extremity on the perceived helpfulness.

Although both features are standard measurements of review valence, as Yin et al.
[325] state, a review’s rating information does not necessarily reflect the customers’
opinions mentioned in its content. Since star ratings are subjective reflecting on self
needs [270, 151], the valence (positive or negative) of review content can differ from that
of star ratings. Jointly using review content and star ratings helps understand customers’
opinions in a more comprehensive manner. In practice, the content-rating combination
imitates customers’ helpfulness voting process. During the process, the qualitative text
valence of a review is compared against quantitative rating valence on a product aspect
level. As a result, the (in)consistency between review content and star ratings [246,
294] affects a consumer’s attitude/trustworthiness towards a review, which is essential
to helpfulness prediction.

The essence of jointly using review content and star ratings is their mutual interac-
tion. Currently, three types of approaches are mainly used for fusing the two features.
Simple concatenation of both representations is the most used method for feature fu-
sion before feeding the features into prediction models. Several studies interact review
content with star ratings to capture more sophisticated relationships between one and
the other. Concretely, star ratings are considered as a moderating factor to validate if re-
view helpfulness predicted by a set of content-based features performs differently across
rating levels. The rating levels can be either the original five points or further catego-
rized into valence groups by the number of stars. On top of linear rating information,
the quadratic term [148, 212, 15] of star ratings is used to capture the effect of extreme
reviews on the perceived helpfulness.

More recently, deep learning techniques are used to model the content-rating inter-
action. Qu et al. [245] propose two CNN variants to combine review content and rating
information for helpfulness prediction. The first combination method (CM1) follows
traditional machine learning and regards star ratings as an explicit feature. In this case,
the extra dimension of raw star ratings is attached to the learned content representations.
The second combination method (CM2) treats each star rating as new vocabulary and
the last word of a review. The intuition originates in humans evaluating review texts
and star ratings at the same time. As such, star ratings are converted into vectors of the
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same dimensionality of word embeddings. The word embeddings and star embeddings
are then concatenated for learning content embeddings. Experiments on electronic and
book-related Amazon reviews reveal that CM2 consistently outperforms CM1.

Instead of combining star ratings into the learned features, Fan et al. [85] formulate
review helpfulness prediction as a multi-task neural learning (MTNL) problem. Specifi-
cally, a CNN framework is first employed to learn continuous features from review con-
tent. Similar to [44], subword information is first adopted to enhance the representation
of review content. After convolution operations, each kernel transforms the word em-
bedding matrix into a vector encoding convoluted values. The original CNN framework
computes document embeddings by applying max over-time pooling to the convoluted
vectors. The authors instead computes the weighted average of the vectors using atten-
tion mechanisms. Finally, the learned representation of a review is used to perform two
prediction tasks simultaneously: the prediction of review helpfulness which is treated
as a classification problem, and that of the accompanying review star rating which is
treated as a regression problem. In this work, instead of treating review star ratings as
input data, the learned content representations are used as shared features to predict both
review helpfulness and raw star ratings.

In [86], the authors consider that the helpfulness of a review should be evaluated
within the context of product characteristics. The assumption lies in that a review tends
to be more helpful if it contains information mentioned in the targeted product title. For
this purpose, a RNN-based framework is proposed to learn continuous representations
for product-aware review helpfulness prediction (PRH-Net). First, two sets of bidi-
rectional LSTMs are used to learn separate document representations for review content
and the product title. To establish awareness, the product title is matched against reviews
on a word level via attention mechanisms. The attention weights show the closeness of
review content reflecting on product characteristics, and are used to reinforce review
representations. As the final step, the product-aware review representations are fed into
the penultimate layer for helpfulness prediction. The training objectives follow [85],
which predicts review helpfulness and star ratings simultaneously.

Figure 4.2 depicts the three main methods utilizing review texts and star ratings. In
(a), star ratings and learned content representations are concatenated, which cannot cap-
ture the mutual interaction between the two features. Even using ratings as a moderator,
the weak interaction is constrained by the scalar representation of star ratings. In (b),
star ratings are converted into rating embeddings to enlarger encoding space. Still, rat-
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ing information has limited interaction with review texts and may lose [135] during the
content encoding phase. For example, CM2 interacts ratings with texts through convo-
lution and max pooling. In two extreme cases [45], rating information can dominate the
whole representation or do not influence at all. Conversely, star ratings in (c) are used
as one of the outputs to be predicted. Such methodology is arguably counter-intuitive
because it assumes customers are unaware of rating information when deciding review
helpfulness.

To summarize, although combining review texts and star ratings has shown promise
in predicting helpfulness, the existing methods either have limited representation capac-
ity of rating information or fail to appropriately establish the text-rating interaction. As
a result, star ratings are constrained from providing direct information to content repre-
sentations. The potential of interacting review texts with star ratings has yet to be fully
utilized for helpfulness modeling.

Inspired by [345, 245, 78], TRI embeds star ratings to enlarge the encoding space for
rating information. Different from [245], TRI decouples the representation learning of
review texts from that of star ratings to avoid possible loss of rating information. To the
best of our knowledge, TRI is the first work that takes into account both the encoding
and interactive capability of rating information for helpfulness modeling.

4.3 Problem Definition

In this study, helpfulness prediction is formulated as a binary text classification prob-
lem. Most existing studies approach the task either by classification or regression. This
study adopts the former due to its intuitive and straightforward output (either helpful or
unhelpful) to customers.

Let D be a collection of raw online reviews. Each review d = (r, s, y) ∈ D is a tuple
of its text content s, the accompanying star rating r, and the helpfulness label y ∈ {0, 1}.
The label y = 0 indicates an unhelpful review and y = 1 helpful. The goal of helpfulness
prediction is to learn a classification model F parameterized by θ:

F(s, r; θ) −→ ŷ. (4.1)

The model takes as inputs review texts and star ratings, and learns helpfulness informa-
tion from their interaction. For each review, the model then produces a helpfulness label
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Figure 4.2: Existing approaches combining review content and star ratings.

ŷ that approximates the actual helpfulness y of the review.

4.4 Text–Rating Interaction Networks

Figure 4.3 illustrates the TRI architecture. Given a review d = (r, s, y), TRI starts with
transforming the text s into an embedding matrix X and star rating r into an embedding
e′r. Two TRI components are introduced: the content encoder learns content represen-
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tations h from X, whereas the rating enhancer learns adaptive rating representations r′

from e′r. The two representations are then interacted to jointly learn the rating-enhanced
document embedding h′ for helpfulness prediction. The following subsections will give
more details of the two learning components.
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Figure 4.3: The TRI architecture.

4.4.1 Content Encoder

TRI first learns content representations from review texts. Let a review text s =

(x1, x2, . . . , xN) be a sequence of N tokenized words. The content encoder first con-
structs the vocabulary V by indexing all unique words in D. An embedding lookup table
E ∈ R|V |×d is employed to associate each word x in the vocabulary with a d-dimensional
vector ex = E⊤x, where x ∈ R|V | is the one-hot encoding of the word x. Therefore, a
text s can be represented by an embedding matrix X ∈ RN×d by simply stacking the
embedding of the constituent words:

X =[ex1 , ex2 , . . . , exN ]. (4.2)
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The embedding matrix X of a text is used for hidden semantics extraction. Previ-
ous work has predominantly used Recurrent Neural Networks (RNNs) [170] for text
encoding due to the sequential nature. In RNNs, a memory of occurring information
in a sequence is maintained. Training such memory is computationally inefficient as
it cannot be parallelized over sequential tokens. One alternative is using Gated Linear
Units (GLUs) [69], which allows for parallelization while maintaining a large range of
memory. As such, GLUs can be thought of as a faster implementation that approximates
the behavior of RNNs.

The TRI content encoder is developed upon GLUs for efficient training. Specifically,
GLUs apply two sets of CNN kernels Wc and Wg of identical shape to learn separate
convoluted matrices from X. The values of one matrix are normalized into [0, 1] and
then multiplied by that of the other to obtain the feature maps H(X) ∈ RN×d:

H(X) = (X ∗Wc + bc) ⊗ σg, (4.3)

σg = σ(X ∗Wg + bg), (4.4)

where σ is the sigmoid function and ⊗ the Hadamard product between matrices. The
kernels {Wc,Wg} ∈ R

nd×d and biases {bc,bg} ∈ R
d are parameters to be estimated.

Each of the d kernels slides over X to compute the convolution on n consecutive word
embeddings exi−n+1 , exi−n+2 , . . . , exi , where 0 < i < N + n. The missing embeddings are
replaced by zero vectors when i < 0 and i > N.

The use of GLUs for encoding review texts is advantageous. First, GLUs facilitate
the training process by allowing gradients to flow through the encoder layers. During
back propagation, the first addend of the gradient ∇H(X) = ∇(X ∗Wc + bc) ⊗ σg +

(X ∗Wc + bc) ⊗ σ
′

g∇(X ∗Wc + bc) provides a linear path that maintains the scale of
the activated gating units. Such a structure reduces the gradient vanishing problem in
neural networks as more layers are stacked. The linear path can also be thought of as
a multiplicative skip connection [112] between encoder layers. Secondly, the values of
σg ∈ [0, 1] enable gating mechanisms on the convoluted features. In this case, each
of the encoded (convoluted) word embeddings is bound with a gate indicating different
word importance. This resembles the use of gated word embeddings in [43] for multi-
granularity text features. Thirdly, σg are further utilized to merge the word embeddings
(low-level information) and feature maps (high-level information):

H
′

(X) = H(X) + (1 − σg) ⊗ X. (4.5)
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Here, the gates σg estimate the ratio of low- and high-level information required.
From the perspective of GRU [51], the combination can also be thought of as determin-
ing how much new information H(X) is used to update the previous memory X at each
time step. Setting the values of σg to 1 considers only the feature maps. In contrast,
σg = 0 indicates the exclusive use of the word embeddings.

In TRI, kernels of patch size n = {3, 4, 5} are used simultaneously to learn hidden
semantics from n-grams in a review. Column-wise max-overtime pooling [60] is then
applied to obtain the most salient features. Finally, the pooled features are concatenated
and projected via learnable parameters Wh ∈ R

3d×m:

h =
[︁
max{H

′

n=3(X)},max{H
′

n=4(X)},max{H
′

n=5(X)}
]︁
Wh, (4.6)

where [, ] concatenates the pooled feature vectors. As a result, the continuous vector
h ∈ Rm represents a review text.

4.4.2 Rating Enhancer

Subsequently, rating information interacts with the content representation. Without loss
of generality, a K-point Likert scale is assumed for rating. The scale ranges from 1 (least
satisfied) to K ∈ N+ (most satisfied), expressing the level of customers’ satisfaction
towards an item. Let R = {1, 2, . . . ,K} be the collection of all possible star ratings. For
instance, Amazon adopts a five-point Likert scale for star rating, and hence a rating that
accompanies a review can be one of R = {1, 2, 3, 4, 5}.

Similar to the embedding process of word vectors, each possible rating r ∈ R is first
converted to its the one-hot encoding r ∈ R|K|. The associated m-dimensional vector
e′r = E′⊤r ∈ Rm of a review is then obtained via another lookup table E′

∈ RK×m.
Compared with raw ratings (i.e. scalars), rating embeddings allow for m times larger
capacity for encoding rating information. Moreover, the vectorization leads to higher
representation robustness since any possible noise resided in a raw rating is distributed
into individual dimensions.

The rating embedding e′r is set to have the same dimensionality as the content repre-
sentation h to perform element alignment. As discussed, review texts and star ratings can
be thought of as two measurements of the same user experience. While both measure-
ments take different forms of output (i.e., words versus a scalar), the latent evaluation
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criteria that lead to the decisions are highly similar. This work hypothesizes that such
criteria are reflected by individual embedding dimensions. Thus, aligning h and e′r forces
the network to encode each criterion into the same dimension in both embeddings.

The text-rating interaction is established in two steps. In the first step, the star rating
of a review is adjusted according to its text. In reality, a star rating has various influences
on customers’ helpfulness perception depending on what the review text mentions. Each
element of a learned content representation h thus requires rating information differently
from the corresponding dimension in the rating embedding e′r. To perform such estima-
tion, a fully-connected gating layer is built upon h:

σr =σ(W⊤
r h + br), (4.7)

r′ =e
′

r ⊗ σr. (4.8)

The adaptively learned ratios σr (parameterized by the weights Wr ∈ R
m×m and biases

br ∈ R
m) are then used to adjust the rating embeddings in an element-wise manner. The

adjusted rating embedding imitates a more realistic situation that review texts may have
sway over customers’ perception of star ratings. Note that setting the ratios σr = 1 uses
rating information with no adjustment, whereas σr = 0 ignores star ratings.

In the second step, the content representation h is combined with the adjusted rating
embedding r′. Review texts often contain emotional words expressing user experience.
As a result, content representations are encoded with certain forms of internal emotions.
Given that the emotions in review texts and star ratings can be expressed differently, the
compatibility between the two sources should be taken into consideration. TRI explores
two combination methods.

• Addition. The first method assumes that the internal emotions in review texts and
rating information tend to be more homogeneous. In this case, r′ can be thought
of as element-wise residual correction or refinement on the emotional components
embedded in h.

h′ = h + r′. (4.9)

• Concatenation. The second method assumes less homogeneity between the in-
ternal emotions and rating information. In this case, r′ serves as new information
by supplying h with additional dimensions.

h′ =
[︁
h, r′
]︁
. (4.10)
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The interactive vector h′ represents a rating-enhanced review text. For simplicity,
the two methods are henceforth called TRIAdd and TRIConcat, respectively.

4.4.3 Training Objective

Finally, the rating-enhanced content representation h′ is forwarded into a dropout layer,
followed by logistic regression to predict the helpfulness ŷ of one review:

ŷ = σ(W⊤
o h′ + bo), (4.11)

where W⊤
o h′ is defined as W⊤

o h+W⊤
o r′ in TRIAdd and W⊤

o1h+W⊤
o2r′ in TRIConcat. From

a mathematical perspective, TRIAdd is a special case of TRIConcat when the two halves of
the weight matrix Wo1 and Wo2 are identical. Given M training samples, TRI is learned
via cross-entropy minimization:

L = −
1
M

[y⊤ log(ŷ) + (1 − y)⊤ log(1 − ŷ)], (4.12)

where ŷ are the predicted helpfulness labels and y actual helpfulness labels.

4.5 Experiment Settings

This section conducts extensive experiments to quantitatively and qualitatively evaluate
TRI. Section 4.5.1 gives a brief introduction to the datasets and pre-processing steps
used throughout the experiments. In Section 4.5.2, the baselines using both traditional
machine learning algorithms and state-of-the-art deep learning methods are described
for performance comparison. Section 4.5.3 presents hyperparameters for training TRI
and the baseline models.

4.5.1 Datasets

TRI is evaluated on the Amazon 5-core dataset [113], one of the largest datasets that
are publicly available for helpfulness prediction tasks. Amazon is the largest Internet
retailer, which has accumulated large-scale user-generated reviews. The helpfulness
of such reviews is rated by online customers, which makes it an ideal candidate for
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review helpfulness prediction task. In fact, Amazon product reviews are predominantly
used and analyzed in previous studies. Thus, adopting Amazon reviews allows for fair
comparisons with previous studies. Also, the analysis results can hopefully provide
practical insights into the context of online business and user-generated content quality
evaluation.

The original dataset consists of 24 domains, covering 142.8 million reviews col-
lected between May 1996 and July 2014. In this chapter, six domains having the highest
number of reviews are selected for evaluation. The domains include Apps for Android,
Video Games, Electronics, CDs and Vinyl, Movies and TV, and Books. For simplicity,
the first domain is called D1, the second D2, and so on. The large number of online
reviews is to ensure sufficient training data for the data-hungry deep learning architec-
tures. Table 3.2 presents a review sample randomly select from the domain of Video
Games, along with the accompanying attributes. As depicted in the table, each review
contains a set of attributes, including (1) the ID of the targeted product, (2) the help-
fulness information, namely the number of helpful and unhelpful votes given by online
customers, (3) the star rating of the review, (4) the published date, week, and time of the
review, (5) the ID and name of the reviewer, and (6) the summary headline and review
text commenting in detail on the product. This chapter focuses on the textual content and
star rating of a review. The former results from the concatenation of review summary
and review text.

The vote distributions are presented in Figure 3.2, displaying a similar pattern for
each domain that high frequency of reviews have a relatively low number of votes.
Subsequently, Figure 4.4 demonstrates the review length (i.e., the number of words)
dispersion across domains via box plots. The long tail effect is observed in all domains:
the length of most reviews is within a certain range, with a small number of outliers
being unusually longer. From an implementation perspective, TRI and other neural
baselines only accept review inputs with a fixed length. As will be discussed, this chapter
will normalize the online reviews to ensure that the inputs are of identical length. Finally,
Figure 4.5 presents the rating distributions across domains. As shown, customers tend
to give positive feedback, with five-star (four- and five-star) ratings accounting for over
half (70 percent) of the reviews. This phenomenon is identified as positivity bias [196]
in accordance with many existing studies [172, 54, 229, 246].

Table 4.1 showcases helpful versus unhelpful review examples across the six do-
mains. It can be seen that even similar opinions/attitudes expressed in review texts can
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receive far different star ratings. This phenomenon commonly occurs in online environ-
ment since customers give ratings based on their own standards, which are susceptible to
customers’ experience, education background, tolerance towards product deficiencies,
moods at the time of writing reviews, to name a few. Such inconsistency can affect cus-
tomers in perceiving the helpfulness of reviews. The difference between review writers’
attitudes and readers’ prior expectation can further influence the perceived helpfulness.
For example, one may think mismatching reviews are rather careless or over-subjective,
and thus less trustworthy.

To improve data quality, the following pre-processing steps are applied to the raw
online reviews. (1) This chapter focuses on English review helpfulness prediction. For
this purpose, blank and non-English reviews are filtered out. (2) Identical and nearly
identical reviews [68] are common on Amazon. To avoid training data redundancy,
only the ones with the highest number of votes are retained. Following the definition
given by [141], two reviews are nearly identical if more than 80 percent of their bigram
occurrence is shared. (3) Several reviews only have few votes and the prediction of
which may lead to biases that only reflect a small group of people’ attitudes towards
review helpfulness. To alleviate the effect of words of few mouths [258, 334], reviews
with less than 10 votes are skipped. (4) Each of the remaining reviews is lowercased
and tokenized in to a sequence of words. Minimum stopword removal is applied by
eliminating articles (i.e., a, an, and the) from the reviews. Further stopword removal
is not considered since some stopwords can be useful in building review helpfulness.
For example, negation expressions such as “not” and “never” are often considered as
stopwords, which flip the opinions written by customers. (5) To ensure the training
process of neural models does not consume excessive computational resources, only
the most frequent 30k terms are kept as vocabulary. In the preliminary experiments
on small datasets D1 and D2, using top 30k terms for helpfulness prediction achieves
similar performance to using the full vocabulary, which shows the feasibility in training
models without less frequent terms. As for review length normalization, the fixed length
N for each domain is set to the one whose word count is larger than 90 percent of the
reviews.

The pre-processed reviews are then labeled prior to model training. The helpfulness
label of the pre-processed reviews is determined in an automatic manner using existing
human assessment provided by online users. One standard method is based on the ratio
of helpful votes, which is the number of helpful votes divided by the total number of
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Table 4.1: Example helpful and unhelpful reviews. Typos and grammatical errors are
intentionally preserved.

Helpful Unhelpful

D1

421 of 516 people think this review is helpful.

⋆⋆⋆⋆⋆ cute
This is a cute app but after visiting the desert to
serve the ice cream, which is only the second area
to serve, you have to shell out money to advance
because you have to add more flavors to the menu.
[...]

3 of 131 people think this review is helpful.

⋆⋆⋆⋆⋆ are you serious?!!?
I love hangman personally. when I saw this app
I was like hmmm... and then NINETYNINE
DOLLARS ARE YOU KIDDING ME? I don’t
care how ultimate this is. no app is worth 99$
[...]

D2

153 of 178 people think this review is helpful.

⋆⋆⋆⋆⋆ Careful don’t pay over $30.
Available from Amazon.com for $29.99 be
wary of first listing. Game is QTE heavy and
cinematic. Check the reviews for the standard
version. This game is no [...]

8 of 54 people think this review is helpful.

⋆⋆⋆⋆⋆ All Looks and No substance
This game was a huge disappointment for me.
After I saw the trailers I was excited to play it
but the campaign was short and the first few
chapters was fun but afterwards its the same
crappy [...]

D3

136 of 142 people think this review is helpful.

⋆⋆⋆⋆⋆ Good, But a Word of Warning...
These CD-Rs will work with most systems. 95%
of mine recorded just fine. The only problem I
had was that over time, the white coating on the
CD has started to peel off. [...]

11 of 64 people think this review is helpful.

⋆⋆⋆⋆⋆ It’s a good lens but...
Bought the 300 f/4 thought it would be a good
addition since it was light and image quality
was good.Got tired of it pretty quick though.
F/4 just isn’t wide enough for what I wanted to
[...]

D4

66 of 81 people think this review is helpful.

⋆⋆⋆⋆⋆Worst Remasters Ever...
All I want to say is these new Stones remasters
are brittle...washed out...compressed...totally dis-
torted and unlistenable. Do not buy these...stay
with your Virgin Records versions... [...]

14 of 76 people think this review is helpful.

⋆⋆⋆⋆⋆ BORING BACH!
Pierre Fournier’s own interpretation of the un-
accompanied cello suites really put me to sleep.
Okay, he may be one of the greatest cellists in
this generation, but I could care less about this
album. [...]

D5

203 of 206 people think this review is helpful.

⋆⋆⋆⋆⋆ DVD is missing 30 minutes
This 1978 British television production is one of
the better English-language adapatations of Les
Miserables. Unfortunately, the DVD release is
missing 30 minutes of footage. [...]

10 of 120 people think this review is helpful.

⋆⋆⋆⋆⋆ AWFUL!
This is soapy garbage. Just how much sex are
these doctors having? Probobly more than the
doctors on ER and the ones onthe long gone
Chicago Hope. This, like HOUSE, M.D., is a
medical show [...]

D6

92 of 98 people think this review is helpful.

⋆⋆⋆⋆⋆ A most excellent sourcebook.
Every theologian, occultist, and pious scholar
should get this. Virtually every angel, spirit,
devil, and lowly demon is named and defined. It
also includes a vast list of alternate spellings and
comparisons between the [...]

10 of 92 people think this review is helpful.

⋆⋆⋆⋆⋆ People got a lot of nerve
I am pretty amazed by the number of people
that say this is what I want to happen in the
book or this is how I think this book should
proceed!. Oh really!!! Attention all current and
future [...]
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votes. Subsequently, the continuous ratio is then converted into binary helpfulness labels
via a pre-defined threshold. This chapter sets the threshold to 0.6, which is the most
commonly used threshold in prior research [97, 152, 189]. For each domain, a review
is labeled as helpful if its ratio of helpful votes is equal to or more than 0.6, indicating
that at least 60% of users believe the review is helpful. Otherwise, reviews with ratio
less than 0.6 are labelled as unhelpful. To avoid the class imbalance problem, which
is outside the scope of this chapter, helpful reviews are randomly sampled to have the
same number as unhelpful ones and vice versa.

Reviews in each domain are partitioned using a unified scheme. Specifically, strat-
ified random split is adopted: the whole collection of reviews is first shuffled (with a
fixed seed), and then 80%, 10%, and 10% of the reviews are randomly selected respec-
tively to build the training set, validation set, and testing set. During the selection, the
percentage of samples for each class is preserved. Throughout the chapter, TRI and all
baseline models are trained on the training set, tuned on the validation set, and eval-
uated on the test set serving as unseen data in reality. After dataset partition, review
words that are numeric values are replaced by the term <NUM>. For each domain, the
term <UNK> is used to alter OOV words (viz. terms that exist in the training set but
are missing from validation/test set) in the reviews. Table 3.3 demonstrates the sim-
ple descriptive statistics (including OOV rate) of the six domains sorted by data size in
ascending order. More descriptive statistics and discussions of the six domains can be
found in Appendix 7.

4.5.2 Baseline Methods

TRI is benchmarked against twelve baselines, including seven traditional machine learn-
ing methods and five state-of-the-art deep learning architectures. The traditional ma-
chine learning models include unigram TFIDF representations, three types of pre-
trained word embeddings, two types of categorical sentiment dictionaries, and sole re-
view star ratings. The deep learning methods for helpfulness prediction include the
vanilla CNN framework and extended variants using rating information. Note that the
PRH-Net model [86] uses extra product information for training, which is unfair to TRI
and thus skipped.

• TFIDF+SVM: Unigrams have been proved robust and effective in many text min-
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ing applications. This baseline trains linear SVM classifiers on TFIDF represen-
tations of review unigrams, where terms with document frequency fewer than 1%
of the training samples are ignored.

• Recent word embeddings learned from shallow neural networks also show
promising performance. Following [75], three types of pre-trained embeddings
are used. SVM classifiers are then trained on review representations. The em-
bedding of a review is the average of that of its constituent words, where out-of-
vocabulary words are ignored.

– SGNS+SVM: This baseline adopts the 300-dimensional distributed embed-
dings [201] trained on 100 billion words from Google News.

– GV+SVM: This baseline adopts the 300-dimensional Global Vectors [237]
trained on 840 billion words from Common Crawl.

– DS+SVM: This baseline employs the Skip-gram model [201] to train
domain-specific word embeddings on each domain of the pre-processed re-
views.

• Sentiment analysis also shows strengths in modeling helpfulness prediction. Fol-
lowing [75, 322], two fine-grained sentiment dictionaries are considered. SVM
classifiers are then trained on extracted sentiment features.

– LIWC+SVM: The Linguistic Inquiry and Word Count dictionary [236] pre-
sets 93 categories for contemporary English, including social and psycho-
logical states. The dictionary covers almost 6, 400 words, word stems, and
emoticons.

– GI+SVM: General Inquirer [129] attaches syntactic, semantic, and prag-
matic information to part-of-speech tagged words. The dictionary contains
11, 788 words assigned to 182 specified categories.

• RAT+SVM: This baseline trains linear SVM classifiers on the sole star rating
information of reviews.

• CNN [142]: The vanilla CNN architecture for sentence classification.

• EG-CNN [43]: A variant of the vanilla CNN architecture where character em-
beddings and word-level embedding gates are used before convolution.

• CM1 [245]: A variant of the vanilla CNN architecture where raw rating values
and content representations are concatenated.
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• CM2 [245]: A variant of the vanilla CNN architecture where rating vectors and
word embeddings are concatenated to learn content representations.

• MTNL [85]: A variant of the vanilla CNN architecture for multi-task learning,
with character and word embeddings as inputs, attention on the convoluted feature
maps, and raw rating regressing as the secondary task.

4.5.3 Hyperparameters

The hyperparameters used for training TRI are described as follows. The lookup table
E in neural architectures is initialized with domain-specific word embeddings. Once
initialized, E is kept non-static during training in the CNN baseline and static in other
neural architectures, which is determined by the validation set of each domain. The
lookup table E′

for mapping raw star ratings is randomly initialized from a uniform
distribution in the range [−0.05, 0.05].

Inside TRI, the content representation dimensionality is set to m = d = 200. The
rating scale of K = 5 levels is adopted following Amazon and many contemporary
e-commerce platforms. Rectified linear units are used for feature activation. Dropout
operations of rate 0.5 are conducted on the penultimate layer to randomly mask half of
the layer outputs. The remaining network weights are initialized using the Glorot uni-
form initializer [100]. Neural weights are updated through stochastic gradient descent
over shuffled mini-batches using the mini-batch size of 64 and the Adam [145] update
rule. Early stopping occurs when the validation loss has no improvement for 10 epochs.

The other neural baselines are re-implemented following the original hyperparam-
eter setting in the papers except for word vector initialization. The penalty term C in
SVM is chosen via a grid search of {0.01, 0.1, 1}. In cases where raw star ratings are
used (either alone or in conjunction with other features), the values in R are normal-
ized into values between 0 and 1 via { 1

K ,
2
K , . . . ,

K
K }. The normalization helps prevent

raw rating values from distorting differences in the ranges of values of other features.
For K = 5, the normalized star ratings are R = {0.2, 0.4, 0.6, 0.8, 1}. The normalization
helps prevent raw rating values from distorting differences in the ranges of values of
other features.

For result reproducibility, all randomization processes involved are initialized with
the same random seed. For result reliability, all neural models are trained and evaluated
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five times on each domain to report the average accuracy. SVM-based models are run
once since the results are deterministic.

4.5.4 Implementation

This chapter compiles the experiments using the Python (version 3.6) programming lan-
guage. The code implementations are run on Ubuntu 16.04.5 Long Term Support as
the system environment. The main hardware configuration is as follows: Intel Core
i5-9600K CPU @ 3.70GHz × 6, Samsung SSD 970 EVO, and 32GB RAM. In partic-
ular, Nvidia GeForce RTX 2070 is used to accelerate the computation- and bandwidth-
hungry neural network training. Parallel computation is enabled via the CUDA (version
9.0.176) toolkit.

In this chapter, text pre-processing and feature extraction are done using NLTK [27].
As for the LIWC baseline, the Linguistic Inquiry and Word Count dictionary (version
2015) [236] is used for feature extraction, whereas the General Inquirer basic spread-
sheet from the official website is used to build the GI baseline. The TFIDF modeling
and linear SVM classifier [297] is developed using Scikit-learn [235]. The public Python
library Keras [53] is used for deep learning model construction. The training of domain-
specific word embeddings is fulfilled via the open-source Python topic modeling library
Gensim [251].

4.6 Result Analysis and Discussions

This section empirically evaluates the proposed TRI framework from several perspec-
tives. In Section 4.6.1, a series of tasks are conducted to check the sanity of the pre-
trained domain-specific word embeddings prior to model training. Section 4.6.2 demon-
strates the effectiveness of TRI. Section 4.6.3 performs ablation studies to validate the
TRI components. Section 4.6.4 compares the two rating enhancement methods TRIadd

and TRIconcat, and discusses their performing behaviors. Finally, Section 4.6.5 provides
qualitative analysis on the learned model weights (i.e., document embeddings, rating
embeddings, and adaptive rating gates), followed by case studies.
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4.6.1 Sanity Check

TRI employs domain-specific word embeddings to initialize the CNN-based framework.
As shown in many applications [336, 43, 85, 311], the initialization of pre-trained word
meanings is of vital importance in training and subsequent tasks. To ensure the quality
of the employed embeddings in terms of word similarity, sanity check [176, 142] is
conducted. Specifically, for each domain, the ten closest vectors are retrieved for a
sample of words to check if the trained embeddings can learn meaningful specifics.

Here, a total of nine seed words are selected for examination, including four gen-
eral words (“good”, “bad”, “convenient”, “inconvenient” and five domain-related words
(“cheap”, “expensive”, “quality”, “price”, “discount”). In addition, two popular general
purpose counterparts are compared: (1) Distributed representations learned using Skip-
Gram with Negative Sampling (SGNS) [201] and (2) Global Vector (GV) [237] trained
on the non-zero entries of a global word-word co-occurrence matrix. The comparison is
to observe the difference between domain-specific embeddings trained on online product
reviews and those trained on more general textual materials.

The detailed validation and notable observations are discussed in Appendix 8. The
discussions prove that the trained embeddings for each domain are sane and valid for
TRI parameter initialization.

4.6.2 Comparison with Baseline Methods

Table 4.2 reports the prediction accuracy of TRI against the baselines in helpfulness
prediction. The bold results indicate models achieving the highest accuracy in each
domain. TRI results higher than the baselines are in italics. Two-sided independent
t-tests are computed between TRI and the baselines to validate the null hypothesis that
TRIadd and TRIconcat significantly outperform the existing state-of-the-art methods.

In brief, TRI outperforms the baselines by approximately 1%–5% in accuracy across
domains. Both TFIDF+SVM and RAT+SVM set strong baselines for helpfulness pre-
diction. The three types of pre-trained word embeddings SGNS+SVM, GV+SVM, and
DS+SVM achieve comparable performance to TFIDF+SVM, with far fewer dimensions
at the price of about 1% loss in accuracy across domains. In particular, DS+SVM pro-
duces the highest performance, showing the necessity of using domain-specific word

113



Table 4.2: Results of TRI against other methods.

Model D1 D2 D3 D4 D5 D6

TFIDF+SVM 67.68 76.71 75.66 82.52 78.58 75.03
SGNS+SVM 67.58 75.15 73.28 81.02 77.26 73.91
GV+SVM 68.66 74.94 73.34 81.06 77.41 74.04
DS+SVM 68.76 75.54 74.72 81.97 77.92 74.32
LIWC+SVM 66.16 73.94 70.78 76.99 72.25 68.58
GI+SVM 63.76 69.18 67.07 72.07 70.75 67.04
RAT+SVM 70.47 77.45 78.08 85.85 82.13 78.15

CNN 70.38 77.60 77.50 84.04 80.76 77.81
EG-CNN 70.60 78.21 78.63 85.01 81.50 78.38
CM1 71.09 77.82 78.58 84.85 81.37 78.26
CM2 71.00 77.99 79.37 85.39 81.49 78.52
MTNL 67.79 75.60 75.21 82.45 78.42 75.72

TRIadd 72.24∗∗∗ 79.00∗∗∗ 80.06∗∗ 87.01∗∗∗ 83.58∗∗∗ 80.45∗∗∗

TRIconcat 72.04∗∗∗ 78.37 80.22∗∗∗ 87.22∗∗∗ 83.50∗∗∗ 80.57∗∗∗

* p < 0.1.
** p < 0.05.
*** p < 0.01.

embeddings for neural model initialization. The two sentiment baselines LIWC+SVM
and GI+SVM, however, are the worst among all baselines, suggesting that review sen-
timent alone may be insufficient for helpfulness learning.

The neural architectures except MTNL outweigh traditional ones in learning help-
fulness information. CM2 on average achieves the closest performance to TRI. As will
be discussed in Section 4.6.3, the effectiveness of CM2 is due to the vectorized encod-
ing of rating information, which can be thought of as an implicit form of text-rating
interaction. This again confirms that combining review content and ratings can assist in
learning more expressive helpfulness information. Surprisingly, MTNL is worse than
CNN and even traditional baselines in certain domains. The mediocre results require
further investigation on the influence of review domains, data size, and model hyperpa-
rameters on model performance.

The effectiveness of TRI demonstrates the importance of the text-rating interaction.
As discussed, review texts expresses the qualitative aspects of user opinions. The same
opinion can also be measured quantitatively by the accompanying star rating. Whether
the two perspectives are consistent can influence readers in perceiving review helpful-
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ness. TRI aims at capturing such consistency during helpfulness modeling, which leads
to improvement over the baselines. In the following subsections, the learned interactions
will be discussed in further detail.

4.6.3 Ablation Studies

The following four TRI variants are considered to better understand the model behav-
ior. Each variant disables a learning component of TRI to validate the change of model
performance. Table 4.3 illustrates the accuracy of the four variants. Overall, TRI out-
performs any of its variants, showing the necessity of the proposed TRI learning com-
ponents to achieve the performance.

• TRIPlain: The first variant uses only the content encoder. During model training,
the adaptive learning gates in Equation (4.8) are fixed to zero values σr = 0 to
exclude rating information. The learned content representations h are then used
to predict review helpfulness.

• TRINon-adaptive: The second and third variants remove the adaptive learning of rat-
ing information. To this end, the gates respectively in TRIAdd and TRIConcat are set
to σr = 1. During training, the full amount of rating information will flow into
the learned content representations h. The final representations h′ are then used
for helpfulness prediction.

• TRIRaw-ratings: The fourth variant downgrades rating representation from vectorized
embeddings to raw values. Similar to the CM1 baseline, the ratings r and learned
content representations h are concatenated to represent helpfulness.

Table 4.3: The performance of TRI variants.

Variants D1 D2 D3 D4 D5 D6

1 TRIadd+full rating 71.97 78.23 80.04 86.80 82.90 80.00
2 TRIconcat+full rating 72.33 78.83 79.86 86.89 82.93 79.92
3 TRIplain 70.35 77.89 78.81 85.09 81.55 78.55
4 TRIplain+raw ratings 70.36 77.38 78.79 85.12 81.43 78.75

Three comparison tasks are designed to further validate (1) the effectiveness of the
review content encoder, (2) that of the gating mechanisms used for adaptive rating learn-
ing, and (3) that of the text-rating interaction.

115



Effectiveness of the Review Content Encoder

TRIPlain is compared against CNN and EG-CNN to evaluate the effectiveness of TRI
in encoding semantics. As shown in the table, TRIPlain is more capable of helpfulness
prediction than other baseline encoders. The success of the TRI content encoder mainly
lies in the gated combination utilizing both high- and low-level contextual text features.
Compared with EG-CNN, however, TRIPlain is less effective on D1 and D2 since the two
datasets have relatively higher out-of-vocabulary rates. EG-CNN tackles the issue by
adopting subword information. In addition, TRIPlain achieves superior results to CM1
on most of the domains and even outperforms CM2 on D5 and D6. This indicates that
the TRI content encoder may be able to learn deeper domain-specific semantics that is
partly related to rating information.

Effectiveness of the Gating Mechanisms

TRIAdd and TRIConcat are compared against their non-adaptive counterparts to demon-
strate the effectiveness of learning adaptive rating information. According to the table,
the gating mechanisms improve helpfulness prediction in most cases. The comparison
confirms the importance of controlling rating information flowing into review content
during text-rating interaction. From a macro perspective, certain reviews may lack ad-
equate product features for building helpfulness representations. In this case, rating
information plays a complementary important role. From a micro point of view, the
learned content representations encode the n-gram information from reviews. Different
n-grams (e.g., “the best movie” and “the movie is”) require varying degrees of rating
information. The gating mechanisms handle such requirements by assigning adaptive
weights to each rating dimension.

On D1 and D2, TRIConcat learns better review representations under a non-adaptive
setting. One plausible reason is that TRIConcat has higher model complexity than TRIAdd.
When adaptive rating learning is enabled, the former involves even more training pa-
rameters. For small datasets, the lack of training data may limit model performance.
Nonetheless, the difference in accuracy between the two models is trivial.
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Effectiveness of the Text-Rating Interaction

The four models, TRIAdd, TRIConcat and their non-adaptive counterparts, are compared
against TRIRaw-ratings to highlight the effectiveness of the text-rating interaction used in
TRI. According to the table, the four models significantly beat TRIPlain by about 1%–2%
in accuracy, whereas the improvement in TRIRaw-ratings is trivial. This further confirms
that TRI is more effective in capturing the relationship between review texts and star
ratings. Three factors are essential to text-rating interaction. (1) Star rating vectorization
allows for a larger representation capacity of rating information. (2) Decoupling the
encoding of rating embeddings from that of review content maintains the influence of
rating information. (3) Element alignment between content and rating vectors further
provides more accurate and direct information flow.

It is worth noting that TRIRaw-ratings is slightly inferior to TRIPlain in several domains.
The degradation probably results from review valence in texts incompatible with that
in ratings. As discussed, the content encoder in TRI can, to a certain extent, learn
latent features that are related to rating information. Since ratings are not distributed
and adaptive rating learning is unavailable in TRIRaw-ratings, attaching raw ratings to the
learned content representations may introduce potential redundancy and noise that harm
the model performance.

4.6.4 Comparison between the Combination Methods

Table 4.2 compares the performance between TRIAdd and TRIConcat. As shown, one rat-
ing enhancement method does not consistently outperform another. The justification is
the emotional homogeneity between review texts and star ratings. Recall that the last
fully-connected layer in TRIConcat can be thought of as employing separate matrices to
transform the learned content and rating representations. TRIAdd is a special case of
TRIConcat in which the two matrices are shared, assuming higher homogeneity between
the two sources. In domains where internal emotions in reviews texts are inadequate,
TRIConcat may be more capable than TRIadd in performing text-rating interaction. Marco
et al. [232] draw a similar conclusion that even using the same feature set can lead to
domain-dependent performance. In their experiments on CD-related and movie-related
reviews, the authors attribute similar performance to the two domains having more ho-
mogeneous products. In contrast, the electronic domain whose performance is far dif-
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ferent includes many different types of products.

To further support the argument, the LIWC sentiment analysis is conducted to ex-
plore the emotional components of each domain. The analysis aims at showing the
average percentage of words in reviews that possess either positive or negative emo-
tions. As Table 4.4 reports, the three domains D1, D2, and D5, on which TRIAdd out-
performs TRIConcat, also possess higher ratios of emotional components. Given that the
ratios are not proportional to the performance gains and threshold for emotion adequacy
is unclear, the choice between TRIAdd and TRIConcat on new domains may require fur-
ther domain-specific analysis. Nonetheless, TRIAdd is recommended since it entails less
training parameters and yet yields similar performance.

Table 4.4: Average ratio of emotional words across domains.

D1 D2 D3 D4 D5 D6

Positive Emotion (%) 7.17 4.78 3.57 4.66 4.41 4.03
Negative Emotion (%) 2.37 2.45 1.49 1.96 2.60 2.23
Sum (%) 9.54 7.22 5.05 6.62 7.01 6.25

4.6.5 Qualitative Analysis

Four qualitative analysis tasks are conducted to provide more straightforward and ex-
plainable evidence of the effectiveness of TRI. As an example, D4 is selected to investi-
gate the learned model parameters.

Learned Document Embeddings

The first task illustrates the learned document embeddings used for helpfulness predic-
tion. Specifically, the representations learned by TRIAdd and TRIConcat are compared
against that by the TFIDF and CNN baselines. For each model, the output of the penul-
timate layer in Equation (4.9) and (4.10) is first computed. Dimensionality reduction via
t-SNE [188] is then applied to obtain the 2-dimensional vector representations.

Figure 4.6 presents the predicted document embeddings after training. As shown, re-
view representations learned by the TFIDF+SVM baseline are mixed and the least sep-
arable. The vanilla CNN framework provides improved separability to distinguish one
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class from another. Still, there remain considerable overlaps between helpful and un-
helpful reviews, in particular around the horizontal center. As for TRIAdd and TRIConcat,
different classes of reviews are further pushed to opposite directions and a clear bound-
ary is observed, showing the effectiveness of TRI using text-rating interaction for help-
fulness prediction.

(a) TFIDF (b) CNN

(c) TRIadd (d) TRIconcat

Figure 4.6: t-SNE projection of the document embeddings learned by (a) the
TFIDF+SVM baseline, (b) the vanilla CNN framework, (c) TRIAdd, and (d) TRIConcat.
Blue and red points mark helpful and unhelpful reviews, respectively.

Learned Rating Embeddings

The second task studies the learned rating embeddings in TRIAdd and TRIConcat to under-
stand the mutual relationship among different star rating levels. Following text classi-
fication conventions, the closeness between two rating embeddings e′r1 and e′r2 is com-

puted as their cosine similarity e′r1·e
′

r2

∥e′r1∥∥e
′

r2∥
∈ [−1, 1]. The closer a returned score is to 1 (−1),
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the more similar (dissimilar) the two star levels are; 0 similarity indicates decorrelation.

Figure 4.7 illustrates the star rating similarity matrix, where the relationship between
the five levels of star ratings is analyzed. Overall, the computed similarity values in
TRIAdd and TRIConcat are both in compliance with the common understanding of star
ratings. Take the one-star rating in TRIAdd as an example, its similarity with other ratings
is inversely proportional to the star level. Also, a star level’s previous and next neighbor
possess closer similarity than the other levels. This shows that TRI can learn meaningful
and effective rating embeddings.

The learned embeddings also reveal how customers perceive the meaning of star
ratings. As discussed, star ratings quantitatively reflect customers’ opinions and thus
provide a reference sentiment for user satisfaction towards an item. While there is a
consensus that one- and two-star (four- and five-star) ratings are perceived as negative
(positive) experience, the perception of three-star reviews is usually ambiguous. As
shown in the figure, the drastic drop in the similarity between three- and four-star rating
clearly shows two polarity groups. The apparent division offers convincing evidence into
rating-based review sentiment acquisition. Instead of separating reviews into positive,
neutral, and negative ones, dichotomization is a more realistic solution, with one-, two-,
and three-star reviews being negative, and four- and five-star positive. The reason for
three-star ratings being treated as a negative emotion is highly related to the online social
context. As pointed out by [172], customers tend to provide positive feedback, which
diminishes the neutrality of three-star ratings.

The aforementioned findings can hopefully inspire improvement on the Likert-based
rating systems used for quantifying customer satisfaction. Since customers tend to ex-
press opinions dichotomously, adjustment can be made to emphasize the positivity and
negativity of customer opinions. For instance, four-point Likert scales or Yes/No ques-
tions.

Learned Adaptive Rating Ratios

The third task investigates the dependence of review content on rating information. Fig-
ure 4.8 plots the gates σr in Equation (4.8) learned by TRIAdd. The results of TRIConcat

are similar to TRIAdd and thus skipped. Due to limited space, only the first 60 help-
ful and unhelpful samples in the testing set are demonstrated. Each column consists of
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Figure 4.7: Similarity between the learned rating embedding of individual star levels.
Blue (Red) color indicates positive (negative) similarity.

200 adaptively-learned ratios respectively determining the amount of rating information
needed by a review’s learned content representation. The ratios ranging from 0 to 1
indicate the importance of individual rating embedding dimensions.

Overall, unhelpful reviews rely higher on rating information to achieve accurate
helpfulness predictions. The average gate ratio (dependency on rating information) of
helpful reviews is 48.89%, whereas the number for unhelpful review is 64.32%. For
some reviews, the texts per se possess comparably adequate helpfulness information,
and thus less dependency on rating information is required. For instance, only a few
dimensions in helpful review #14, #41, and #56 seek assistance from star ratings; un-
helpful review #8 and #15 behave similarly. In contrast, rating information is in high
demand in many other reviews, such as review #18, #37, and #39 in the helpful class
and review #9, #10, #39, and #40 in the unhelpful class.

Several gates have high/low gate activation regardless of helpfulness categories. For
example, gate #146 has a low dependency on rating information in both helpful and
unhelpful reviews. Gates #27, #70, #92, and #181, however, are highly dependent on
star ratings in both classes. More interestingly, some gates adapt exclusively to one type
of reviews: gate #133 and #190 favor the helpful class, whereas gate #47 and #48 are
far more important to unhelpful reviews.
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Figure 4.8: The learned amount of rating information required by texts in (a) helpful
and (b) unhelpful reviews.
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Case Studies

In the fourth task, the effectiveness of TRI is demonstrated with real-world examples.
Table 4.5 showcases four reviews randomly chosen from the test set. The CNN baseline
is used for non-rating helpfulness prediction, whereas TRIAdd is used for establishing
the text-rating interaction. In review (a), the author appreciated the CD product over-
all but was dissatisfied with the price. Since readers did not expect such a comment
would lead to a one-star rating, the contrast makes the review less helpful. Similarly, the
mismatch between the text and rated star in review (b) confuses helpfulness perception.
Review (c) marks an opposite situation where relatively negative comments were rated
four stars, weakening the convincing power. Although review (d) mostly expressed neg-
ative opinions, the author suggested that the disappointment is rather regretful feelings
than dissatisfaction. The four-star rating further validates and reinforces the impres-
sion, which brings high trustworthiness. The aforementioned samples provide strong
evidence that text-rating interaction plays an important role in the perceptual process of
review helpfulness.

4.7 Summary

This chapter has presented TRI, a deep neural architecture that learns the interaction be-
tween review texts and star ratings for helpfulness prediction. In contrast to prior work
that underdevelops rating information, TRI originally (1) enlarged the encoding space
of star ratings, (2) allowed for adaptive rating information learning, and (3) maintained
the influence of star ratings when interacting with review texts. Extensive experiments
on real-world datasets have shown the effectiveness of TRI in utilizing rating informa-
tion and capturing the text-rating interaction. Ablation analysis of the TRI components
further confirmed that both establishing the text-rating interaction and using adaptive
rating learning are critical in improving prediction performance. Qualitative analysis of
the trained parameters along with case studies offered insights and discussions for better
understanding the TRI behaviors.

From a practical perspective, TRI can be hopefully integrated into existing helpful-
ness prediction systems. TRI takes as input review texts and star ratings for helpful-
ness modeling, both are standard components of a review on nearly all contemporary
e-commerce platforms. Two common integration methods are available. When TRI is
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Table 4.5: Examples of real-world reviews influenced by their star ratings. From left
to right, each triplet indicates (1) the text-only helpfulness predicted by CNN, (2) the
text-rating interactive helpfulness predicted by TRIAdd, and (3) the ground truth. Typos
and grammatical errors are intentionally preserved.

Review Rating Helpfulness

(a) Sleeper.
I listened to and admired Natalie Merchants voice before anyone
knew who she was with 10,000 Maniacs back in the 80s. I love her
voice - truly original and beautiful but this CD is a sleeper, I have to
admit. And everyone - it’s only $13.99 at Target (regular price). :)

⋆⋆⋆⋆⋆ 1—0—0

(b) Generally Good Stuff.
An amazingly British album (which may be why I don’t “get” it all).
The arrangements are quite busy, and the songs and lyrics are pretty
good to fantastic. I was slightly disappointed in the lack of truly
“hook-y” songs - I only find myself singing a few of these the next
day. “Girls & Boys”, “To the End”, and the punk-y “Bank Holi-
day” are my favorite tracks. A pretty good album, which has all the
earmarks for them putting out a phenomenal one later.

⋆⋆⋆⋆⋆ 1—0—0

(c) Loud perfection.
This is surely a fine recording, so perfect in its imperfection, a little
too loud and arrogant for my taste. I don’t know if it’s the conductor
or the orchestra, but I feel uneasy every time I listen to this powerful
performance, and Volodos in spite of his great talent cannot erase
that feeling.

⋆⋆⋆⋆⋆ 1—0—0

(d) Rerelease Sadly Doesn’t Include Missing Videos.
When this was originally released a few years ago, I was disap-
pointed at the omission of several videos. When I heard it was being
rereleased, I hoped they would include them on the new version.
Nope. That’s the only reason I gave this 4 instead of 5 stars. What’s
there is great, but the sins of omission are unforgivable. Well, maybe
if they release it a third time...

⋆⋆⋆⋆⋆ 0—1—1

used as a means for feature representation, the document embedding of a review learned
by TRI can be used to complement that learned by an existing system. The two sets
of features are then combined, upon which classification/regression algorithms are ap-
plied for final helpfulness prediction. Alternatively, TRI can be regarded as another base
estimator in addition to the existing system. The final helpfulness of a review will be
determined based on the predicted labels from the two (or even more) models, using
max voting, weighted average, or more advanced ensemble learning techniques.

There remain several directions to be addressed. (1) Further sensitivity analysis of
the TRI hyperparameters will be conducted to investigate model performance, in partic-
ular the dimensionality of word vectors, content representations, and rating embeddings.
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(2) Frequent text-rating interaction patterns and domain-specific characteristics will be
summarized from the trained models. Further investigation on the gating behaviors and
the discrepancy (if any) in text-rating interaction between domains can hopefully offer
more insights. (3) More advanced approaches will be developed to further address the
interpretation of individual rating embedding dimensions and their relationship with re-
view texts. (4) The interaction between review texts and star ratings will be constructed
using more sophisticated structures such as attention mechanisms or sentence-level rat-
ing information. The diversity between reviewers in giving star ratings will also be con-
sidered. (5) The extent to which existing review characteristics (e.g., review length, text
valence) affect the text-rating interaction will be studied. The characteristics will also
be included in TRI for multi-characteristic interaction. (6) Inspired by existing studies
working on transfer learning, the learned interactive knowledge from one domain will
be applied to another. It is also interesting to build an integrated model for multi-domain
helpfulness prediction.
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CHAPTER 5
EXPLOITING REVIEW NEIGHBORS FOR CONTEXTUALIZED

HELPFULNESS PREDICTION

Helpfulness prediction techniques have been widely used to identify and recommend
high-quality online reviews to customers. Currently, the vast majority of studies assume
that a review’s helpfulness is self-contained. In practice, however, customers hardly pro-
cess reviews independently given the sequential nature. The perceived helpfulness of a
review is likely to be affected by its sequential neighbors (i.e., context), which has been
largely ignored. This chapter proposes a new methodology to capture the missing in-
teraction between reviews and their neighbors. The first end-to-end neural architecture
is developed for neighbor-aware helpfulness prediction (NAP). For each review, NAP
allows for three types of neighbor selection: its preceding, following, and surrounding
neighbors. Four weighting schemes are designed to learn context clues from the selected
neighbors. A review is then contextualized into the learned clues for neighbor-aware
helpfulness prediction. NAP is evaluated on six domains of real-world online reviews
against a series of state-of-the-art baselines. Extensive experiments confirm the effec-
tiveness of NAP and the influence of sequential neighbors on a current reviews. Further
hyperparameter analysis reveals three main findings. (1) On average, eight neighbors
treated with uneven importance are engaged for context construction. (2) The benefit of
neighbor-aware prediction mainly results from closer neighbors. (3) Equally consider-
ing up to five closest neighbors of a review can usually produce a weaker but tolerable
prediction result.

5.1 Introduction

User-generated reviews play an integral part in contemporary online shopping activities.
A recent survey [215] shows that 97% of customers rely on online reviews to make
everyday decisions. Moreover, 85% of the customers perceive the reviews as personal
recommendations. Online reviews provide new customers with opinions and experience
written by previous buyers. From manufactures’ perspective, online reviews also help
understand consumer needs and improve product quality. Nonetheless, online reviews
are uneven in quality. As a product accumulates reviews, high-quality reviews may be
buried by the others of random quality. The increasing challenge requires automatic
approaches for locating helpful reviews against information overload.
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Table 5.1: The perceived helpfulness of a review (#3) can be affected by its neighbors
(#1 and #2).

Review

(a)
#1 This headphone is soooo cool!
#2 Best headphone in my life. I would definitely recommend it!!!
#3 The headphone has a fashionable appearance and the sound quality is

excellent. I am surprised that it’s even waterproofed.

(b)
#1 You can’t find any headsets better than this.
#2 Cheap price with good quality.
#3 The advertisement says the headphone can last for 10 hours with full

battery. Well, obviously it doesn’t.

Helpfulness prediction aims to identify and recommend high-quality reviews to cus-
tomers. Prior literature [224, 117, 41] has explored various features and models. One
critical drawback of most existing work is the assumption that customers are unbiased
and process reviews independently. In other words, a review’s helpfulness is assumed to
be self-contained. In practice, however, customers often read multiple reviews [215, 13]
before making final decisions. Since online reviews are sequentially displayed, how and
where a review is positioned [280] can potentially affect customers’ perception of help-
fulness. In this case, the received votes of a review may not only depend on itself but
also the comparison with its the surrounding reviews.

Table 5.1 illustrates the idea with two toy examples. Assuming that customers read
the reviews in order. In example (a), review #1 and #2 set a positive impression of a
headphone product. Review #3 shares a similar and yet more detailed opinion, which
reinforces the impression. Within the context of review #1 and #2, review #3 is seem-
ingly more convincing and likely to receive higher helpfulness than by itself. Exam-
ple (b) shows another situation where review #3 provides new information (i.e., defects
of the headphone) that differs from review #1 and #2. In this case, review #3 can be
more helpful due to the new information, or less helpful due to contrasting the existing
impression. Both examples indicate that the perceived helpfulness of a review is not
always self-contained nor independent, and the influence of a review’s neighbors should
be taken into account.

Different from the vast majority of prior research, this work hypothesizes that the
helpfulness of a review not only depends on itself but also its neighbors. A deep neural
architecture is proposed for Neighbor-Aware helpfulness Prediction (NAP). NAP first
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learns representations for individual reviews. For each review, three intuitive types of
review neighbors are considered: (1) preceding reviews, (2) following reviews, and (3)
surroundings reviews. Four weighting schemes are then explored to construct context
from the neighbor representations. During helpfulness modeling, the interaction be-
tween a review and its neighbors is captured by aggregating the contextual clues.

Note that the terms “context” and “neighbor” have been used considerably differ-
ently [224] in helpfulness prediction and pertinent fields. In most cases, context indi-
cates information extracted from the same review as opposed to content, namely, re-
view texts. Such information includes product metadata [97], reviewer characteristics
[124], and reviewer historical voting data [97, 124, 182]. Still, reviews are treated inde-
pendently and no review interaction is captured. Context can also suggest information
beyond individual reviews. In [182, 204, 291], reviews are interacted via user idiosyn-
crasies and rater-reviewer social connections. Under this setting, users with similar
preferences [186, 265] are occasionally referred to as neighbors. In [280], neighbors are
defined as surrounding reviews of a given review. While the former type of neighbors
have been broadly researched, the influence of the latter remains understudied.

This work targets neighbor-aware helpfulness prediction. Specifically, the helpful-
ness of each review is contextualized into its neighbors. Similar to [280], neighbors
are clarified as adjacent reviews of a given review in a review sequence displayed to
customers. The terms “neighbor-aware” and “contextualized” are henceforth used in-
terchangeably. On the other hand, methods that only depend on information within
individual reviews are called independent helpfulness prediction. More details of inde-
pendent and contextualized helpfulness modeling will be discussed in Section 5.2.

To the best of our knowledge, this work offers the following contributions:

1. End-to-end neighbor-aware helpfulness: This work is one of the pioneer studies
considering the interaction between a review and its neighbors when modeling
helpfulness. Previous work majorly interacts reviews from a global perspective,
using the whole review collection as context. This work instead aims at the local
interaction (i.e., neighbors) among reviews. NAP also provides the first end-to-
end solution for contextualized helpfulness modeling.

2. Comprehensive contextual settings: NAP allows for three neighbor selection
and four weighting schemes for context construction. To ensure the flexibility of
neighbor utilization, the four weighting schemes (each with increasing learning
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parameters) construct contextual information from a various number of preceding,
following, and surrounding neighbors.

3. Extensive evaluation and analysis: A series of experiments are conducted to
evaluate the effectiveness of NAP. Hyperparameter studies are further analyzed
investigate model sensitivity to discuss the trade-off between model complexity
and performance. Qualitative analysis provides visualization and case studies for
better understanding the model interpretation. Experimental results show NAP is
effective in neighbor-aware helpfulness prediction and offer insights into utilizing
neighbors for the task.

The remaining of the chapter is organized as follows. Section 5.2 surveys existing
studies on independent and context-aware helpfulness prediction. Section 5.3 formalizes
the problem of neighbor-aware helpfulness prediction and presents the NAP framework.
Section 5.4 describes experiment settings for evaluating NAP against a series of base-
lines. Section 5.5 demonstrates the effectiveness of NAP, performs sensitivity analysis
on contextual settings, and provides qualitative analysis on the trained models. Section
5.6 summarizes findings and discusses future research directions.

5.2 Related Work

Helpfulness prediction can either be approached in an independent or contextualized
manner. The former (as most studies did) assumes that the helpfulness of a review is
self-contained. The latter adopted by more recent studies considers helpfulness as an
interactive function of a review and its counterparts. The following subsections survey
literature on the two categories of helpfulness prediction and discuss social influence on
helpfulness perception.

5.2.1 Independent Helpfulness Prediction

The vast majority of existing work predicts a review’s helpfulness merely using infor-
mation contained in itself. In the past decade, a large body of hand-crafted features
[224, 117, 41, 75] have been carefully curated to represent the helpfulness of a review,
including review text [75, 189], review metadata [313, 153], and reviewer characteristics
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[48, 122]. Once chosen, the features are concatenated to represent a review and then fed
into traditional machine learning algorithms for helpfulness prediction. Such method-
ology has the merit of easy implementation and clear interpretation due to the feature
engineering nature. However, preparing effective features requires domain-specific ex-
pert knowledge, which is laborious.

Recent studies approach the task via deep learning techniques. With neural architec-
tures, the latent representations encoding helpfulness are learned automatically, bypass-
ing the tedious feature engineering [224] process. Currently, models developed upon
convolutional neural networks (CNNs) [142, 143] and recurrent neural networks [170]
such as long short-term memory networks (LSTMs) [116] and gated recurrent units
(GRUs) [51] have shown to be feasible for helpfulness feature learning.

Saumya et al. [267] employ a two-layer CNN to encode review texts. Chen et al.
[44] consider helpfulness modeling as a cross-domain task. To alleviate the out-of-
vocabulary issue, subword information is integrated into word-level review represen-
tations. Three CNNs are separately built on top of the embeddings to transfer knowl-
edge: one summarizes common knowledge shared across domains; the other two learn
domain-specific knowledge. In another work, Chen et al. [43] extends the framework to
conduct multi-domain helpfulness prediction. In addition to subword information, word
embeddings are further enhanced with the distribution of product aspects [321] men-
tioned in reviews. In addition, gating mechanisms are adopted to learn multi-granularity
text features that identify word importance in reviews.

Qu et al. [245] propose two CNN variants to combine review texts and star ratings
for helpfulness prediction. The first method attaches raw star ratings as an extra dimen-
sion to the learned content representations. The second method treats each star rating
as a part (the last word) of a review. Star ratings are embedded and then attached to the
word embedding matrix for content representation learning. Although star embeddings
enable larger encoding capacity, the current integration method largely restricts rating
information from interacting with review content. Du et al. [77] cope with the issue by
separating the encoding of rating embeddings from that of review content. To ensure the
direct influence of star ratings on review texts, star embeddings are aligned to and then
interacted with the convoluted content embeddings.

Fan et al. [85, 86] integrate rating information by formulating helpfulness predic-
tion as a multi-task learning problem. In [85], an attention-based CNN is employed to
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encode review texts. In [86], the authors model into helpfulness the semantic closeness
of review texts reflecting on characteristics mentioned in the targeted product title. Two
sets of bidirectional LSTMs are first used to learn separate representations for review
texts and the product title. The closeness is then measured via attention mechanisms,
which are used to reinforce review representations. The learned representations in both
cases are then used to predict the helpfulness of a review and the accompanying star
rating simultaneously.

Ma et al. [187] investigate the extent to which photos posted along with reviews
influence the perceived helpfulness in the hotel industry. To this end, text representations
are learned by LSTMs, whereas image representations is obtained via a pre-trained 152-
layer deep residual network [112]. Both learned representations are then concatenated
and fed into another LSTM to predict review helpfulness.

The independent assumption helps simplify the process of data preparation and
model construction. As will be discussed, however, human helpfulness perception is
more complicated and involves a variety of social biases. As such, the assumption may
lead to unreliable and problematic prediction in practice. This work instead hypoth-
esizes that a review’s helpfulness depends on both itself and the context it is fit into.
More specifically, the context of a review is referred to as information learned from its
spatial neighbors.

5.2.2 Social Influence on Helpfulness Perception

Social influence [52, 206] has been proven to be a key part in decision making through
extensive experiments [263, 211, 19, 102, 198] in psychology, economics, sociology,
and human behavior analysis. The core idea of social influence is that one’s decision can
be affected by the presence and behavior of others [52, 206, 68, 173, 26]. Such influence
also takes effect among strangers [55] and in online environments [317, 178, 63]. In the
context of helpfulness perception, decision making refers to customers perusing online
reviews and then determining the extent to which the reviews are helpful. Currently, the
perception process is subjective varying from customers. Thus, the task is vulnerable to
social influence.

Many existing studies [12, 219, 136, 244] attribute the social influence on helpful-
ness perception to the sequential nature of online reviews. Since reviews are sequen-
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tially displayed, how a review is positioned and presented [68] to customers can affect
its perceived helpfulness. Qiu et al. [244] confirm the presentation order of positive
and negative reviews can influence the cognitive outcomes of readers. A line of exper-
imental studies [278, 304, 228, 283, 203] conclude that customers are biased by past
reviews when processing subsequent ones. In [280], Sipo et al. observe helpfulness
voting being used as adjustment to “correct” reviews that customers believe should have
a lower/higher ranking in the sequence. In consequence, helpfulness evaluation rarely
takes place independently. The findings above have been adopted in star rating predic-
tion [178, 104, 308], yet little is known how review order influences review helpfulness
perception.

Recent studies further reveal the role of review order in helpfulness perception. One
plausible explanation is the confirmation bias. Customers usually have their own under-
standing and thoughts (initial beliefs) towards products before searching. In this case,
the goal of reading reviews is to gain further confirmation to support the preset expec-
tation. When encountering a review that deviates from the expectation, customers may
perceive the review as less helpful since the expressed opinions violates their initial be-
lief. As stated in [326], more certain (uncertain) initial beliefs may lead to more (less)
pronounced confirmation bias.

Another similar explanation is the anchoring effect. Unlike the confirmation bias
where customers hold their own initial beliefs, the first impression [247] is formed dur-
ing review perusal. According to Daomeng et al. [105], customers establish a reference
frame [332] to evaluate their personal voting behavior. A relative majority opinion is
learned from past reviews and compared with subsequent reviews. The majority opin-
ion sets the initial beliefs (i.e., anchor), whereas the subsequent ones serve as new opin-
ions. When comparing the two types of opinions [335, 246, 181, 68] (in terms of text
informativeness, valence, etc.), the resulting (in)consistency [301] can affect customers’
perception. Zhang et al. [335] summarize three evaluation patterns for the (in)congruent
opinions using the assimilation and contrast theories.

Last but not least, review helpfulness can be explained using the information
theory—whether a review provides new information. Jorge et al. [93] argue that if
later reviews provide little or no new information apart from what has been described
in early ones, themselves may be less helpful regardless of quality. A similar view is
addressed in [295]. If words in a review are partly shared by other reviews, the review
is to a certain extent predictable based on previous ones. Hence, the review is of lower
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uncertainty and expected to be less helpful to a reader.

5.2.3 Contextualized Helpfulness Prediction

Few studies have attempted to integrate information beyond individual reviews into
helpfulness modeling. It is worth noting again that the term “contextualized” investi-
gates the interaction between a review and its surrounding neighbors rather than that in
[182, 204, 291] modeling user idiosyncrasies and rater-reviewer social connections.

Zhou et al. [346] form an order variable to assess the impact of sequential dynamics.
The authors follow [101] and first sort dynamically-ranked reviews by their time stamps.
The variable then records the position of individual reviews, where those posted on the
same day share an identical position. The extracted order is then used as one of the
variables to construct prediction models. The same review orders are also adopted by
[346, 347, 94, 93]. Alzate et al. [7] introduce three types of review orders into feature
engineering: reviews in a sequence that are ranked by (i) newest review, (ii) most helpful
review, and (iii) highest rating review. The authors further normalize the orders into
probability variables to smooth the model interpretation.

Lu et al. [182] measure the review conformity by comparing the word distribution
of a review with that of the others. The authors first vectorize reviews via a unigram
language model. The overall opinion is set as the average of all review vectors related to
the same item. The conformity results from the Kullback–Leibler divergence between a
review representation and the overall opinion.

Hong et al. [120] measure the sentiment divergence of a review from the mainstream
opinion of an item. The polarity (i.e., positive, neutral, negative) of each review is first
identified based on the percentage of positive and negative words in a review. The
mainstream opinion belongs to the valence that shared by the majority of reviews of the
same item. The divergence between a review and the mainstream opinion is defined as
their valence difference.

In [93], the authors measure the incremental information entropy of each review.
The entropy is defined as the number of new words in a current review beyond that have
been mentioned in the manufacturer-provided product description and in its previous
reviews.
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These approaches mainly suffer from three drawbacks. First, many platforms con-
stantly update review orders as helpfulness voting evolves. Apparently, one single snap-
shot of reviews cannot reflect the ranking dynamics [83] over time. Therefore, most of
the studies are not modeling the true order information. A possible solution to cope with
the issue is to obtain multiple snapshots [7, 159, 280] of the same set of reviews, but the
task is time-consuming and limited to small datasets. Deciding the time granularity is
also difficult. Second, customers are assumed to be aware of the whole review collection
of an item (i.e., global context) when determining a review’s helpfulness. As discussed,
customers only have limited patience for few reviews, and thus the assumption is hardly
possible in reality. Third, most of the methods focus on peripheral cues [209] of reviews
for helpfulness modeling. Features derived from review texts, which arguably contain
the richest information, remain underdeveloped.

This work extends and differs from existing literature as follows. (1) A novel dataset
containing six domains of online reviews is created for experimentation. The dataset
is advantageous since reviews regularly uploaded by new customers are consistently
ranked in reverse chronological order. (2) Deep neural techniques are employed to offer
an end-to-end solution that directly learns contextualized features from review texts. (3)
Local context is adopted in place of the global counterpart and constructed in a more
flexible and comprehensive manner.

5.3 Neighbor-aware Prediction Networks

The research problem of neighbor-aware helpfulness prediction is formulated as a bi-
nary text classification task. Without loss of generality, let S = (S 1, S 2, . . . , S N) be an
ordered list of N reviews and y = (y1, y2, ..., yN) the corresponding helpfulness labels,
where y = 1 is helpful and y = 0 unhelpful. Most existing studies oversimplify helpful-
ness prediction of a review S i(i ∈ [1,N]) using the independent assumption P(y | S i; θ),
where θ are model parameters. Such approaches are henceforth called independent help-
fulness prediction. NAP instead associates S i with a context Ti composing reviews se-
lected from its neighbors. The goal of NAP is to predict the probability of S i being
helpful P(y | S i,Ti; θ), and thus contextualized review helpfulness prediction.

This section presents NAP, an end-to-end deep neural architecture for the task. As
illustrated in Figure 5.1, NAP consists of three learning phases. The review encoding
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Figure 5.1: The NAP architecture. As an example, K = 4 surrounding reviews are
selected as neighbors to construct the context of the current review S n.

phase transforms each review S into an embedding h. The context construction phase
combines the embeddings of the associated context Ti into a context embedding c. Fi-
nally, h and c are aggregated to obtained the neighbor-aware representation of S used
for helpfulness prediction. The following subsections detail each model component of
NAP.

5.3.1 Review Text Encoding

Let each review S = (x1, x2, . . . , xn) be a sequence of n words. The vocabulary V is con-
structed via indexing all unique words in S. Given an embedding lookup table E ∈ R|V |×d,
each word x ∈ V is associated with a d-dimensional word vector ex ∈ E. Specifically, x

is encoded using the one-hot encoding scheme into x ∈ R|V | to select the corresponding
word vector ex. As a result, S can be represented by an embedding matrix X ∈ Rn×d:

ex =E⊤x, (5.1)

X =[ex1 , ex2 , . . . , exn]. (5.2)

The CNN framework proposed by Kim [142] is used to further encode the semantic
meaning of review texts. Note that the goal of this chapter is neighbor-aware helpful-
ness prediction as a proof of concept. The focus is incorporating review neighbors as
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context information instead of complex model construction. Therefore, the vanilla CNN
framework is chosen to control the total number of training parameters. To learn more
sophisticated review representations one could use more advanced CNN frameworks
[77] and learn adaptive word- and character-level [44, 43] embeddings.

NAP employs m kernels for convolution. Each kernel is applied to a sliding window
of l words over X to produce new features. The convoluted features are then activated
using Exponential Linear Unit (ELU) [56] function:

H = ELU(X ∗Wc + bc), (5.3)

where the kernels Wc ∈ R
l×d×m and biases bc ∈ R

m are parameters to be estimated.

The embedding of individual reviews h is then obtained via column-wise max pool-
ing [60] over the feature maps:

h = max(H). (5.4)

5.3.2 Neighbor-aware Context Construction

NAP constructs the context of a review from its neighbors. Specifically, each review
S i ∈ S in the sequence is associated with a context Ti of K = 2k, k ∈ N+ reviews
selected from its neighbors {S j | j ∈ [i − 2k, i + 2k], j ≠ i}. Three neighbor selection
schemes are explored for context construction.

Ti =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(S j)i−1

j=i−2k, K preceding reviews,

(S j)i+2k
j=i+1, K following reviews,

(S j)i−k
j=i+k \ S i, K surrounding reviews.

(5.5)

The context Ti is regarded as reviews a user has previously read prior to the current
one S i. NAP accepts both preceding and following reviews as context because the re-
view order in S does not necessarily reflect the reading order. In addition, users can vote
the helpfulness of a review straight after the perusal or after reading other reviews. It
can be seen that the current review S i, by definition, can also be part of the context of
other reviews.

To learn the context of a review S , the selected neighbors are mapped into em-
beddings and further stacked into an embedding matrix C ∈ RK∗m. The context em-
bedding, denoted by c ∈ Rm, is calculated by transforming C via a weighting scheme
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f : RK∗m → Rm, c = f (C). When K > 1, f merges the K neighbor embeddings, which
imitates customers learning the first impression c from past reviews C. The weights
indicate the influence of individual reviews perceived by customers. When K = 1, f

is an identity map since one neighbor contains all information and no combination is
required.

NAP introduces four weighting schemes to merge K neighbor embeddings. Each
scheme is a special case of its following one, with increasing flexibility in parameter
learning.

1. Average (AVG) The first weighting scheme borrows the idea from the neural bag-
of-words model [201]. In the model, a sentence embedding results from the cen-
troid of its constituent word counterparts, which can be thought of as a summary
of the sentence. This simple model has been used in many natural language pro-
cessing tasks [11, 312, 128] and proven robust and effective. Here, the context
(analogous to a sentence) embedding is represented as the bag-of-reviews repre-
sentation of the K neighbors (analogous to words).

c =
1
K

K∑︂
i=1

Ci. (5.6)

The AVG scheme requires no parameters for context construction. The identical
weights show equal importance of individual reviews when customers’ composing
their first impression towards a product.

2. Weighted Average (WAVG) The second weighting scheme extends AVG. In re-
ality, user-generated reviews are uneven in quality, text valence, and sentiment
intensity. Assigning separate importance for individual reviews provides higher
flexibility in context construction. As such, the fixed weights in Equation (5.6) are
replaced by parameters learned via an attention mechanism [249], which employs
a query vector ua ∈ R

m as the learnable function:

zi = tanh(u⊤a Ci), (5.7)

αi =
exp(zi)∑︁K

j=1 exp(z j)
, (5.8)

c =
K∑︂

i=1

αiCi, (5.9)
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The context embedding is then obtained from the weighted average of the K re-
view embeddings.

3. Feature Regression (FR) The third weighting scheme further extends WAVG.
Each dimension of a review embedding suggests a certain type of latent review
characteristic. During perusal, different characteristics may attract various inter-
ests. Thus, combining review embeddings on a dimension level enables more
flexibility in utilizing the relationship across features. The weights are computed
using a similar attention mechanism. Specifically, the context matrix C is first
transformed into Z ∈ RK∗m via another matrix of the same shape, followed by
column-wise softmax normalization.

Z = tanh(Wb ⊗ C), (5.10)

βi j =
exp(Zi j)∑︁K

k=1 exp(Zk j)
, (5.11)

c j =

K∑︂
k=1

βk jCk j, (5.12)

where Wb ∈ R
K∗m are learned parameters and ⊗ the Hadamard product. The j-th

dimension c j is then the weighted average of the same context matrix column
(Ck j)K

k=1. The result of c j can also be thought of as conducting linear feature
regression on (Ck j)K

k=1.

4. Spatial Feature Regression (SFR) The fourth weighting scheme considers the
interaction among neighbors. Since reviews are sequentially displayed, neighbors
closer to the target review are more likely to attract higher reading priority. In
addition, neighbors being read earlier may influence those later. To capture such
influence, information of closer neighbors is shared with farther ones such that:

Ĉi =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
∑︁K

k=i Ck, Preceding reviews,∑︁i
k=1 Ck, Following reviews.

(5.13)

As for surrounding reviews, the left half and right half are regarded as preceding
and following reviews, respectively. The enhanced context matrix Ĉ is then passed
to Equations (5.10)–(5.12) in place of C for context construction.
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5.3.3 Contextualized Helpfulness Prediction

Finally, NAP contextualizes a review within its neighbors by aggregating the embedding
of a review h and that of its neighbors (i.e., context) c via linear combination:

ĥ = γh + (1 − γ)c. (5.14)

Here, c learns the relative majority opinion [105] that can be thought of as a user’s initial
belief towards an item, whereas h serves as a new opinion. The contextualization thus
learns the interaction between the initial belief and new opinion. The combination factor
γ ∈ [0, 1] controls the influence of neighbors on the current review. Note that setting
γ = 1 stops the influence of neighbors. In this case, the helpfulness information of
a review is self-contained, and thus called independent helpfulness prediction. When
γ = 0, a review’s helpfulness relies exclusively on its context.

The neighbor-aware representation ĥ is then forwarded into a logistic regression
layer to predict the helpfulness of the current review.

ŷ = σ(W⊤
o ĥ + bo). (5.15)

NAP is trained via cross entropy minimization over M samples. The regulariza-
tion on the CNN filters with weight decay λ is added to reduce the overfitting of text
encoding.

L = −
1
M

[︂
y⊤ log(ŷ) + (1 − y)⊤ log(1 − ŷ)

]︂
+
λ

2
∥Wc∥

2, (5.16)

where ŷ and y are the predicted and actual helpfulness labels respectively.

5.4 Experiment Settings

NAP is evaluated and benchmarked against a series of baselines via extensive experi-
ments. Section 5.4.1 describes in detail the datasets used throughout the experiments,
including data collection and pre-processing. Section 5.4.2 describes the baselines us-
ing both traditional machine learning algorithms and deep learning architectures are de-
scribed for performance comparison. Section 5.4.3 presents hyperparameters for train-
ing NAP and the baseline models.
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5.4.1 Datasets

One critical challenge of neighbor-aware helpfulness prediction is data preparation,
which requires both a review and its neighbors. Currently, many platforms dynami-
cally rank reviews based on a set of criteria. Such mechanisms change the neighbors of
a review as helpfulness voting evolves. As a result, a review’s neighbors at the time of
data collection only reflect a single snapshot but not its previous dynamics. One could
collect multiple snapshots of the reviews through periodically tracking their ranking
statistics, but the collection is expensive, time-consuming, and difficult in deciding time
granularity.

This work opts for an alternative option to prepare eligible online reviews. Despite
that many online platforms adopt dynamic ranking algorithms, several inherently rank
reviews in reverse chronological order to provide customers with the latest user feed-
back of products/services. As for the latter, the static and consistent review order over
time ideally compensates the necessity of multiple snapshots of reviews. In particular,
two popular platforms meeting such criteria are considered: SiteJabber1 and Consumer-
Affairs2. Both platforms offer a wide range of categories of user-generated reviews re-
garding products, retailers, and companies, with SiteJabber focusing more on websites
and online businesses. It is worth noting that although evaluated on chronologically-
ordered reviews, NAP is also applicable to reviews with ranking dynamics provided that
multiple snapshots are given.

Python scripts are compiled to crawl, extract, and store reviews from the two plat-
forms. A total of 169, 126 reviews posted prior to 29 April, 2019. The raw SiteJabber
dataset consists of 60, 426 reviews collected from three categories (i.e., Marketplace,
Wedding Dresses, and Dating), whereas the ConsumerAffairs dataset originally contains
108, 700 reviews collected from the Car Insurance, Travel Agencies, and Mortgages cat-
egories. As shown in Figure 5.2, each category (domain) of a website contains a list of
reviewed items and each item consists of a list of reviews. Table 5.2 presents two review
samples for each website, along with the accompanying attributes. For simplicity, the
six domains are called D1, D2, and so on.

The following pre-processing steps are applied to the raw reviews to improve data
quality. (1) To ensure that reviews can have adequate neighbors for context assembly,

1https://www.sitejabber.com/
2https://www.consumeraffairs.com/
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Table 5.2: Example SiteJabber (top) and ConsumerAffairs (bottom) review composition.
Typos and grammatical errors are intentionally preserved.

Attribute Value

Reviewer Name David W.
Total number of posts by
the reviewer

8

Total number of votes re-
ceived by the reviewer

22

Review Date Saturday, 7 April 2018
Number of helpful votes 10
Star Rating 1
Review Title They refused my order, didn’t communicate or return

my money
Review Text I placed an order for around $200, The order went

through and they took my money.after a little while
I received an email that they put a hold on my order
and the only way to have the order go through was to
send them front and back pictures of my credit card
and my passport. I refused but [...]

Attribute Value

Reviewer Name Justin
Reviewer Location Heflin, Alabama
Verified Buyer Yes
Verified Reviewer Yes
Review Date Sunday, 9 April 2017
Number of helpful votes 8
Rating 5
Review Text The home loan process at Vanderbilt Mortgage was

very easy going. It was also pretty fast. From the
time that I went house shopping to the time that I
was in my house, it took me about a month. Also,
everyone I spoke to throughout the process was very
informative, helpful, friendly and courteous. [...]
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Figure 5.2: The hierarchy of the collected SiteJabber reviews. ConsumerAffairs shares
the same organization.

only reviewed items with ≥ 100 remaining reviews are considered. (2) Each review is
lowercased and tokenized in to a sequence of words, followed by minimum stopword
removal that eliminates articles (i.e., a, an, and the) from the reviews. (3) Following
[77], only the most frequent 30k terms are kept as vocabulary to reduce the execution
cost during model training. (4) Early-posted reviews tend to receive disproportionately
higher number of votes [303, 302] over later ones. To cope with the bias, reviews posted
in early months that have less than 15 reviews for the same item are removed. (5)
Similarly, reviews posted recently are removed due to insufficient exposure time for
voting. It is worth noting that reviews with few votes are usually filtered out [258, 334]
to learn more robust models. Since review order is an importance factor for correctly
training NAP, this work does not perform any further removal of reviews based on the
number of votes.

The pre-processed reviews are then labeled and split. Review labels are determined
upon existing human assessment, namely, helpfulness votes. Following [187], a review
is labelled as helpful if it receives at least two votes and unhelpful otherwise. For each
domain, the constituent reviews in a reviewed item are first partitioned into three sets,
using 80%, 10%, and 10% of the data respectively for training, validation, and testing.
In particular, chronological split [166, 191, 182, 204, 333] is applied over randomization
to preserve the review order information.

After dataset partition, review words that are numeric values are replaced by <NUM>.
Similarly, mentions of names regarding the reviewed items are replaced by <ORG>. For
each domain, <UNK> is used to alter out-of-vocabulary words (viz. terms that exist in
the training set but are missing from validation/test set) in the reviews.
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Finally, the three types of context are assembled for individual reviews within each
partition following Equation (5.5). For each domain, the constructed review-neighbors
pairs across reviewed items are gathered. Helpful review-neighbors pairs are randomly
sampled to have the same number as unhelpful ones and vice versa to avoid class im-
balance. Throughout this work, NAP and all baseline models are trained on the training
set, tuned on the validation set, and evaluated on the test set serving as unseen data in
reality. Table 5.3 demonstrates the simple descriptive statistics. As seen, reviews posted
in ConsumerAffairs tend to be roughly twice lengthier than those in SiteJabber.

Table 5.3: Descriptive statistics of the balanced doamins after pre-processing.

Domain #Reviews #Words #Words
#Reviews #Sentences #Sentences

#Reviews
#Words

#Sentences

D1 Dating 4,054 359,369 88.65 27,035 6.67 12.91
D2 Wedding Dresses 5,294 456,602 86.25 36,909 6.97 12.67
D3 Marketplace 6,964 581,456 83.49 46,222 6.64 12.31
D4 Car Insurance 2,932 398,341 135.86 27,004 9.21 14.42
D5 Travel Agencies 8,156 1,168,941 143.32 78,408 9.61 14.67
D6 Mortgages 4,602 652,223 141.73 44,955 9.77 14.13

5.4.2 Baseline Methods

The three types of neighbor-aware helpfulness prediction (i.e., preceding, following,
and surrounding reviews) are compared with the independent counterpart. In NAP, in-
dependent helpfulness prediction is achieved by setting γ = 1 in Equation (5.14). NAP
is also benchmarked against six state-of-the-art baselines modeling helpfulness beyond
individual reviews. For simplicity, independent helpfulness prediction is henceforth de-
noted as I and the three types of neighbor-aware helpfulness prediction I+P, I+F, I+S,
respectively.

• I+ORD: This baseline operationalizes three types of orders [7, 346]. The first
type, denoted as I+ORDD, is based on review dates. Let R be reviews of the same
product sorted from the latest to the oldest, each review r ∈ R is associated with a
posted date dr. Given a day d′ ∈ {dr | r ∈ R}, reviews Rd′ ≡ {r | dr = d′} posted on
the same day are shared with the same order

[︁∑︁
d<d′ N(Rd) + 1

]︁−1, where N(Rd) is
the cardinality of Rd. Similarly, the second type I+ORDR and third type I+ORDV

of orders are handled respectively by sorting reviews from highest to lowest star
ratings and from the largest to smallest number of helpful votes.
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• I+CON: This baseline measures the conformity [182] of a review r ∈ R to re-
views R of the same product. Each review r ∈ R is first vectorized into its uni-
gram TFIDF representation ur. The conformity calculates the Kullback–Leibler
divergence between a review ur and the overall opinion ū = 1

|R|

∑︁
r∈R ur.

• I+POL: This baseline measures the sentiment divergence [120] of a review r ∈ R

from reviews R of the same product. Each review r ∈ R is associated with (i) a
numeric polarity pr ∈ [−1, 1] decided by the proportion of positive and negative
words in r and (ii) a categorical polarity cr ∈ {negative, neutral, positive} based on
pr. The divergence results from the absolute difference between a review pr and
the mainstream opinion p̄ = 1

|R′ |

∑︁
r′∈R′ p′r, where R′ ≡ {r′ | cr = c′} and c′ belongs

to the categorical polarity that shared by the majority of reviews in R.

• I+ENT: This baseline measures the incremental information entropy [93] of re-
views R of the same product. Let Rn be the n-th review, n ∈ N+, vocab(Rn)
returns the total number of unique words occurred in {Rm | m = 1, 2, . . . , n}. The
entropy increment of Rn is defined as vocab(Rn) − vocab(Rn−1), which computes
the increased number of unique words in Rn beyond that have been mentioned in
{R1,R2, . . . ,Rn−1}.

In the baselines above, the proposed contextual information is used in conjunction
with many other features, which are out of the scope of this work. To enable fair com-
parison, the orders extracted as per each baseline and the text embeddings h learned via
I are concatenated and then fed into a feedforward layer for helpfulness prediction. NAP
mainly differs from the baselines in that it locally takes neighbors of a review rather than
the whole list of reviews as context.

5.4.3 Hyperparameters

The lookup table E is initialized with the 300-dimensional public-available GloVe word
embeddings [237] and kept static during training. NAP employs m = 100 kernels of
patch size l = 3 for review text encoding. Inspired by that most customers pay attention
to no more than 10 reviews [13] before making purchase decisions, the number of neigh-
bors K for context construction is chosen between 1 and 10. The combination factor γ is
initially set to 0.5 to assign equal importance to both the current review and its context.
The weight decay for kernel regularization is set to 5 × 10−4.
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The remaining network weights are initialized using the Glorot uniform initializer
[100] and updated through stochastic gradient descent over shuffled mini-batches of size
64 using the Adam [145] update rule. During training, early stopping is applied when
the validation loss has no improvement for 10 epochs.

For reproducibility, all randomization processes involved in the experiments are ini-
tialized with the same random seed. The training of each model/baseline is repeated five
times to test model robustness under different random initialization.

5.5 Result Analysis and Discussions

NAP is first quantitatively evaluated via extensive experiments, followed by discussions
on the effectiveness of NAP and model sensitivity to different context settings. Qual-
itative analysis is then conducted. Throughout the experiments, model performance is
measured by classification accuracy.

5.5.1 Comparison with Baseline Methods

Table 5.4 benchmarks NAP against the baselines. The used context settings of I+P,
I+F, and I+S are based on those yielding the highest performance. In the table, results
outperforming both the independent counterpart I and the baselines are in italic, whereas
the highest results are in bold.

In brief, NAP achieves the highest accuracy across domains and leads by approxi-
mately 1% to 5%. On average, NAP engages eight neighbors for context construction.
In terms of weighting schemes, WAVG and FR are more frequently adopted than AVG
and SFR. Section 5.5.3 will further investigate the context settings. In contrast, the six
baselines are less robust to different domains. In the experiments, most improvements
are observed on D1 and D2. On D3, D4, and D6, the introduced contextual features
do not influence I or even diminish the performance. Over all domains, the contextual
features yield less than 1% accuracy gains.
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Table 5.4: The results of NAP against the baseline methods. The context settings
(Weighting Scheme/#Neighbors) that produce the highest accuracy are listed below.

D1 D2 D3 D4 D5 D6
I 86.27 70.04 81.63 72.21 67.15 69.39

I+ORDD 86.46 70.2 80.52 71.64 67.12 69.04
I+ORDR 86.36 70.9 81.36 72.05 67.06 69.48
I+ORDV 86.46 70.16 80.95 71.39 67.57 69.39
I+CON 86.27 70.47 80.54 72.13 67.18 69.39
I+POL 86.89 70.66 80.16 71.56 67.54 69.13
I+ENT 86.65 70.66 80.73 72.38 66.93 69.39

I+P 89.90 70.98 83.56 74.84 67.96 70.87
FR/9 FR/10 AVG/10 SFR/6 FR/10 WAVG/10

I+F 90.86 71.17 83.83 74.59 68.41 70.43
SFR/10 AVG/7 FR/10 WAVG/3 FR/7 WAVG/6

I+S 90.91 71.25 83.80 75.00 67.80 70.35
WAVG/8 WAVG/10 FR/10 FR/6 WAVG/8 WAVG/4

5.5.2 What Makes NAP Effective?

In NAP, each review is contextualized within its neighbors for helpfulness prediction.
Therefore, the performance gains of NAP compared with I and the baselines can result
from (i) the interaction between a review and its neighbors, (ii) the exclusive context
learned from the neighbors, or (iii) simply an increase of review data for model training.
To validate the factors that lead to the effectiveness of NAP, the following NAP variants
are evaluated:

• P/F/S: Neighbor-only prediction using merely the context embedding c for help-
fulness modeling, by setting γ = 0 in Equation (5.14). The three types of neigh-
bors: preceding reviews, following reviews, and surrounding reviews, are consid-
ered.

• I+R: Neighbor-aware prediction where the context embedding c encodes the same
number of K reviews randomly selected from the same domain.

• I+N: Neighbor-aware prediction where the context embedding c draws random
values from a uniform distribution within the range [0, 1]. This variant can also
be thought of as introducing noise information into independent helpfulness pre-
diction I.
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Neighbor-aware versus Neighbor-only

Figure 5.3 compares the neighbor-aware with neighbor-only methods to validate the
role of neighbors during helpfulness prediction. As depicted, P, F, and S receive signif-
icantly lower performance than I+P, I+F, and I+S across domains, respectively. The
only exception is D6 where K = 7 following neighbors are weighted using the WAVG
scheme, which produces less than 0.1% increase in accuracy. The results strongly ev-
idence that the effectiveness of NAP lies in an independent review interacting with its
neighbors rather than either of the individuals.

Overall, both the neighbor-aware and neighbor-only methods benefit from involving
more neighbors. Recall that neighbors are treated as prior knowledge to support helpful-
ness interpretation. Involving more neighbors helps P, F, and S accumulate helpfulness
clues, which may include those could have been mentioned in the targeted review. As
a result, the accuracy of P, F, and S is gaining faster as K increases and less likely to
plateau. Still, the accumulated clues can hardly cover all information contained in the
targeted review. This explains why the neighbor-aware methods achieve higher accu-
racy than the neighbor-only counterparts with far fewer neighbors. Without knowledge
of the targeted review, P, F, and S also perform less stably across weighting schemes
and neighbor types than the neighbor-aware methods.

In several cases, the neighbor-only methods show comparable predictive power to
independent helpfulness prediction. On D1, for instance, the accuracy of P, F, and S is
close to I at K = 10. On D4, neighbor-only methods outperforming I is observed using
K ≥ 4 reviews. This suggests that the helpfulness of a review can sometimes be ap-
proximated by the collective helpfulness of its neighbors. On the majority of occasions,
however, the effectiveness of the neighbor-only methods is weak.

Lessons Learned: The performance gains of NAP mainly result from the review-
neighbors interaction. Using neighbors alone, while comparable in rare cases, is not
effective for helpfulness prediction.

Neighbors versus Non-neighbors

To validate whether the performance gains result from simply inputting more reviews,
the neighbors used in NAP are replaced by the two types of non-neighbor context I+N

147



70

75

80

85

90
D1

I+P I+F I+S

54

59

64

69

D2

64

69

74

79

84

D3

64

69

74

D4

57

62

67

D5

1 2 3 4 5 6 7 8 9 1056

61

66

71

D6

1 2 3 4 5 6 7 8 9 10 2 4 6 8 10
The number of neighbors

Ac
cu

ra
cy

I AVG WAVG FR SFR

Figure 5.3: The performance of NAP on different context settings. Dotted lines are the
neighbor-only counterparts of the neighbor-aware methods.
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and I+R. Note that the SFR weighting scheme is excluded from I+R since random
reviews do not possess spatial characteristics.

As shown in Figure 5.4, both types of non-neighbor context receive lower accuracy
than I+P, I+F, I+S, and I across domains. Similar to I+N, I+R can be thought of as
introducing a form of noise into I. Although involving more random reviews tends to
improve I+R, the accuracy across domains, if not comparable to, is worse than I+N.
This suggests that random reviews R harm I even more than random noise N. On the
other hand, using N alone acts similarly to random guessing (50% ± 2.5%). The per-
formance of R fluctuates around N regardless of the value of K. Compared with P, F,
and S, simply stacking random reviews cannot accumulate helpfulness clues to form an
effective context. The results prove the indispensability of using neighbors for context
construction.

Lessons Learned: The effectiveness of NAP essentially relies on learning specific
clues from neighbors. Simply including arbitrary reviews does not lead to performance
gains.

5.5.3 Sensibility Analysis on Context Settings

Four types of NAP hyperparameters are further explored to investigate how different
context settings affect the model. The hyperparameters and their possible values are
listed in Table 5.5. Subsequently, the trade-off between NAP’s performance and com-
plexity is discussed.

Table 5.5: NAP context settings to be investigated.

Hyperparameters Possible Values

The number of neighbors K {i | i ∈ N+, 1 ≤ i ≤ 10}
The neighbor selection schemes Previous, following, and surround-

ing neighbors
The weighting schemes AVG, WAVG, FR, SFR
The combination factor γ { i

10 | i ∈ N
+, 1 < i < 10}
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Figure 5.4: The performance of NAP using non-neighbor context. Dotted lines are the
context-only counterparts.

Number of Neighbors

Figure 5.3 illustrates the relationship between the number of neighbors and model per-
formance. As shown, NAP generally improves as K increases and then plateaus. Most
domains reach the highest accuracy with a K value close to 10, but the performance
gains after the first few neighbors are less than 1.5%. This confirms that neighbors
closer to a review drive the bulk of the influence on customers perceiving review help-
fulness. Taking all neighbor types and weighting schemes into account, NAP initially
beats I within the first five reviews. In particular, all domains but D5 achieve so within
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only the first two reviews.

Overall, NAP is inferior to I when learning context from extremely few neighbors.
In a way analogous to I+N, the insufficient context information used in NAP can be
thought of as introducing noise to I. NAP starts to improve and outperform I when more
neighbors are involved. The additional neighbors aid consolidating contextualization
by accumulating helpfulness clues. At some point, continuing to include neighbors has
little influence on NAP, suggesting that the information needed for contextualization has
saturated.

Neighbor Selection Schemes

The three neighbor selection schemes are compared. In particular, I+P is selected as the
baseline to observe the change of performance from using preceding neighbors to fol-
lowing and surrounding ones as context. Figure 5.5 demonstrates the domain-dependent
behavior of neighbor selection. On D1–D4, I+P generally outperform I+F and I+S,
suggesting that customers rely more on preceding neighbors to determine review help-
fulness. Contrarily, following and surrounding reviews are more capable on D5 and D6
of constructing context information. The performance gaps among the neighbor types
are mostly within 2%.

Weighting Schemes

In a similar vein, Figure 5.6 compares the four weighting schemes by computing the
performance gaps between AVG and the rest. As shown, AVG offers a robust option
for learning context clues from neighbors, with the gap within 1% (2%) in most (all)
cases. The highest performance (blocks in the darkest blue colors) is majorly achieved
by either WAVG or FR, necessitating the use of finer-grained schemes to gather useful
information from neighbors of uneven quality. Whereas modeling neighbor interactions
during context construction brings less obvious improvement. In many cases, SFR re-
ceives lower accuracy than other schemes if not having comparable performance. This
requires further analysis on the interaction mechanism among neighbors in future work.
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Figure 5.5: The increase/decrease in accuracy of I+F and I+S compared with I+P.

Combination Factor

Figure 5.7 analyzes the combination factor γ controlling the influence of neighbors on a
current review during contextualization. The value of γ is varied from 0.1 to 0.9 incre-
mented by 0.1, using the context settings mentioned in Table 5.4. The two cases γ = 0
(i.e., neighbor-only helpfulness prediction) and γ = 1 (i.e., independent helpfulness pre-
diction) are ignored as has been reported in previous sections. Recall in Equation (5.14)
that the value of γ is inversely proportional to the influence of neighbors.

As shown, the sensitivity of NAP to γ differs across domains. Overall, the per-
formance of NAP first increases and then decreases along with γ, peaking at around
γ = 0.5. This suggests neither excessive dependence on a current review or that on
its neighbors facilitates contextualized helpfulness prediction. The finding further con-
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with AVG.

firms that the effectiveness of NAP results from the review-neighbor interaction rather
than only either source.

While acting similarly across domains in γ ∈ [0.5, 0.9], NAP is more sensitive to
the amount of neighbor information used for helpfulness modeling in γ ∈ [0.1, 0.5].
Specifically, D2 and D3 show relatively high sensitivity, followed by D1 and D5, and fi-
nally D4 and D6 are comparatively less sensitive to γ. One explanation is the difference
in domain-specific characteristics, for instance, the homogeneity of review opinions to-
wards the same product.
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Trade-off between Performance and Complexity

As has been shown in Table 5.4, NAP tends to involve large number of neighbors and
more flexible weighting schemes. Although reaching the highest performance, such
context settings demand high computational complexity. As discussed, using excessive
number of neighbors and/or overcomplicated weighting schemes does not guarantee a
significant increase of accuracy. In circumstances where efficiency is emphasized, the
relatively slight improvement can be traded for a faster model implementation.

This section searches for alternative NAP context settings that reduce model com-
plexity while maintaining performance within an acceptable range. Let p be the context
setting in a domain that leads to the highest accuracy q, p̂ is a comparable alternative
for p if (1) p̂ uses smaller K values, (2) p̂ uses simpler weighting schemes, and (3)
|q̂ − q| ≤ δ. Here, δ ∈ [0, 1] constrains the drop of performance to be no more than
1%. Table 5.6 lists the alternative context settings ordered by δ. As shown, comparable
neighbor-aware helpfulness prediction can be approached using AVG on at most five
neighbors, with less than 0.72% accuracy drop. Among these alternative settings, fol-
lowing and surrounding reviews tend to be more effective neighbor selection schemes.
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Table 5.6: Alternative context settings.

Weighting Scheme Neighbor Scheme K δ

D1 AVG I+F 6 0.2392
AVG I+F 4 0.7177

D2 AVG I+F 7 0.0781
AVG I+S 4 0.2344

D3 FR I+F 8 0.0272
FR I+S 4 0.3261
AVG I+S 4 0.4348

D4 AVG I+S 6 0.1639
AVG I+F 2 0.4918

D5 AVG I+P 5 0.5502

D6 WAVG I+P 6 0.0870
WAVG I+P 5 0.1739
WAVG I+S 4 0.5217
AVG I+F 3 0.6957

5.5.4 Qualitative Analysis

Two qualitatively analysis tasks are conducted to provide more straightforward and ex-
plainable evidence towards the effectiveness of NAP. As an example, D1 using the first
alternative context setting ( averaging the opinions of six following neighbors of a cur-
rent review ) in Table 5.6 is selected.

Learned Document Embeddings

The first task illustrates the learned neighbor-aware document embeddings of testing
samples produced by NAP for helpfulness prediction. To this end, the output of the
penultimate layer (Equation (5.14)) is computed. As for dimensionality reduction, t-
SNE [188] is applied to obtain the corresponding 2-dimensional vector representations.
Figure 5.8 presents the predicted document embeddings using neural network weights
before and after model training. When the weights are initialized randomly, helpful and
unhelpful samples are mixed with each other. Replacing the random weights in the em-
bedding table E with those pre-trained by GloVe does not lead to significant difference.
When NAP is trained, the weights of both independent and neighbor-aware helpfulness
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prediction can effectively separate helpful and unhelpful samples. In particular, the latter
learn better separability to distinguish helpful reviews from unhelpful ones. Therefore,
the use of review neighbors as context strengthens the predictive power of helpfulness
prediction.

(a) Random (b) GloVe

(c) Independent (d) Neighbor-aware

Figure 5.8: t-SNE projection of the learned document embeddings. Blue and red points
are helpful and unhelpful reviews, respectively. (a) The model weights are initialized
randomly. (b) Similar to (a) except the embedding table E is initialized by pre-trained
GloVe embeddings. (c) The weights are trained for independent helpfulness prediction.
(d) The weights are trained for neighbor-aware helpfulness prediction.

Case Studies

The second task investigates possible reasons of a current review being influenced by its
neighbors in reality. Table 5.7 provides four instances from the test set, each containing
a review and its neighbors, along with the predicted helpfulness and ground-truth labels.
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In (a), the helpfulness of the current review per se is ambiguous. Given the con-
text mostly mentioning a similar issue of insufficient member interaction (as underlined
in the table), the current review is more trustworthy and thus wins additional helpful-
ness. Similarly, the neighbors in (b) aid forming an impression that the dating platform
mainly suffers from pricing and customer service. Such context confirms and supports
the current review, making it more helpful than it could have been if presented alone. On
the contrary, (c) and (d) show a different scenario where the formed impression (overall
positive) contradicts the current review’s opinion (overall negative). In this case, the
context weakens the perceived standalone helpfulness of the current review. The four
instances above show that neighbor-aware helpfulness prediction can surpass its inde-
pendent counterpart by capturing the influence brought by review neighbors.

Table 5.7: Examples of real-world reviews influenced by their neighbors. Each exam-
ple contains six neighbors as the context of a current review. From left to right, each
helpfulness triplet indicates (1) the predicted independent helpfulness, (2) the predicted
neighbor-aware helpfulness, and (3) the ground truth. Typos and grammatical errors are
intentionally preserved.

Example

(a) Helpfulness: 0–1–1
1. “I was disappointed and they took my money but no dates after 6 months of subscriptions. [...]

[N]o one sent me any email or respond, no connections or dates. [...]”
2. “Sorry I joined. I joined a few weeks ago. I have seen no new people since then. The site is often

down. I am not pleased and wish I had not first joined for a year.”
3. “Horrible Experience. The screening process never produced results. [...] This is poor customer

service and hiding behind policy when a customer is unhappy says a lot about their poor product.”
4. “<ORG> [w]as the worst experience I’ve ever had!!! [...] [K]ept charging my credit card and

never gave me any dates! It’s a bunch of young kids running the office and don’t have a clue
what they are doing!”

5. “I found a way to close my <ORG> account. I joined this dating site 4 weeks ago and didn’t like
the fact I wasn’t being matched with the women I put in my profile [...]”

6. “Not for those looking for real people to date. [...] [Y]et I really have had
no success with any matches. It is very disappointing to be matched with at least 7 guys
every day and get no response from any of them. [...]”

“Senior dating? I signed up my dad to <ORG> to see if this site works for seniors and apparently it
doesn’t (at least not for him due to lack of members from his town).”

continued . . .
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. . . continued

(b) Helpfulness: 0–1–1
1. “Canceled account, Still charged full price. I wish I would have read more reviews before agree-

ing to try <ORG>. [...] Something is not right about that. :-(”
2. “<ORG> - Rip OFF. [...] [E]ven when you deactivate your account, <ORG>

will still charge your card. [...] [N]avigating the site and working with
‘customer service’ staff is a nightmare! Never again!!!”

3. “Don’t Do It... Unreliable and unethical. Their customer service is horrible,
the site itself is not user friendly [...] My card was charged again after having my account
deactivated and their excuse was [...]”

4. “They will take your money. Be careful!!! Once you inactivate your account you will
continue to get charged. <ORG> will refund only one of these charges as a ‘courtesy’. [...]
Customer service is completely non-existent. [...]”

5. “Stay away. Hackers and scanners have hit this site, <ORG> needs ti tighten up their security. [...]
I found no customer svc support phone nimbers anywhwre on the site page.”

6. “Delporable Business Practice. [...]I called to request a credit as my profile had been taken down
and I thought I had terminated my account on the site. Stupid me, I thought they would deal
fairly with me. [...]”

“Glitches, cumbersome site and charged full price!!!! I stupidly signed up for a year. I have met
someone off line and haven’t even been on the site a month. I have to pay for the entire year. Stay
away from this site. [...] Horrible, horrible service!!!!!!!”

(c) Helpfulness: 1–0–0
1. “Met an awesome lady. Thanks.”
2. “not too bad. better than the rest. not a hook up site for the most part.”
3. “Yes and No. [...] I like the offering of options to search that <ORG> gave me. I enjoyed the

formatting and the contact options. [...] I did meet someone. Thank you for a wonderful experi-
ence.”

4. “God blessed me through <ORG>. [...] He is AMAZING and I truly feel God blessed me with
this wonderful man. It is so good to have someone put such a smile on your face every day. I am
one lucky lady!!”

5. “Met after 1 week. WE both joined about the same time. In a week we met, another week a 1st
date, 5 weeks later am getting off on0line dating....hopefully for good.”

6. “Met the ‘Love of my Life’ Great site that enabled us to meet and fall for each other!”
“Awefull. I’m embarrassed that I got on <ORG>, I should have known better. The website is awe full
to maneuver. [...] I recommended NOT TO SIGN UP ON THIS WEBSITE (for your own good and
$)”

continued . . .
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. . . continued

(d) Helpfulness: 1–0–0
1. “I met an awesome man on <ORG>. I wasn’t going to join but this handsome man kept sending

me messages and I had to see what he was saying. I’m so glad I did.”
2. “Located My Prince. [...] After a couple weeks of messaging, we began texting and talking on

the phone. [...] We are now in a committed relationship and will be vacationing together this
summer!”

3. “Hade a great time. Great site had a good experiences.”
4. “It may take time but someone is there for you. Don’t give up. There are many good people on

this site. I have actually met a few great guys.”
5. “its ok. same story as any site.”
6. “Finding love quickly. This is a wonderful site-found someone with in a week.”
“Total Rip Off. No matter how many miles you put, they keep sending you matches hundreds of
miles away. People you contact are no longer on there. Once you cancel they use you profile
forever. [...]”

5.6 Summary

This chapter has proposed NAP for neighbor-aware helpfulness prediction. NAP dif-
fers from most existing studies that assume the perceived helpfulness of a review is
self-contained. NAP also differs from existing context-aware methods that learn global
context from a whole sequence of reviews. Instead, NAP contextualizes a review into
a small number of its sequential neighbors, which better describes the reality. In NAP,
a total of 12 methods (3 neighbor selection schemes × 4 weighting schemes) were ex-
plored for context construction from neighbors. Extensive experiments on six domains
of real-world reviews were conducted to validate the feasibility and effectiveness of
NAP. Empirical results and qualitative analysis show that exploiting the interaction be-
tween a review and its neighbors can improve helpfulness prediction and advance the
state-of-the-arts.

NAP was investigated under different context settings. Those producing the highest
performance revealed that NAP engaged on average eight neighbors for context con-
struction and considered the neighbors to be of uneven importance. The bulk of NAP’s
performance gains occurred in closer neighbors, whereas more distant ones had less
influence. Selecting a type of neighbors for context construction, however, was domain-
dependent, with following and surrounding neighbors being more favoured . Cross-
domain analysis further revealed that a highest-performance context setting could be
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approximated by averaging the opinions from no more than five closest neighbors of
a review. The findings of this work will hopefully pave the way for future research in
neighbor-aware helpfulness prediction.

There are several directions to be addressed. In the text encoding phase, more so-
phisticated representation methods will be employed to learn deeper semantics from
review texts. As for context construction, more flexible schemes will be explored to
select and aggregate neighbors. One example will be using skipped neighbors or asym-
metrical surrounding neighbors. In addition, a learned rather than specified combination
factor can further automate the helpfulness modeling process. Finally, further analysis
on NAP will be conducted to investigate the performance gaps among domains. It is
also interested to check how including even more neighbors (e.g., up to 20) will affect
the performance of neighbor-aware helpfulness prediction.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK

The prosperity of Web 2.0 has brought fundamental changes to contemporary shop-
ping activities. Apart from unilateral manufacturer-provided information, customers can
now rely on crowd-sourced opinions to make informed purchasing decisions. Concur-
rently, the number of online user-generated reviews is growing faster than before, posing
new challenges to the effective utilization of reviews. To combat information overload,
efficacious solutions are required to filter low-quality content and locate useful informa-
tion within a plethora of online reviews.

Automatic helpfulness prediction aims to identify and recommend helpful reviews
to customers. On the way towards further accurate prediction, this thesis has constructed
data-driven models to overcome existing drawbacks found in prior literature. This chap-
ter recapitulates the research problems along with the corresponding solutions and find-
ings, followed by potential directions to be addressed in the future.

6.1 Concluding Remarks

In this thesis, the following three problems found in existing automatic helpfulness anal-
ysis have been discussed and addressed.

• Lack of evaluation standards and justification for feature curation. Helpfulness
prediction has been widely studied, yet the research on this topic is still frag-
mented and heterogeneous. The identification of features for the task tend to be
arbitrary in prior research, with a lack of justification for the decisions made. The
excessive use of features without effective selection strategies can easily cause
feature redundancy and irrelevance. Unclear/deficient experiment settings, ad-hoc
dataset unreachability, and source code unavailability further hinder result repro-
duction. These issues can lead to mixed conclusions and contrasting findings,
affecting the generalizability of the helpfulness prediction.

• Underdeveloped rating information and its interaction with review content. The
leverage of review texts and the corresponding star ratings for helpfulness mod-
eling has been the topic of considerable interest in the past decade. Both features
have shown to be effective when used either individually or jointly. In particular,
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the content-rating interaction aids in capturing the (in)consistency between the
two features both quantitatively and qualitatively. Despite having a strong influ-
ence on customers perceiving review helpfulness, such mutual interaction has yet
to be fully developed. Current methods either limit the text-rating interaction or
the capacity of star ratings during interaction.

• Unawareness of the influence of review neighbors on helpfulness prediction. Nu-
merous psychological studies and human behavior analyses have confirmed that
social influence plays a key role in decision making. In the context of helpfulness
evaluation, the perception of a review by customers has been found to be suscep-
tible to the presence and behavior of its neighbors. At the present time, however,
the vast majority of existing studies assume customers are immune to a review’s
surrounding context when perceiving review helpfulness. These approaches have
a number of impracticable and critical drawbacks. This necessitates a more realis-
tic methodology for contextualized helpfulness prediction that takes into account
a review’s neighbors.

This thesis contributes to existing literature on automatic helpfulness prediction and
the research community. Effective solutions have been proposed in regards to the afore-
mentioned problems.

• Comprehensive empirical analysis and guidelines on helpfulness feature identi-
fication and selection. Systematic literature review has been conducted to sum-
marize, count, and rank current (i) features, (ii) models, (iii) datasets, and (iv)
methodologies used in the field. Aiming for justifiable feature curation processes,
the 30 most frequent features derived from review texts have been identified and
grouped into five coherent categories based on their functionality. Three standard
feature selection scenarios are considered to enable the effective use of the iden-
tified features. More specifically, the individual features, feature combinations
within each category, and all feature combinations that lead to optimal perfor-
mance have been studied. Standardized evaluation protocols have been designed
to ensure the task reproducibility, model comparability, and result generalizabil-
ity. Extensive experiments on six public Amazon domains show several signifi-
cant findings. First, combining features from multiple categories has been shown
to be the most effective scenario for accuracy improvement. Second, unigrams
(either represented as conventional Bag-of-Words models or word embeddings)
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yield the strongest predictive power. Third, fine-grained categorical sentiments
can achieve slightly inferior accuracy to unigrams with (far) fewer feature dimen-
sions. A comprehensive practitioners’ guide to feature identification and selection
has been summarized based on the findings.

• Novel paradigms of text-rating interaction and interactions between review texts
and other metadata for helpfulness modeling. A new family of methods have been
proposed for interacting review texts with star ratings. In particular, two deep neu-
ral network architectures have been presented for review helpfulness prediction
while capturing the explicit content-rating interaction. The architecture consists
of two main components: (i) the content encoder learning gated convolutional
representations from review texts and (ii) the rating enhancer that incorporates
rating-based valence information in an adaptive manner into the learned content
representations. Model performance is evaluated via extensive experiments on six
public Amazon domains against a series of state-of-the-art baselines. Ablation
studies and qualitative analysis are further carried out to understand the model
behaviors. The promising results in utilizing text features and rating information
have led to some useful findings. First, representing star ratings as continuous
embeddings makes a significant improvement on the direct use of raw numbers.
Second, both the explicit content-rating interaction and adaptive rating-based va-
lence learning are critical to improving prediction performance. More impor-
tantly, the proposed interaction mechanism inspires similar applications to other
review metadata.

• Advanced review neighbor exploitation for contextualized helpfulness modeling.
An original methodology has been elaborated for neighbor-aware helpfulness pre-
diction. More specifically, a flexible deep neural framework has been introduced
to take into account the surrounding context on top of the self-contained infor-
mation of reviews. The framework considers a total of predefined 12 methods
for neighbor context construction. The methods result from the combination of
three neighbor types (i.e. preceding, following, and surrounding reviews) and
four weighting schemes of different flexibility. Extensive experiments are con-
ducted on six real-world datasets to validate framework feasibility and effective-
ness, along with ablation studies and qualitative analysis. Experimental results
have proven that a review’s helpfulness not only depends on itself; it also depends
on the interaction with its neighbors. Although on average eight review neighbors
are preferred to reach max-performance prediction, the bulk improvement lies in
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the closest five neighbors. Finally, customers tend to consider the influence of
review neighbors differently based on their descriptive content. The selection of
neighbor types is domain-specific, but overall following and surrounding neigh-
bors are more favored.

This thesis offers valuable insights into helpful review identification and recommen-
dation. The findings of this thesis will hopefully have theoretical and practical im-
plications for online customers to locate and understand diverse information; and for
e-commercial businesses to target and grow their user base. It is worth noting that the
extracted features and trained models used within this thesis can be adapted to relevant
topics (e.g. fake review detection and opinion analysis) and even broader topics such as
text quality evaluation.

6.2 Future Research Directions

There remains several directions to be addressed in the future regarding the computa-
tional frameworks proposed for automatic helpfulness prediction in this thesis.

• More advanced models for helpfulness modeling along with hyperparameter tun-
ing. The helpfulness prediction solutions outlined in this thesis have been devel-
oped upon Convolutional Neural Networks (as most deep learning studies have)
to encode review content into continuous representations. In the future, more ad-
vanced content encoders will be examined to validate the effectiveness of learning
deeper and more meaningful semantic relationships (e.g., ironies) among words,
phrases, sentences, and reviews. These could include the attention-based architec-
tures [85, 86] such as Hierarchical Neural Networks and the Transformer [298].
As Chen et al. [45] state, the learned attention weights can better represent reviews
for user preferences and item features. Similarly, Ge et al. [96] shows that both
word- and sentence-level attention are found to boost model performance due to
the flexibility in selecting useful information for helpfulness modeling. Another
possibility is existing pre-trained language models for contextualized sentence
representation learning, such as ELMo [239], BERT [71], ERNIE [338], and their
variants. Also, thorough examination is required to tune and identify the optimal
hyperparameter settings [336] for the proposed frameworks.
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• Further sophisticated interactions between review content and other metadata.
Chapter 4 has shown the feasibility and effectiveness of interacting review content
with star ratings. Despite few metadata (e.g., product types, review star ratings,
and review length) being chosen as moderating factors, most of the remaining are
not (sufficiently) researched. As Hu et al. [122] state, existing studies tend to
assume that the helpfulness-related features interact little or not at all with each
other. In practice, however, some determinants are likely to have interaction ef-
fects. For example, the inconsistency between the star class of a hotel [305] and its
received review star rating may affect the perceived review helpfulness. It would
be interesting to know the interaction effect of different types of review charac-
teristics on review helpfulness, following methods similar to those described in
Chapter 4. For instance, the spatial characteristics of different time granularity
(e.g., seasonality [93]) may affect other factors in perceiving review helpfulness.
Given the increasing prevalence of mobile devices, it is also worth taking the cor-
responding website layouts into account. The various availability and position
of review attributes may affect the understanding a consumer’s understanding of
helpfulness as they are perusing reviews. Additionally, the interaction between
multi-modal data [18] that utilizes natural language and computer vision could
help achieve more comprehensive helpfulness. The work of Ma et al. [187] is an
example. This works uses both hotel review texts and the user-uploaded images
for helpfulness prediction. Finally, mutual interaction can also be extended to the
interaction among multiple types of metadata.

• The exploration of data augmentation techniques. Data augmentation refers to
operations on training data prior to model construction that aim to either im-
prove data quality or produce additional training data. Data augmentation has
been widely used in image processing [112], such as geometric transformations
(e.g., cropping, rotating, and flipping) and color distortions. Recently, data aug-
mentation has shown some success in NLP and relevant fields [310], and thus
could be adopted to strengthen helpfulness prediction. Potential usage includes (i)
enhancing unstructured raw textual reviews with structured knowledge via taxon-
omy learning [35]; knowledge graphs [234], argumentative structures [114, 171],
and existing linguistic resources (e.g., thesauruses, ontologies, and lexicons); (ii)
advanced task-specific pre-processing such as word transformations (e.g., syn-
onym/antonym replacement) and noise interference (e.g., random word/phrase
masking and swapping); (iii) post-processing on the learned word and document
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representations [210]). For example, Maroun et al. [191] suspect that customers
may not (carefully) read lengthy reviews because it takes extra time and effort.
Therefore, skipping certain reviews or words/sentences of a review during model
training may be closer to how customers actually process information when read-
ing reviews.

• Managing social biases involved in helpfulness modeling. Existing literature
[68, 172, 303] has revealed a number of helpfulness evaluation biases pertinent
to social psychology and praxiology. Such biases are mainly rooted in differ-
ent platform layouts and user navigation preferences. The diversity of cultural
background can also affect the ways that users give, receive, and understand the
sentiments [348] embedded in review opinions. Following the voting process
mentioned in [224], customers can vote on whether a review is helpful based on
the provided review information. As time elapses and the review accumulates
votes, the corresponding review information can change dynamically. Such dy-
namics will in turn affect the later customers’ voting behaviors (these behaviors
have been partly addressed in Chapter 5). Additionally, most platforms provide
options to order reviews differently, which cannot be reflected in the final vot-
ing data. Future studies need to disentangle such reciprocal influence posed by
social biases. The most ideal way of doing this is to collect multiple snapshots
data [280, 159, 7] at the price of long-term data collection. Alternatively, one
can collect reviews that are constantly displayed in (reverse) chronological order,
which strictly limits the available data sources. Given several studies having re-
leased human annotation results, a more practical method is to train models to
learn the transformation between voting data and human-annotated helpfulness.
The trained model can then be used to predict the “actual” helpfulness of more
reviews. Following the footsteps of in many existing studies, future directions
should also utilize the findings and theories from previous psychological and be-
havioral analysis when constructing helpfulness evaluation models.

In a more general context, the mechanism of human helpfulness assessment pro-
cesses on online reviews (to which all current helpfulness modeling methods are at-
tempting to approach) are yet to be completely revealed. In the future deeper and more
thorough analysis is required to further understand, dissect, and clarify the involvement
of different types of participants [208] into the whole life cycle of electronic word-of-
mouth. The followings are some promising future directions for exploration:
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• Towards personalized helpfulness prediction. For simplicity, most existing studies
assume that all customers share a global standard to rate reviews fairly and unan-
imously. Reviewers can provide content of random quality due to factors such
as different education backgrounds. Given this, it is natural to also consider that
raters can also rate reviews in diverse ways. As Fan et al. [86] state, customers
may focus on different review aspects based on their needs. Moghaddam et al.
[204] confirm that the evaluation of review helpfulness varies in (groups of) users
rather than being unified and standardized. Hence, the global assumption should
be extended to personalized helpfulness prediction to suit more realistic situations.
Several studies [45, 291, 96, 204, 291, 191] offer good starting points. Within
these studies, personalization is fulfilled by taking into account review informa-
tion (content- and context-based features), targeted item profiles, author profiles,
rater profiles, and follower profiles (where possible). To more accurately pinpoint
user-specific information, one can borrow methodologies and harvest techniques
used in closely related areas, such as content-based recommendation [342] and
aspect-based sentiment analysis [240]. In the future, a four-dimensional interac-
tive framework will be designed to assist in helpfulness prediction. Focused on
review content, the framework will integrate the profile of targeted items, reviews,
reviewers, and raters, which are latent factors to be estimated. The learned results
can be analyzed for mining customers’ behavioral patterns and regular changes of
preferences, categorized into personality groups, and further utilized for person-
alized recommendation.

• Towards versatile helpfulness prediction. Current helpfulness prediction tasks re-
quire labelled data for model training. In practice, the number of available online
reviews vary hugely between items/domains/languages. The scarcity of training
data may fail to truly reflect the feature distribution of helpfulness and may dimin-
ish model performance. Deep learning models are particularly in need of training
data due to their data-hungry nature. On the other hand, training on moderate
and large datasets demand expensive labelling efforts. In prior literature, review
helpfulness is predominantly labelled in an automatic manner using the number
of (helpful) votes received by reviews. Such voting data is, however, likely biased
and can differ variously from human-annotated helpfulness [172, 322]. To this
end, future work should pursue end-to-end models with an emphasis on higher
model versatility and less data specificity dependency. Transfer learning using
multi-task, multi-channel, and multi-input architectures [146] can be adopted to
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learn more robust features for helpfulness modeling. There are several circum-
stances [322, 50] in which out-domain models can achieve similar but inferior
performance than in-domain ones. Such a phenomenon suggests the existence of
general knowledge [286] shared across data sources (e.g. common sense) in ad-
dition to source-specific knowledge. As such, low-resource data can be enhanced
by general knowledge, taking advantages from less relevant and irrelevant data
sources. Cross-lingual [259] and cross-domain [44, 43] helpfulness prediction are
standard practice. In a practical context, reviews of an item in one online platform
can also leveraged for another to increase the size of training data. Finally, it is
preferable to train models on large-scale unlabelled data using few or no annotated
reviews, such as semi-supervised [343] and unsupervised [295] methods.

• Towards intelligent helpfulness prediction. The interpretability of helpfulness has
attracted increasing attention from the research community. This is due to the
necessity of distilling deeper and more meaningful knowledge instead of merely
improving model performance. For neural architectures using “black box magic”
[260], finding explainable answers [99] to the high model performance is even
more important. Current solutions [43, 322] mainly aim to showcase the learned
importance of features, such as words/phrases and lexicon dimensions. The im-
portance is computed via (i) regression weights, (ii) attention mechanism, (iii)
gating mechanism, and (iv) pooling operations. These kinds of shallow expla-
nations are, however, still far from understanding the logic behind the human
voting process. Future models should raise interpretable helpfulness prediction to
a higher level to gain clearer insights. More understandable schemes (e.g. func-
tionalities, hierarchies, and visual cues) can be conceived to interpret the learned
features from different abstract levels. Rationalizing neural predictions [163] is
yet another remedy for acquiring justifiable information. The interpretations can
be further combined with state-of-the-art natural language understanding and gen-
eration techniques to develop more intelligent models for helpfulness analysis.
One application is comprehensive review summarization [8] over massive online
reviews. For example, an ideal product summary could comprise bullet points de-
scribing intensity-based pros and cons, along with case studies and reasons for the
opinions, rather than simply excerpting information pieces from existing review
sentences. Further, the development of domain-specific Dialogue Systems [46]
and Question Answering systems [115] is desired.
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CHAPTER 7
COMPLETE DESCRIPTIVE STATISTICS

Table 7.1 shows the full descriptive statistics of the data used throughout the thesis.
In particular, the Amazon 5-Core dataset is used in Chapter 3 and Chapter 4, whereas
the SiteJabber and ConsumerAffairs data are used in Chapter 5. The complete list of
statistics includes (1) the number of reviews in the training, validation, and test set, (2)
vocabulary size, (3) the out-of-vocabulary rate in both validation and test set, and (4) the
length statistics (i.e., the minimum, maximum, mean, median, standard deviation, and
sum) of word count, sentence count, and the average number of words per sentence of
reviews in individual domains.

Table 7.1: Full descriptive statistics of all the domains.

Dataset Amazon 5-Core

Domain D1 D2 D3 D4 D5 D6

#Reviews

All 20,416 23,100 33,962 105,934 164,052 306,430

Training 16,332 18,480 27,168 84,746 131,240 245,144

Validation 2,042 2,310 3,396 10,594 16,406 30,642

Test 2,042 2,310 3,398 10,594 16,406 30,644

#Vocab 28,141 91,671 96,675 246,485 349,832 483,404

Validation OOV
<NUM> 0.93% 1.10% 1.80% 0.91% 0.78% 0.57%

<UNK> 1.67% 0.88% 0.91% 0.81% 0.67% 0.57%

Test OOV
<NUM> 0.93% 1.16% 1.73% 0.90% 0.80% 0.56%

<UNK> 1.76% 0.89% 1.05% 0.80% 0.69% 0.57%

#Words

Min. 7 2 2 4 3 3

Max. 1,641 5,531 5,143 4,813 5,234 5,436

Mean 59.02 333.96 250.75 226.00 256.95 242.34

Median 37 215 158 169 184 169

Std. 70.68 368.80 302.59 205.69 249.56 254.05

Sum 1,204,921 7,714,545 8,515,804 23,941,259 42,152,922 74,261,016

#Sentences

Min. 1 1 1 1 1 1

Max. 89 396 348 565 388 661

Mean 5.20 20.29 15.80 13.80 15.24 14.31

Median 4 14 11 11 11 10

Std. 4.29 20.98 17.08 12.04 13.49 13.63

Sum 106,242 468,771 536,704 1,461,680 2,500,454 4,384,372

#Words
#Sentences

Min. 2.22 2.00 1.76 1.38 1.45 1.05

Max. 191.00 260.50 324.00 531.00 630.00 542.00
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Mean 11.39 16.48 15.52 16.57 16.72 16.28

Median 10.00 15.22 14.39 15.40 15.50 15.61

Std. 6.44 8.76 8.40 8.53 9.27 6.70

Dataset SiteJabber ConsumerAffairs

Domain D1 D2 D3 D4 D5 D6

#Reviews

All 4,054 5,294 6,964 2,932 8,156 4,602

Training 3,308 4,270 5,616 2,252 7,112 4,234

Validation 328 512 612 436 426 138

Test 418 512 736 244 618 230

#Vocab 11,381 11,492 15,836 9,118 17,778 11,932

Validation OOV
<NUM> 1.02% 1.01% 1.60% 1.41% 1.75% 1.86%

<UNK> 3.31% 1.81% 2.56% 2.04% 1.00% 0.99%

Test OOV
<NUM> 1.01% 1.15% 1.22% 1.67% 1.77% 1.53%

<UNK> 2.55% 1.79% 2.87% 1.84% 1.07% 1.26%

#Words

Min. 2 2 2 11 3 3

Max. 9,403 2,857 1,779 2,617 2,453 2,462

Mean 88.65 86.25 83.49 135.86 143.32 141.73

Median 55 62 55 92 105 101

Std. 194.58 89.08 99.67 150.65 136.30 142.35

Sum 359,369 456,602 581,456 398,341 1,168,941 652,223

#Sentences

Min. 1 1 1 1 1 1

Max. 324 154 95 184 96 187

Mean 6.67 6.97 6.64 9.21 9.61 9.77

Median 5 6 5 7 8 7

Std. 9.34 5.53 5.80 8.56 7.78 8.85

Sum 27,035 36,909 46,222 27,004 78,408 44,955

#Words
#Sentences

Min. 1.00 1.00 1.00 1.50 2.50 2.00

Max. 201.50 186.50 200.00 42.50 65.00 95.00

Mean 12.91 12.67 12.31 14.42 14.67 14.13

Median 11.33 11.17 10.73 13.77 14.00 13.56

Std. 9.23 8.23 9.24 4.73 5.32 5.04

170



CHAPTER 8
SANITY CHECK OF DOMAIN-SPECIFIC EMBEDDINGS

Table 8.1 and 8.2 depict the sanity check on general and domain-specific terms,
respectively. As shown in the tables, the three types of pre-trained word embedding
models are capable of returning meaningful results across domains. One merit of word
embeddings is to identify informal writing, such as the term “bad” (“b-a-d”, “baad”,
“baaad”) and “good” (“goood”, “goog”, “goos”). Another merit of word embeddings
is that misspelled words can be associated with their correct counterparts, for example,
“convenient” has high similarity to “convient”, “convienent”, “convienient”, etc. and
“quality” to “quaility”, “qaulity”, “qality”, etc.

At a glance, the retrieved similar entities trained on domains reflect more specific in-
formation. Take the term “price” as an example, the most similar words are forms of the
lemma, relevant concepts, and various numeric values indicating product prices. Some
domain-specific word embedding also demonstrate the idiosyncrasy of shallow reason-
ing. For instance, the returning entities of the term “inconvenient” suggest superfluous
(D1), cheap-looking (D4), and unreadable (D4) characteristics might lead to product
inconvenience. Similarly, the term “convenient” produces compact (D1), cost-effective
(D4), biodegradable (D5), and portable (D6), which is insightful.

In addition, domain-specific embeddings can capture deeper semantic relationship
between words/phrases and the targeted domains. For example, in D1 (Apps for An-
droid) the most similar words to the term “quality” describe the “resolution”, “clarity”,
and “presentation” of mobil applications. In D2 (Video Games), the term “quality”
refers to the “workmanship”, “craftsmanship”, and “comfortability” of gaming prod-
ucts. Many similar entities of the term “discount” reveal retailer names such as costco
(D3), woolworths (D4), walmart (D4), fye (D5), walgreens (D5), and bestbuy (d6),
which are missing in SGNS and GV. Thus, domain-specific embeddings better reflect
specifics than the two general purpose counters.

Table 8.1: Sanity check on general terms.

good bad convenient inconvenient

D1 great (0.7450) shabby (0.6456) convienent (0.7603) cumbersome (0.6234)
decent (0.7163) terrible (0.5714) convient (0.7599) irritating (0.6220)
nice (0.6420) horrible (0.5701) convienient (0.6874) annoying (0.6177)
goog (0.6377) good (0.5651) useful (0.6607) nuisance (0.6103)
game.good (0.6309) ify (0.5490) compact (0.6584) disconcerting (0.6068)
agood (0.6218) floaty (0.5485) handy (0.6456) detrimental (0.5856)
excellent (0.6119) boringgg (0.5418) reliable (0.6451) forgivable (0.5841)
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chanllenging (0.6091) allright (0.5416) efficient (0.6371) superfluous (0.5839)
goood (0.6070) isent (0.5392) convinient (0.6333) balky (0.5822)
ggreat (0.6053) judt (0.5377) dependable (0.6070) aggravating (0.5768)

D2 great (0.7680) terrible (0.6297) useful (0.6168) annoying (0.6109)
decent (0.7596) baaad (0.6211) compact (0.6116) problematic (0.5946)
good.the (0.7034) horrible (0.6109) reliable (0.6060) awkward (0.5908)
excellent (0.6810) good (0.5942) convienient (0.6057) cumbersome (0.5816)
desent (0.6414) not-so-good (0.5704) practical (0.6052) irritating (0.5752)
nice (0.6407) neccessarily (0.5607) convient (0.6008) convenient (0.5736)
goog (0.6324) repeatitive (0.5487) convinient (0.6000) frustrating (0.5687)
gr8 (0.6304) postive (0.5452) affordable (0.5855) flaky (0.5686)
grat (0.6236) speller (0.5404) comfortable (0.5840) bothersome (0.5643)
pritty (0.6219) terribad (0.5324) efficient (0.5750) finnicky (0.5618)

D3 decent (0.7787) terrible (0.6396) convienient (0.8016) awkward (0.7645)
great (0.7278) shabby (0.6138) convienent (0.7662) annoying (0.7203)
excellent (0.7127) horrible (0.6119) useful (0.7322) cumbersome (0.7166)
descent (0.7060) omen (0.5880) practical (0.7249) impractical (0.7070)
goos (0.6744) baaad (0.5875) convient (0.7147) frustrating (0.6991)
nice (0.6513) awful (0.5616) convinient (0.7069) troublesome (0.6951)
qood (0.6437) good (0.5611) convent (0.7063) aggravating (0.6921)
fitts (0.6348) shaby (0.5538) versatile (0.6992) unhandy (0.6911)
goood (0.6347) ggod (0.5363) handy (0.6960) irritating (0.6651)
nive (0.6281) poor (0.5206) practicle (0.6273) nuisance (0.6639)

D4 great (0.7201) terrible (0.6810) affordable (0.6411) inconveniently (0.6403)
decent (0.7057) horrible (0.6276) inexpensive (0.6133) typographical (0.6313)
ggod (0.6863) abad (0.6227) cost-effective (0.6129) cheap-looking (0.5955)
goodbut (0.6736) half-bad (0.6206) multiple-disc (0.5868) unreadable (0.5942)
good.the (0.6722) necessarilly (0.6176) reasonably-priced (0.5817) qc (0.5937)
good.buy (0.6610) nessecarily (0.6062) expensive (0.5708) pull-out (0.5908)
cd.good (0.6560) shabby (0.5909) slimline (0.5673) impractical (0.5891)
good.this (0.6431) necesarrily (0.5883) cd-sized (0.5544) 12x12 (0.5830)
perty (0.6429) bad (0.5847) inconvenient (0.5528) six-panel (0.5828)
good.and (0.6426) terible (0.5795) too-small (0.5520) opendisc (0.5811)

D5 great (0.7819) terrible (0.6727) convienent (0.6458) gore’s (0.5621)
decent (0.7301) horrible (0.6494) convienient (0.6327) half-truth (0.5480)
goog (0.7224) thebad (0.6402) conveniently (0.5407) guggenheim’s (0.5441)
enteresting (0.7199) awful (0.6219) contrived (0.5361) thruth (0.5322)
excellent (0.6956) semi-bad (0.6038) portability (0.5224) peer-review (0.5256)
goos (0.6945) tv-ish (0.5990) flimsy (0.5216) companion-piece (0.5097)
goodand (0.6942) good (0.5978) inexpensive (0.5212) fahrenhype (0.5037)
prettygood (0.6797) baaad (0.5928) frustrating (0.5202) verifiable (0.5017)
movie.good (0.6784) lousy (0.5749) cumbersome (0.5198) c2k (0.4978)
excellant (0.6775) b-a-d (0.5740) biodegradable (0.5103) quaeda (0.4964)

D6 great (0.8184) semi-bad (0.6409) convienent (0.7102) inconvienient (0.6121)
excellent (0.6981) good (0.6264) convient (0.6881) unpalatable (0.5385)
nice (0.6657) horrible (0.6114) convienient (0.6279) incovenient (0.5364)
really (0.6613) poor (0.6059) conveniently (0.5936) distressing (0.5227)
this (0.6606) bad-good (0.6038) contrived (0.5507) gore’s (0.4977)
well (0.6427) b-a-d (0.6023) convinient (0.5462) incontrovertable (0.4975)
interesting (0.6421) terrible (0.5906) convienant (0.5443) embarrassing (0.4888)
goog (0.6279) bad.so (0.5898) coincidental (0.5408) convenient (0.4880)
bad (0.6264) thebad (0.5850) portable (0.5362) upsetting (0.4846)
it (0.6230) bad-ish (0.5809) neat (0.5304) inconvient (0.4784)

SGNS great (0.7292) good (0.7190) Precooked cocktail shrimp (0.6684) convenient (0.5860)
bad (0.7190) terrible (0.6829) easily accessible (0.6345) irksome (0.5836)
terrific (0.6889) horrible (0.6703) convenience (0.6247) annoying (0.5694)
decent (0.6837) Bad (0.6699) user friendly (0.6226) problematic (0.5612)
nice (0.6836) lousy (0.6648) Convenient (0.6067) irritating (0.5519)
excellent (0.6443) crummy (0.5678) inconvenient (0.5860) unpleasant (0.5427)
fantastic (0.6408) horrid (0.5652) economical (0.5710) cumbersome (0.5308)
better (0.6121) awful (0.5527) easy (0.5709) impractical (0.5269)
solid (0.5806) dreadful (0.5526) conveniently located (0.5673) costly (0.5226)
lousy (0.5764) horrendous (0.5446) inexpensive (0.5596) expensive (0.5158)

GV great (0.8417) worse (0.7811) conveniently (0.7695) troublesome (0.6997)
better (0.8177) terrible (0.7739) convenience (0.7589) impractical (0.6759)
very (0.7988) awful (0.7722) easy (0.7424) cumbersome (0.6562)
nice (0.7975) horrible (0.7619) Convenient (0.6922) problematic (0.6500)
really (0.7903) wrong (0.7444) handy (0.6788) frustrating (0.6486)
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excellent (0.7774) too (0.7423) accessible (0.6621) uncomfortable (0.6338)
decent (0.7734) worst (0.7384) hassle-free (0.6485) bothersome (0.6328)
well (0.7699) thing (0.7379) ideal (0.6378) unavoidable (0.6204)
but (0.7551) good (0.7355) economical (0.6251) inconvenience (0.6178)
much (0.7421) because (0.7196) quick (0.6083) confusing (0.6165)

Table 8.2: Sanity check on domain-specific terms.

cheap expensive quality price discount

D1 cheep (0.6788) pricey (0.7677) resolution (0.6164) 2.99 (0.6678) discounts (0.6655)
inexpensive (0.6067) pricy (0.6974) high-quality (0.5984) 4.99 (0.6492) retailers (0.6277)
crappy (0.5834) costly (0.6918) clarity (0.5934) 1.99 (0.6444) discounted (0.6161)
spendy (0.5619) spendy (0.6906) presentation (0.5655) pricetag (0.6380) 14.99 (0.5996)
amateurish (0.5606) expencive (0.6642) performance (0.5579) 1.49 (0.6237) 49.99 (0.5866)
1.29 (0.5563) exspensive (0.6614) all-around (0.5470) 2.50 (0.6131) 200.00 (0.5780)
1.98 (0.5523) overpriced (0.6396) caliber (0.5457) 0.99 (0.6087) 29.95 (0.5719)
knockoff (0.5384) over-priced (0.6078) unwatchable (0.5444) 5.99 (0.6070) 75,000 (0.5705)
imitation (0.5383) cost (0.6068) res (0.5429) bargain (0.6022) coupon (0.5675)
cheesy (0.5347) scarce (0.5970) first-rate (0.5424) 99c (0.6002) sale (0.5669)

D2 cheaply (0.6685) pricey (0.7469) workmanship (0.6668) 29.99 (0.7266) sale (0.7140)
plastic-y (0.6373) overpriced (0.6981) craftsmanship (0.6506) 19.99 (0.7200) clearance (0.6604)
inexpensive (0.6161) pricy (0.6973) qaulity (0.6398) 39.99 (0.7194) bargin (0.6532)
plasticy (0.6090) costly (0.6762) quaility (0.6395) prices (0.7085) bargain (0.6408)
cheep (0.6072) pricier (0.6717) comfortability (0.6300) msrp (0.7034) discounts (0.6294)
flimsy (0.6051) exspensive (0.6581) crystal-clear (0.5865) pricing (0.6724) discounted (0.6263)
cheapy (0.5947) cheaper (0.6558) reproduction (0.5797) -$0.67 9.99 (0.6139)
cheaper (0.5777) cost-effective (0.6453) high-quality (0.5795) priced (0.6637) 39.99 (0.6044)
bargin (0.5710) affordable (0.6280) clarity (0.5780) pricepoint (0.6620) rebate (0.6035)
chincy (0.5699) over-priced (0.6260) g230 (0.5767) retails (0.6599) 24.99 (0.5983)

D3 cheep (0.8500) costly (0.8205) quaility (0.8194) proce (0.7262) discounts (0.7553)
inexpensive (0.7793) exspensive (0.7252) quailty (0.7961) pirce (0.7106) discounted (0.6752)
cheapy (0.7032) pricier (0.7097) qaulity (0.7743) pricing (0.6805) coupon (0.6661)
chep (0.6776) expencive (0.7058) qulaity (0.7715) pricepoint (0.6736) sale (0.6175)
cheaply (0.6770) expesive (0.6848) quility (0.7551) prce (0.6713) close-out (0.6165)
flimsy (0.6652) expenseive (0.6668) qualiy (0.7390) value (0.6699) open-box (0.6135)
flimsey (0.6540) pricey (0.6561) qualty (0.7300) pric (0.6543) retailer (0.6117)
chinsy (0.6434) cheaper (0.6456) qualtiy (0.7263) theprice (0.6410) promotion (0.6091)
cheapo (0.6332) overpriced (0.6450) quallity (0.7146) price.it (0.6291) overstock (0.6056)
super-cheap (0.6308) pricy (0.6315) qality (0.7103) priceit (0.6248) costco.com (0.5996)

D4 cheep (0.6863) costly (0.8188) quailty (0.7517) prices (0.7115) bargain (0.6723)
trick’s (0.6374) pricey (0.7901) qulaity (0.7189) cost (0.6834) cvs (0.6589)
cheaply (0.6325) overpriced (0.7811) quaility (0.7101) 8.99 (0.6801) brick-and-mortar (0.6549)
trick (0.6199) inexpensive (0.6937) qaulity (0.7072) 9.99 (0.6723) bargin (0.6482)
overpriced (0.5810) pricy (0.6916) qualtiy (0.6996) priced (0.6698) resale (0.6466)
second-hand (0.5706) prohibitively (0.6875) quiality (0.6593) 2.99 (0.6694) discounted (0.6378)
cheapest (0.5623) over-priced (0.6817) quallity (0.6586) 19.99 (0.6678) woolworths (0.6373)
cheap-o (0.5613) cheaper (0.6737) fidelity (0.6480) 13.99 (0.6676) clearance (0.6338)
expensive (0.5597) pricier (0.6715) qulity (0.6422) 14.99 (0.6671) walmart (0.6301)
bargain-bin (0.5545) spendy (0.6605) soundquality (0.6304) 7.99 (0.6653) retail (0.6287)

D5 cheep (0.7472) costly (0.6849) quailty (0.8165) prices (0.7585) wal-mart (0.7098)
cheaply (0.7045) overpriced (0.6726) qaulity (0.8013) priced (0.7425) fye (0.6960)
inexpensive (0.6787) affordable (0.6668) qualtiy (0.7952) 19.99 (0.7149) walmart (0.6907)
cheapest (0.6561) pricey (0.6634) quaility (0.7776) 9.99 (0.7109) discounted (0.6900)
crappy (0.6402) inexpensive (0.6551) qualty (0.7702) 12.99 (0.7067) pre-viewed (0.6737)
chintzy (0.6311) pricy (0.6207) qulaity (0.7522) 49.99 (0.6862) walgreens (0.6735)
tacky (0.6303) prohibitively (0.6191) qualitythe (0.7304) theprice (0.6853) cvs (0.6718)
bargain-basement (0.6251) over-priced (0.5952) quallity (0.7133) 29.99 (0.6812) big-box (0.6711)
cheapo (0.6202) affordably (0.5934) bluray’s (0.7113) 13.99 (0.6801) bestbuy (0.6673)
shoddy (0.6199) limted (0.5904) quility (0.7088) 5.00 (0.6778) sale (0.6666)

D6 inexpensive (0.7468) pricey (0.7737) quailty (0.6640) 2.99 (0.7882) discounted (0.7545)
cheep (0.7240) costly (0.7111) quantity (0.6374) 3.99 (0.7755) discounts (0.6849)
overpriced (0.6998) pricy (0.7053) quaility (0.6353) 0.99 (0.7742) 6.98 (0.6394)
cheaply (0.6640) inexpensive (0.6868) high-quality (0.6307) 99 (0.7595) costco (0.6343)
over-priced (0.6604) cheaper (0.6846) value (0.6080) 4.99 (0.7435) sale (0.6299)
expensive (0.6433) overpriced (0.6549) content (0.5951) 1.99 (0.7404) retail (0.6229)
pricey (0.6338) over-priced (0.6443) quality.the (0.5919) 9.99 (0.7400) closeout (0.6221)
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cheaper (0.6200) cheap (0.6433) qualitiy (0.5880) 0.00 (0.7368) half-price (0.6171)
cheapest (0.6106) affordable (0.6402) quallity (0.5802) 99c (0.7317) thrift (0.6164)
99 (0.6077) spendy (0.6309) thequality (0.5791) 5.99 (0.7298) resell (0.6034)

SGNS Cheap (0.7455) pricey (0.7707) highquality (0.5809) prices (0.7490) discounts (0.7701)
inexpensive (0.7010) costly (0.7347) Quality (0.5651) pricing (0.6457) discounted (0.7033)
cheep (0.6507) pricy (0.6955) ratios Nonaccruingloans

(0.5478)
Prices (0.5965) Discounts (0.6324)

cheaper (0.6376) cheaper (0.6835) SDVOSB firms (0.5410) priced (0.5831) Discount (0.6239)
relatively inexpensive
(0.6245)

prohibitively expensive
(0.6804)

quailty (0.5355) share (0.5386) Uncle Mo bellyache
(0.6190)

reasonably priced (0.6075) outrageously expensive
(0.6457)

quaility (0.5211) premium (0.5309) coupon (0.5839)

cheapest (0.5673) pricier (0.6424) PowerMax Looking
(0.5003)

priceof (0.5280) deeply discounted (0.5642)

Inexpensive (0.5612) costlier (0.6265) reliability (0.5000) theprice (0.5275) discounting (0.5342)
cheaply (0.5575) expen sive (0.6254) centered neurologic (0.4946) bellow resistance (0.5161) discount coupons (0.5273)
bargain basement (0.5550) Expensive (0.6216) ruggedness reliability

(0.4777)
stock (0.5124) Discounted (0.5264)

GV cheapest (0.8414) pricey (0.8702) high-quality (0.7468) prices (0.8150) discounted (0.8414)
discount (0.7889) cheaper (0.7994) exceptional (0.6647) cost (0.7232) discounts (0.8058)
Cheap (0.7698) costly (0.7889) Quality (0.6603) pricing (0.7145) cheap (0.7889)
buy (0.7461) overpriced (0.7372) high (0.6485) priced (0.7067) Discount (0.7599)
discounted (0.6996) inexpensive (0.7104) excellent (0.6399) buy (0.6702) cheapest (0.7072)
inexpensive (0.6813) afford (0.6953) top-quality (0.6287) purchase (0.6536) purchase (0.6895)
prices (0.6604) pricy (0.6935) superior (0.6251) lowest (0.6498) buy (0.6793)
cheep (0.6569) cost (0.6820) best (0.6210) Price (0.6301) prices (0.6789)
Cheapest (0.6435) high-priced (0.6650) reliable (0.5899) cheapest (0.6240) coupons (0.6444)
cheaper (0.6286) priced (0.6614) superb (0.5870) discount (0.6240) coupon (0.6443)
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[18] Tadas Baltrušaitis, Chaitanya Ahuja, and Louis-Philippe Morency. Multimodal
machine learning: A survey and taxonomy. IEEE Transactions on Pattern Anal-
ysis and Machine Intelligence, 41(2):423–443, 2018.

[19] Abhijit V Banerjee. A simple model of herd behavior. The quarterly journal of
economics, 107(3):797–817, 1992.

[20] Shankhadeep Banerjee, Samadrita Bhattacharyya, and Indranil Bose. Whose on-
line reviews to trust? understanding reviewer trustworthiness and its impact on
business. Decision Support Systems, 96:17–26, 2017.

[21] Mrinal Kanti Baowaly, Yi-Pei Tu, and Kuan-Ta Chen. Predicting the helpfulness

176



of game reviews: a case study on the steam store. Journal of Intelligent & Fuzzy
Systems, 36(5):4731–4742, 2019.

[22] Jardeson L.N. Barbosa, Raimundo Santos Moura, and Roney L. de S. Santos.
Predicting portuguese steam review helpfulness using artificial neural networks.
In Proceedings of the 22Nd Brazilian Symposium on Multimedia and the Web,
Webmedia ’16, pages 287–293, New York, NY, USA, 2016. ACM.
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[259] Sebastian Ruder, Ivan Vulić, and Anders Søgaard. A survey of cross-lingual
word embedding models. Journal of Artificial Intelligence Research, 65:569–
631, 2019.

[260] Cynthia Rudin. Stop explaining black box machine learning models for high
stakes decisions and use interpretable models instead. Nature Machine Intelli-
gence, 1(5):206–215, 2019.

[261] Mohammad Salehan and Dan J. Kim. Predicting the performance of online con-
sumer reviews: A sentiment mining approach to big data analytics. Decision
Support Systems, 81:30–40, 2016.

[262] Salesforce. The shopping index. https://www.salesforce.com/

solutions/industries/retail/shopping-index/, 2019.

[263] Matthew J. Salganik, Peter Sheridan Dodds, and Duncan J. Watts. Experimental
study of inequality and unpredictability in an artificial cultural market. Science,
311(5762):854–856, 2006.

200

https://www.salesforce.com/solutions/industries/retail/shopping-index/
https://www.salesforce.com/solutions/industries/retail/shopping-index/


[264] Gerard Salton and Christopher Buckley. Term-weighting approaches in automatic
text retrieval. Inf. Process. Manage., 24(5):513–523, August 1988.

[265] Badrul Sarwar, George Karypis, Joseph Konstan, and John Riedl. Item-based
collaborative filtering recommendation algorithms. In Proceedings of the 10th
International Conference on World Wide Web, WWW ’01, page 285–295, New
York, NY, USA, 2001. Association for Computing Machinery.

[266] Sunil Saumya, Jyoti Prakash Singh, Abdullah Mohammed Baabdullah, Nripen-
dra P. Rana, and Yogesh K. Dwivedi. Ranking online consumer reviews. Elec-
tronic Commerce Research and Applications, 29:78–89, 2018.

[267] Sunil Saumya, Jyoti Prakash Singh, and Yogesh K. Dwivedi. Predicting the help-
fulness score of online reviews using convolutional neural network. Soft Com-
puting, Feb 2019.

[268] Klaus R. Scherer. What are emotions? and how can they be measured? Social
Science Information, 44(4):695–729, 2005.

[269] Jürgen Schmidhuber. Deep learning in neural networks: An overview. Neural
Networks, 61:85–117, 2015.

[270] Markus Schuckert, Xianwei Liu, and Rob Law. Insights into suspicious online
ratings: Direct evidence from tripadvisor. Asia Pacific Journal of Tourism Re-
search, 21(3):259–272, 2016.

[271] Mike Schuster and Kuldip K Paliwal. Bidirectional recurrent neural networks.
IEEE transactions on Signal Processing, 45(11):2673–2681, 1997.

[272] United Parcel Service. Pulse of the online shopper: A customer expe-
rience study. https://solutions.ups.com/rs/935-KKE-240/images/

UPS-Pulse-of-the-Online-Shopper-Report.pdf, 2019.

[273] Darren Shaw. Announcing the 2018 local search ranking factors survey. https:
//moz.com/blog/2018-local-search-ranking-factors-survey,
November 2018.

[274] Dinghan Shen, Guoyin Wang, Wenlin Wang, Martin Renqiang Min, Qinliang
Su, Yizhe Zhang, Chunyuan Li, Ricardo Henao, and Lawrence Carin. Baseline
needs more love: On simple word-embedding-based models and associated pool-
ing mechanisms. In Proceedings of the 56th Annual Meeting of the Association

201

https://solutions.ups.com/rs/935-KKE-240/images/UPS-Pulse-of-the-Online-Shopper-Report.pdf
https://solutions.ups.com/rs/935-KKE-240/images/UPS-Pulse-of-the-Online-Shopper-Report.pdf
https://moz.com/blog/2018-local-search-ranking-factors-survey
https://moz.com/blog/2018-local-search-ranking-factors-survey


for Computational Linguistics (Volume 1: Long Papers), pages 440–450, Mel-
bourne, Australia, July 2018. Association for Computational Linguistics.

[275] Seunghun Shin, Namho Chung, Zheng Xiang, and Chulmo Koo. Assessing the
impact of textual content concreteness on helpfulness in online travel reviews.
Journal of Travel Research, 58(4):579–593, 2019.

[276] Michael Siering, Jan Muntermann, and Balaji Rajagopalan. Explaining and pre-
dicting online review helpfulness: The role of content and reviewer-related sig-
nals. Decision Support Systems, 108:1–12, 2018.

[277] Stefan Siersdorfer, Sergiu Chelaru, Wolfgang Nejdl, and Jose San Pedro. How
useful are your comments? analyzing and predicting youtube comments and com-
ment ratings. In Proceedings of the 19th international conference on World wide
web, pages 891–900, 2010.

[278] Riyaz T. Sikora and Kriti Chauhan. Estimating sequential bias in online reviews:
A kalman filtering approach. Know.-Based Syst., 27:314–321, March 2012.

[279] Jyoti Prakash Singh, Seda Irani, Nripendra P. Rana, Yogesh K. Dwivedi, Sunil
Saumya, and Pradeep Kumar Roy. Predicting the “helpfulness” of online con-
sumer reviews. Journal of Business Research, 70:346–355, 2017.

[280] Ruben Sipos, Arpita Ghosh, and Thorsten Joachims. Was this review helpful to
you?: It depends! context and voting patterns in online content. In Proceedings
of the 23rd International Conference on World Wide Web, WWW ’14, pages 337–
348, New York, NY, USA, 2014. ACM.

[281] Edgar A. Smith and J. Peter Kincaid. Derivation and validation of the automated
readability index for use with technical materials. Human Factors, 12(5):457–
564, 1970.

[282] Antoni Sobkowicz and Wojciech Stokowiec. Steam review dataset - new, large
scale sentiment dataset. In J. Fernando Sánchez-Rada and Björn Schuller, editors,
Proceedings of the Tenth International Conference on Language Resources and
Evaluation (LREC 2016) Workshop Emotion and Sentiment Analysis, pages 55–
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