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Abstract 
Decision making in sport involves forecasting and selecting choices from different 
options of action, care, or management. These processes are conditioned by the 
available information (sometimes limited, fallible, or excessive), the cognitive 
limitations of the decision-maker (heuristics and biases), the finite amount of 
available time to make the decision, and the levels of risk and reward. Decision 
support systems have become increasingly common in sporting contexts such as 
scheduling optimization, skills evaluation and classification, decision-making 
assessment, talent identification and team selection, or injury risk assessment. 
However no specific, formalised framework exists to help guide either the 
development or evaluation of these systems. Drawing on a variety of literature, this 
paper proposes a decision support system development framework for specific use 
in high-performance sport. It proposes three separate criteria for this purpose: 1) 
Context Satisfaction, 2) Output Quality, and 3) Process Efficiency.  Underpinning 
these criteria there are six specific components: Feasibility, Delivered knowledge, 
Decisional guidance, Data quality, System error, and System complexity. The 
proposed framework offers a systematic approach for users to ensure that each of 
the six components are considered and optimised before, during, and after 
developing the system. A DSS development framework for high-performance sport 
should help to improve both short and long term decision-making in a variety of 
sporting contexts. 

KEYWORDS: DECISION-MAKING, MANAGEMENT, INFORMATION, SPORT, 
OPTIMIZATION.  
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Introduction 

In sporting settings, players, coaches, physiotherapists, doctors, and general managers 
continually face decisions relating to action, care, or management in various contexts. For 
example, in a match a player has to choose between shooting, passing, or dribbling; in a timeout 
a coach has to draw a play to be executed on the next ball possession; a doctor has to decide if a 
player can keep playing or if they require substitution; a general manager has to choose a draftee 
on draft night or who to hire as a new head coach (Grehaigne, Godbout, & Bouthier, 1997; 
MacMahon & McPherson, 2009; Morgulev & Galily, 2018) (Table 1). All of these decisions can 
be defined, among other factors, by the available information and time to make the decision, as 
well as the decision-making process utilised (Makridakis et al., 2019; Olade, 2004) (Figure 1). 

Table 1: Example of different areas a professional sporting organization influences the operations side of the 
business. 

BUSINESS OPERATION AREAS (SPORTS) 

STRATEGY RECRUITMENT DEVELOPMENT HEALTH CARE 

Game Style Head coach Athletic Performance Medical 

Roster Management Young Players (Talent ID) Skill Acquisition Nutritional 

Supporting Staff Professional Players Mental Performance Psychological 

Facilities    
 

As in many environments, problems faced by sporting organisations are context-dependent and 
sometimes complex, containing many interrelated parts and varying sources of information. 
Some of this information is precise, objective, and measurable, whereas others are uncertain, 
subjective, and/or immeasurable. In this context we define complexity as the condition of a 
system or situation that is integrated with some degree of order, but has too many elements and 
relationships to understand via simple analytical or logical means (Bennet & Bennet, 2004). 
Uncertainty, on the other hand, refers to a state of limited knowledge where it is not possible to 
precisely describe the existing reality, or predict future outcome(s) (Plous, 1993; Simon, 1978; 
Tversky & Kahneman, 1974). Risk is a specific state of uncertainty where some probable 
outcomes have an undesired effect or significant loss or harm (see also ‘prospect theory’ (D 
Kahneman & Tversky, 1979)). Improvements to technologies over the last 30 years have 
exponentially increased this complexity, largely through increased availability of data (Torres-
Ronda & Schelling, 2017). 
Difficulties associated with processing and understanding complexity as well as uncertainty in 
sporting decision-making problems can be explained using the theory of bounded rationality. 
This theory posits that the rationality of individuals is limited by the information they have 
available, their cognitive limitations, and the finite amount of time they have to make a decision 
(Simon, 1978). Usually, a limited, and sometimes fallible, amount of information is selected to 
reach an heuristics-based sufficiently satisfactory decision, a process known as satisficing 
(Simon, 1956). Further, the processing of information and decision making may be influenced 
by a number of cognitive biases, of which the decision maker may be unaware and may 
sometimes lead to perceptual distortion or inaccurate judgment (Tversky & Kahneman, 1974). 
Nevertheless, this does not necessarily imply that intuitive decisions are suboptimal. Depending 
on the complexity of the task and/or the time required to make the decision, fast-intuitive 
decisions are sometimes the only feasible option (D. Kahneman & Klein, 2009).  
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Figure 1: Examples of different decision-making situations considering four factors: the required/afforded 

decision-making time (vertical axis), the predominant cognitive mode (horizontal axis), task structure 
(bigger bubble = more structured), and the according suitability of DSS implementation (darker grey = 
more suitable). Personal adaptation of Hamm’s Cognitive continuum (1988) from Olade (2009) for a 
sporting context. 

An increased understanding of decision-making processes and common sources of error in 
different contexts can inform the development of information systems or when standardizing 
structured methodologies. Benefits include the minimisation of avoidable mistakes and 
increasing the proportion of enhanced decisions. In most complex problems it is difficult to trace 
cause-and-effect paths between variables because 1) many variables exist and 2) they exhibit 
considerable non-linearity in their relationships. Under these situations, complex problems 
should be understood by holistic thinking, fully engaged analytical processes, experience, and 
intuition to solve them (Bennet & Bennet, 2008). All of these features have the potential to be 
systematised through decision support systems. 
This paper proposes a decision support system development (DSS) framework for specific use 
in high-performance sport. Below a rationale is provided for decision support systems to assist 
with informing the types of decisions mentioned above. Following this, several components of 
a good system are discussed and a DSS evaluation tool is proposed.  

Decision support systems in Sporting Organizations  

Decision support systems are computer-based information systems that provide objective 
evidence relating to the decision-making of organizations (S. Robertson, Bartlett, & Gastin, 
2016; Sprague, 1980). They utilise historical data to generate a recommendation or assessment 
to a user, with the decision often provided based on output generated by a software-based 
algorithm or model (Kawamoto, Houlihan, Balas, & Lobach, 2005). DSS are designed to assist 
decision makers in environments in which the data available to aid decision making are 
voluminous and beyond human information processing capabilities, the link between decisions 
and outcomes is probabilistic or uncertain, or the decisions are repetitive (Kayande, De Bruyn, 



IJCSS – Volume 19/2020/Issue 1              www.iacss.org 

4 

Lilien, Rangaswamy, & van Bruggen, 2009). In such environments it is unlikely that decision 
makers can consistently outperform recommendations from even a simple model-based DSS 
(Hoch & Schkade, 1996). Hence, there are number of reasons why a DSS should be implemented 
within an organisation (see (Bate, Hutchinson, Underhill, & Maskrey, 2012; Croskerry, 2005, 
2009; S. Robertson et al., 2016)): 

 the existing practice is largely subjective and/or solely expertise-based; 

 the task has high value and impact in the organisation and thus warrants optimisation;  

 there are multiple potential solutions and the organization desires identification of the 
most appropriate; 

 there is current disagreement on how to approach the problem, or the optimal solutions 
are unknown; 

 growth of good quality data allows for a re-structure of the decision-making process; 

 the feasibility-to-impact ratio of the approached problem makes the investment on a new 
decision-making process worthwhile; 

 the decisions are repetitive, and the process can be automated. 
In sport, DSS have been used for purposes such as scheduling optimization (S. Robertson & 
Joyce, 2018; S. J. Robertson & Joyce, 2015), sport-modality classification (Hogarth, Payton, 
Van de Vliet, Connick, & Burkett, 2018), skill/movement evaluation and classification 
(Clermont, Osis, Phinyomark, & Ferber, 2017; Kovalchik & Reid, 2018; Novatchkov & Baca, 
2013; Pernek, Kurillo, Stiglic, & Bajcsy, 2015; Richter, King, Falvey, & Franklyn-Miller, 2018; 
Rindal, Seeberg, Tjonnas, Haugnes, & Sandbakk, 2017; Whiteside, Cant, Connolly, & Reid, 
2017; Whiteside & Reid, 2017; Woods, Veale, Fransen, Robertson, & Collier, 2018; Wundersitz 
et al., 2015), assessing decision-making and motor control (Maselli et al., 2017), talent 
identification and team selection (M. Lai, Meo, Schifanella, & Sulis, 2018; B Ofoghi, 
Zeleznikow, Macmahon, & Dwyer, 2013; Taha, Musa, Abdul Majeed, Alim, & Abdullah, 2018; 
Woods et al., 2018; Xie, Xu, Nie, & Nie, 2017), biomechanical analysis (Bertani, Cappello, 
Benedetti, Simoncini, & Catani, 1999; Ertelt, Solomonovs, & Gronwald, 2018; Kianifar, Lee, 
Raina, & Kulic, 2016; Kipp, Giordanelli, & Geiser, 2018; Richter et al., 2018), assessing injury 
risk (Carey et al., 2018; Li, Huang, Wang, Yu, & Ao, 2016; Lopez-Valenciano et al., 2018; Rossi 
et al., 2018; Ruddy et al., 2018; Thornton, Delaney, Duthie, & Dascombe, 2017), evaluating 
athlete/team performance (Blythe & Kiraly, 2016; Calder & Durbach, 2015; Dutt-Mazumder, 
Button, Robins, & Bartlett, 2011; Leicht, Gomez, & Woods, 2017; Link & Hoernig, 2017; Maier, 
Meister, Trosch, & Wehrlin, 2018; Montoliu, Martin-Felez, Torres-Sospedra, & Martinez-Uso, 
2015; B. Ofoghi, Zeleznikow, Macmahon, Rehula, & Dwyer, 2016; Rein & Memmert, 2016; 
Sampaio et al., 2015), predicting athletes’ response to training or competition (Abut & Akay, 
2015; Bartlett, O'Connor, Pitchford, Torres-Ronda, & Robertson, 2017; Jaspers et al., 2018; 
Nagata et al., 2016), or assessing fatigue (Janssen et al., 2011; Ruddy et al., 2018; Zhang, 
Lockhart, & Soangra, 2014). 

Once a specific decision-making process or problem has been selected as a candidate for DSS 
consideration, a number of challenges are required to be overcome in order for it to provide 
ongoing value to the organization (Hunt, Haynes, Hanna, & Smith, 1998). These challenges can 
be understood by the 3-gap framework proposed by Kayande et al. (2009) (Figure 2), which 
considers the relationships between the DSS model itself, the decision-maker’s mental model, 
and the ‘true’ model (whilst acknowledging that the true model may either not be known or in 
fact ever attainable). To provide high-quality decision support, the gap between the DSS model 
and the ‘true’ model (Gap 2) must be small, whereas the gap between the user mental model and 
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the DSS model (Gap 1) will influence the way the DSS is accepted and eventually implemented 
(Kayande et al., 2009).  
To assess the quality of a service, Donabedian’s framework (Donabedian, 1980) identifies three 
dimensions: 1) Structure, which describes the context in which the service is provided; 2) 
Process, which denotes the interaction between the service and the user; and 3) Outcome, which 
refers to the effect of the service on the user or organization (Donabedian, 1988). These 
dimensions should not be mistaken for attributes of quality, but rather they are the classifications 
for the types of information that can be obtained in order to infer whether the quality of the 
services is poor, fair, or good (Donabedian, 1988). Donabedian’s framework has been the 
foundation of other evaluation frameworks specifically designed for information systems  
(Adelman, 1992; Khazanchi, 1991; Rhee & Rao, 2008), where the proposed dimensions are: 1) 
technical (model’s logic, algorithms performance, and data flow); 2) empirical (the effect of the 
DSS on the decision-making process); and 3) subjective (how effectively and efficiently the 
users in a specific context interact with the DSS). 

 
Figure 2: Kayande et al. (2009)’s 3-gap framework. The effect of gaps between Decision-maker’s model, DSS 

model, and the True model. 

A decision support development framework for high-performance sport 

The Introduction detailed the importance of both DSS’ performance and acceptance in an 
organisation (Kayande et al., 2009), along with a general model of DSS evaluation (Donabedian, 
1980; Rhee & Rao, 2008). Drawing on this information, the remainder of this article proposes a 
DSS Development Framework for specific use in high performance sport. 
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Hence the proposed Framework consists of three overarching evaluation criteria: 1) Context 
Satisfaction, 2) Output Quality, and 3) Process Efficiency. These three criteria can be specifically 
assessed through six separate components: Feasibility, Delivered knowledge, Decisional 
guidance, Data quality, System error, and System complexity (Figure 3). 

 
Figure 3: Measurement variables for the development and evaluation of a DSS. 

Below, working definitions and examples for each of the three DSS criteria and their six 
accompanying components are provided for specific application in sporting contexts. 

A. Context Satisfaction 
The following components focus on the research required before starting DSS development, 
including an understanding of the specific organizational needs and resources, and expected 
delivered information (relevance and means). 

1. Feasibility 

Feasibility analysis provides a structured way of exploring the factors and risks affecting 
the potential for successful development and implementation of a DSS (Rhee & Rao, 2008). 
Feasibility can be addressed by examining the organizational context and the system’s 
requirements, as well as by analysing the technical, operational, and economic 
circumstances (Rhee & Rao, 2008). Thus, successful implementation of a DSS can be 
interpreted as a function of its perceived costs (operational and economical) and its benefits 
(Mawhinney & Lederer, 1990). These can be summarized based on four aspects (Hogue & 
Hugh, 1984; Sprague, 1980): 
1.1 Organizational. The developer of a DSS should consider the organizational context 

(previous practices and decision-making processes) in order to understand to what extent 
the organization is ready for a new implementation. The degree to which the proposed 
DSS fits with existing culture and organizational goals is also important. In some 
instances, the developer may also need to identify which changes would be required 
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within an organization to facilitate DSS implementation. For example, the feasibility of 
a DSS for the purpose of informing selection of players in a draft may be increased if it 
can be shown that it would systematically improve the chances of selecting ‘unexpected’ 
top performers (such as: Tom Brady NFL draft pick #199, Albert Pujols MLB draft pick 
#402, Pavel Datsyuk NHL draft pick #171, Manu Ginobili NBA draft pick #57). The 
extent to which the DSS is viable within current practices of the organisation can be 
considered as its level of ‘operational compatibility’. 

1.2 Technical. Assessing the DSS technical requirements from an information-systems 
perspective (hardware and software), and from a process-efficiency point of view (time 
and resources required to gather the data, and analytical processing time), are critical to 
identify if the system will efficiently and satisfactorily resolve the targeted tasks. In this 
sense, one of the biggest technical challenges refers to how data are stored and shared 
across departments within the same organization, or when necessary, across different 
organizations or platforms. This is a key consideration in sport whereby front offices 
may be separated both structurally and even geographically from performance or 
training departments. To optimize this process, having a comprehensive data workflow 
is paramount. Although multiple options exist, a commonly used example is the Cross 
Industry Standards Process for Data Mining (CRISP-DM). As a methodology, CRISP-
DM includes descriptions of the usual phases in a project, the tasks involved with each 
phase, and an explanation of the relationships between these tasks. As a process model, 
it provides an overview of the data mining life cycle. The life cycle model consists of 
six phases with arrows indicating the most important and frequent dependencies 
between phases. The sequence of the phases is not strict. In fact, most projects move 
back and forth between phases as necessary (Figure 4) (IBM, 2012). 

 
Figure 4: Cross Industry Standards Process for Data Mining (CRISP-DM) (Wirth and Hipp (2000) in Kelleher et 

al. (2015)). 

1.3 Financial. Relates to the projected costs of implementing the proposed DSS, and 
whether those costs justify the potential benefits. 
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1.4 Legal. The developer must ensure that the data security measures, the individual’s 
privacy rights, as well as the processes to access the system are legally compliant. For 
example, when using medical records, or any personal health information, in the USA 
the system requires compliance with the Health Insurance Portability and Accountability 
Act. 

2. Delivered knowledge 

From the data gathering to the specific decision-making action, different levels, or states, of 
acquired knowledge exist (Wali Van Lohuizen, 1986). These are from bottom-to-top: 1) 
data, 2) information, 3) structured information, 4) insight, 5) judgment, and 6) decision 
(Figure 5). Different operational processes must be undertaken to progress from one state to 
another. For instance, by selecting from data one obtains the next higher knowledge state, 
information (Holsapple, 2008). 
Considering this granularity is fundamental for two reasons. First, it differentiates the 
usability of the delivered or available knowledge (lower levels have marginal use, whereas 
higher levels have more immediate use); and second, it helps to locate where the DSS sits 
in the decision-making process, considering the different steps before being able to make 
the final decision. Some DSS might be suitable solely for one of the intermediate steps. For 
instance, the system may target data selection or data analysis, depending on the purpose of 
the DSS and whether the system is meant for a final decision-maker or an intermediate. 

Figure 5: Knowledge as a progression of states. Based on van Louhizen (1986) and adapted from Holsapple 
(2008). 

3. Decisional guidance. 

Decisional guidance refers to the manner in which a DSS leads users to structure and execute 
their decision-making process (M. S. Silver, 1991). Morana et al. (2014) summarize the 
characteristics of Decisional guidance (Morana, Schacht, Scherp, & Maedche, 2014) based 
on the DSS’: target (M. Silver, 2006), directivity (M. Silver, 2006), mode (M. S. Silver, 
1991), invocation (M. Silver, 2006), timing (M. Silver, 2006), format (Gregor & Benbasat, 
1999), intention (Gönül, Önkal, & Lawrence, 2006), and audience (Gregor & Benbasat, 
1999) (Table 2). Appropriate Decisional guidance reduces the system restrictiveness (i.e., 
increases flexibility) while minimizing users’ confusion (Montazemi, Wang, Khalid 
Nainara, & Barta, 1996) and helping to align the decision-maker’s mental model to the DSS 
model (Figure 2) (M. S. Silver, 1991). 
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The decision-maker’s mental model will be limited by cognitive biases, such as the human 
tendency to search for, interpret, favour, and recall information in a way that confirms one's 
pre-existing beliefs or hypotheses, also known as confirmation bias (Plous, 1993). 
Therefore, if the end-user does not understand the rationale behind the DSS 
recommendation, they may be sceptical of the output produced and therefore reluctant to 
use such a system (Kayande et al., 2009; Sanders & Manrodt, 2003). Moreover, DSS can be 
designed based on a priori knowledge or theories related to the question to solve (the so-
called theory-driven or  white-box models), based entirely on the available data and 
derivative statistical information (known as data-driven or black-box models), or based on 
a hybrid approach, combining theories and data (grey-box models) 
2017). The system’s acceptance and its outcome interpretability will be related to the 
selected model design (Ribeiro, Singh, & Guestrin, 2016). The limitations of using solely 
theory- or data-driven models is a current topic of controversy and it has been discussed 
elsewhere (Hooshyar, Yousefi, & Lim, 2017).  To overcome initial user scepticism and 
maximize acceptance, Kayande et al. (2009) recommend to incorporate in the DSS feedback 
that improves the interpretability of the process and helps the decision-maker to understand 
the relationship between their decision and the DSS recommendation (Chenoweth, L. 
Dowling, & St Louis, 2004; Kayande et al., 2009). This type of feedback serves as an 
assessment tool of the expert’s bias. Examples could include; a physiotherapist who rates 
the movement efficiency of shorter players better than taller ones, a scout favouring 
predefined, static key performance indicators when performing talent identification, or a 
head coach who always criticises the same player’s performance or explains a poor team 
performance from a reductionist point of view. Consequently, developers need to design a 
DSS that can provide an understanding of the discrepancy between the DSS 
recommendation and the expert’s opinion (identification of expert bias). An explanation of 
why the DSS recommendation is better than the expert’s is also required, in order to avoid 
potential user rejection of the system (Gönül et al., 2006; Kayande et al., 2009; F. Lai, 
Macmillan, Daudelin, & Kent, 2006; Limayem & DeSanctis, 2000; Montgomery, 2005). 
System restrictiveness, the opposite of system flexibility (M. S. Silver, 2008), is defined as 
the way in which a DSS limits its users’ decision-making processes (M. S. Silver, 1991). A 
very restrictive system supports only a small subset of all possible decision-making 
processes (Parikh, Fazlollahi, & Verma, 2001). System restrictiveness has implications for 
various substantive design decisions, including which functional capabilities to include in a 
DSS, which options to provide with each of those capabilities, and how to package the 
capabilities into a system (M. S. Silver, 2008). Some sources of restrictiveness are: 
constraints on functional capabilities (information-processing), data sets, models, 
parameters (input variables and options), or visual representations (M. S. Silver, 2008). 
The desired Decisional guidance and restrictiveness of the DSS requires consideration when 
choosing the analytical processes and techniques embedded in the system. The DSS should 
aim for the most efficient and effective analytical process to solve a task while it meets the 
interpretability and the operational functions expected by the end-user. Many data mining 
techniques, using statistical or machine learning models, have been extensively employed 
as mathematical means of extracting and simplifying information from complex real-world 
tasks to support decision-making processes (Elragal & Klischewski, 2017; Safdar, Zafar, 
Zafar, & Khan, 2017). The complexity, interpretability, and accuracy, of these techniques 
may vary depending on the type of algorithm (Ribeiro et al., 2016). Different models can be 
used to solve the same problem, and with the same inputs, depending on the desired 
Decisional guidance and restrictiveness the developer wants for the DSS. For instance, 
different families of algorithms, such as regression, classification, rule-based, or clustering, 
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each  possess different operational characteristics (Witten, Frank, & Hall, 2011). Selection 
of one family of algorithm over another may also change the way in which the problem is 
framed for the end user. Nevertheless, in some instances the way in which a problem is 
framed cannot be altered, under these circumstances the decision should be objectively 
informed at least partially based on metrics included in Section B2 below. 

Table 2: Considerations on Decisional guidance. Adapted from Morana, et al. (2014) 

DECISIONAL GUIDANCE CONSIDERATIONS 

TARGET INTENTION TIMING MODE 

“What distinct 
aspect of decision 
making does the 

guidance influence? 
Selection, 

discovery, ranking, 
location…?” 

“What is the overall goal 
of the DSS? To generate 
new knowledge (‘one-

time research’), to provide 
a faster recommendation. 

“When does the DSS 
provide the 

recommendation? 
Real-time, 

retrospectively, 
prospectively?” 

“How does the 
guidance mechanism 
work? Is it interactive 

or pre-defined?” 

 

AUDIENCE DIRECTIVITY INVOCATION FORMAT 

“Is the end-user 
expert or novice on 

the topic and/or 
using DSS?” 

“How explicit is the 
guidance from the DSS? 
Does it just inform or it 
suggests a solution?” 

“How does the 
guidance process 

start? Automatically 
or on-demand?” 

“Which is the channel 
to communicate the 
recommendation? 

Text, tables, graphs, 
image/video, audio…? 

B. Output Quality 
The following components review the factors related to the outcome produced by the DSS. These 
include the quality of the data inputted in the system, the system’s degree of error, as well as the 
delivered knowledge (see Section A.2). 

1. Data quality 

Decision support systems rely on data to generate their outputs. Data quality problems are 
widespread in practice and reliance on data of poor or uncertain quality leads to less-
effective decision-making processes (Chengular-Smith, Ballou, & Pazer, 1999; Fisher, 
Chengalur-Smith, & Ballou, 2003; Price & Shanks, 2008; Redman, 1997). To be able to 
assess ‘quality’ in practice, which is an abstraction or construct, requires its 
operationalisation into a measurable variable. Although multiple options exist, dimensions 
related to Data quality from InfoQ (Kenett & Shmueli, 2016) and InfoQual (Price & Shanks, 
2005, 2008) (Table 3), which are the result of reviewing different approaches of information 
quality assessment, may be appropriate. 
1.1 Meaning: refers to the selection of variables to collect, the temporal relationship between 

them, and their meaning in the specific context. Consideration of whether the purpose 
of the DSS is retrospective or prospective is required, hence if it aims to describe, to 
explain causality, or to forecast or simulate future events (Kenett & Shmueli, 2016). In 
explanatory models, where variables are operationalized constructs, variable selection 
is based on the role of the construct in the theoretical causal structure and on the 
operationalization itself. In predictive models, the focus is typically on association rather 
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than causation, and the criteria for choosing the predictor variables are the quality of the 
association between the predictors and the response, and the available predictors at the 
time of prediction (see also ‘ex-ante availability’) (Shmueli, 2010). In this dimension 
(meaning, completeness, and correctness of data (Price & Shanks, 2005, 2008)) it is 
pertinent to be aware of the limitations of whereby a real-world situation cannot be easily 
measured due to its non-deterministic or qualitative nature (Bourne, Neely, Mills, & 
Platts, 2003; Pidun & Felden, 2011). It is necessary to precisely define the target variable 
(e.g., player performance, team performance, head coach performance, jumping 
performance, movement efficiency) as well as to consider the limitations of the available 
indicators (e.g. KPIs) and the lack of unavailable and unknown factors involved in the 
problem (e.g., player’s fatigue is a multifactorial process, which involves physiology, 
biomechanics, and psychology). Controlling for each factor involved is impossible, 
hence, one has to select the best available indicators and assume certain limitations). 

1.2 Resolution: Refers to the measurement scale and aggregation level of the selected input 
or variable. The measurement scale of the data should be evaluated in terms of its 
suitability to the goal and the analysis methods to be used. Often higher-resolution data 
is not feasible due to available resources (e.g. jumping analysis would be more insightful 
when assessed bilaterally on two force plates, but the organisation can only afford one), 
but it is also notable that a more granular measurement scale is sometimes associated 
with more noise. Hence the availability or choice of measurement scale will affect the 
empirical analysis (e.g., is a 10 Hz GPS sampling rate optimal to assess high-intensity 
sport-specific movements?). To choose between the multiple measurements, additional 
information about the reliability and precision of the measuring devices or sources of 
data is necessary (Kenett & Shmueli, 2016). 

1.3 Structure: relates to the type(s) of data and data characteristics such as corrupted and 
missing values (e.g. data sparseness) due to the study design or data collection 
mechanism. Corrupted and missing values require handling by removal, imputation, 
data recovery, or other methods. Error values may be treated as missing values when the 
purpose is to estimate a population parameter, such as in surveys where respondents 
intentionally enter incorrect responses (Kenett & Shmueli, 2016) (e.g., sometimes 
wellness questionnaires or rate-of-perceived-exertion have questionable validity when 
the organisational culture or player buy-in are not adequate). 

1.4 Integration: Integrating multiple sources and/or types of data often creates new 
knowledge regarding the targeted task (Kenett & Shmueli, 2016) (e.g., monitoring 
player’s fatigue not just from one variable, but as the integration of or the association 
between multiple indicators, blood biomarkers, countermovement jump metrics, 
wellness questionnaire, overall external workloads, etc.). Data integration could also 
optimize the system’s complexity if it reduces data dimensionality (see also Section C.2 
on System complexity and parsimony). 

1.5 Data accessibility and timeliness of retrieval: refers to the ease of data collection, the 
degree of accessibility to the data from one or multiple sources, and the time it takes to 
retrieve them. As mentioned in Section A.1.b, to optimize data access and the time of 
retrieval, a comprehensive and planned data workflow is advisable (Figure 4). Further, 
a realistic and context-specific data collection process that allows collection of data with 
minimal interference on the player/team/organization’s routines is recommended. 
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Table 3: Data quality dimensions. Adapted from Kenett et al. (2016). 

DATA QUALITY 

MEANING  

OF DATA 

(Representativeness) 

DATA  

RESOLUTION 

DATA 

STRUCTURE 

DATA 

INTEGRATION 
ACCESSIBILITY 
& TIMELINESS 

Input selection Collection 
frequency 

Missing  

values 

Input integration 
or association to 

generate new 
inputs 

 

Ease of collection 

Between-Inputs 
relationship 

Sampling 
frequency 

Corrupted 
values Ease of storage 

Input meaning or 
relationship with the 

problem 

Reliability & 
Precision 

Wrong  

values 
 Ease of retrieval 

2. System error 

There are three concepts to consider when assessing the DSS’ error: precision, accuracy, 
and bias (Walther & Moore, 2005). Precision is a measure of  variance of an estimation 
procedure, a description of random errors; whereas accuracy is a measure of difference, a 
description of systematic errors, which represents the overall distance between estimated 
values and the true value (Walther & Moore, 2005) (to see the relationship between 
precision, accuracy, and total error see also Section C.2 on ‘Model complexity’ and Figure 
6). 
Additionally, any DSS will present some level of inherent bias (i.e., system or algorithm 
bias) which will have an effect on its accuracy. This is a phenomenon that occurs when 
a system produces results that are systematically prejudiced due to erroneous assumptions 
in the analytical processes, or algorithms (Rouse, 2018). The same difficulties humans have 
in processing and understanding complexity, explained by the theory of bounded rationality 
(Simon, 1956, 1978; Tversky & Kahneman, 1974), can be applied to algorithms. Hence, 
algorithms performance will be limited by the information they have available (which can 
be limited and fallible), the built-in processes (which may include the developer’s cognitive 
biases), and the finite amount of time the system has to produce an output. To overcome 
this, many algorithms use heuristics-based processes that give a ‘sufficiently satisfactory 
result’ (a human process known as satisficing (Simon, 1956)). Baeza-Yates’ taxonomy can 
be used to identify the different types of computational bias: relating to activity, data, 
sampling, algorithm, interface, and self-selection (Baeza-Yates, 2016). Based on this 
taxonomy a DSS developer should assess the three potential bias entry points (Springer, 
Garcia-Gathright, & Cramer, 2018): data input biases (e.g., due to sample demographics, 
using only data from on team), processing biases (e.g., from the techniques and the 
developer’s decisions), and outcome interaction biases (e.g., when a recommendation is 
differently interpreted by two experts, or when the user over-relies or intentionally misuses 
the system (Parasuraman & Riley, 1997)). 
In classification tasks the DSS’ error will depend on the number and proportion of 
misclassified events. Popular techniques to assess error in binary classifiers are sensitivity  
and specificity, which respectively represent the ability of a classifier to identify all relevant 
instances, and to return only relevant ones. The most common means to visualize sensitivity 
and precision are: the confusion matrix, the receiver operating characteristic (ROC) curve, 
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and the area under the curve (AUC) (Witten et al., 2011). Another popular classification 
metric is the Log-Loss, which specifically penalizes the models’ misclassifications. 
For DSS incorporating regression-like models, which have a continuous outcome, the error 
is usually assessed with metrics that measure the magnitude of the difference between the 
predicted value and the actual value and its variance. Popular methods for such purposes 
include the Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Mean Absolute 
Error (MAE), R-Squared (R²), Adjusted R-Squared (R²), Mean Squared Percentage Error 
(MSPE), Mean Absolute Percentage Error (MAPE), or the Root Mean Squared Logarithmic 
Error (RMSLE) (Fortmann-Roe, 2012a; Swalin, 2018; Witten et al., 2011). 
There are several other metrics to assess system’s error depending on the algorithm to 
evaluate such as the Rand Index (to assess cluster similarity), the Mutual information (to 
quantify the mutual dependence between two random variables), the cross-validation error 
(to assess the model predictive accuracy), or the Bilingual Evaluation Understudy Score or 
BLEU (to evaluate the quality of machine-translated text)  (Fortmann-Roe, 2012a; Swalin, 
2018). 
Irrespective of whether the outcome is represented continuously or categorically, the 
abovementioned accuracy measures should also be considered in terms relative to the 
context of the system use. For instance, in scenarios whereby ongoing implementation of 
the DSS is anticipated, longitudinal evaluation of its performance is warranted. Acute 
timespan performance may not be a guarantee of future results. A further contextual 
consideration in terms of evaluation relates to comparison with existing practice. For 
instance, a high accuracy DSS that replaces a human decision-making process that is already 
highly accurate, may not be perceived to be as valuable as in a situation where it replaces 
an unknown or poor performing scenario. 

C. Process Efficiency 
The following component focus on evaluating the complexity of the model itself, as well as the 
data accessibility and timeliness of retrieval, and the decisional guidance (see Sections A.3 and 
B.1.5, respectively). 

1. System complexity 

As more parameters are added to a model, its complexity also rises. Thus, its outcome 
imprecision (or variance) becomes the primary concern while its inaccuracy steadily falls 
(Fortmann-Roe, 2012b) (Figure 6) (see also Section B.2 on ‘System error’). The ‘sweet spot’ 
for any model is obtaining a level of complexity at which inaccuracy and imprecision are 
minimized, while the system is still offering acceptably accurate recommendations. Models 
in the sweet spot have high explanatory or predictive power with the minimum number of 
parameters or inputs required, a concept known as parsimony (for more on parsimony see 
(Kenrose, 2015; Siddall, 2002)). 
There is generally a trade-off between system imprecision and inaccuracy as well as between 
its parsimony and accuracy. Low parsimony models (i.e., models with many parameters) 
tend to have a better fit, with lower inaccuracy, but higher imprecision, than high parsimony 
models (Figure 6). Adding more parameters may result in a good model fit for the available 
data, but the model might be very poor predicting other data sets, this is known as 
overfitting. Overfitting is the characteristic of an analysis that corresponds too closely or 
exactly to a particular set of data, and may therefore fail to fit additional data or predict 
future observations reliably (VV.AA, 2018). An over-fitted model is a model that contains 
more parameters than can be justified for the given problem (Everitt & Skrondal, 2010). An 
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example of how parsimony could present as a practical problem when assessing a player’s 
team-sport performance: a coach may predominantly consult the player’s box score and 
provide their own rating in evaluating the player; some coaches may like to utilise additional 
information such as the leadership displayed by their player, or their physical output. Whilst 
this information does not cover the entirety of components that define the player’s 
performance, adding further variables, may take additional resources and time, for limited 
improvement in the accuracy of the evaluation. Thus, the most parsimonious decision is to 
utilise a sub-sample of available metrics, ideally those which display the highest validity. 
Popular methods to optimize the information gain with the minimum amount of inputs (i.e., 
parsimony) are: the Akaike’s Information Criterion (AIC), the Bayesian Information 
Criterion (BIC), the Bayes Factor, or the Minimum Description Length (Myung, 2000). 

 
Figure 6: System complexity. Left: relationship between accuracy, precision, and total analytical error (personal 

adaptation from Fortmann-Roe (2012)). Total analytical error represents the overall System error that 
is attributed to imprecision (or random errors) and inaccuracy (or systematic errors). Center: Model 
Parsimony. Optimization of the minimum required number of inputs for maximal information gain. 
Right: An example of how parsimony could present as a practical problem in the evaluation of a team-
sport player’s match performance. 

Evaluation of Decision Support Systems 

The development of a DSS is an iterative process based on problem analysis, design, 
implementation, and evaluation (Chaudhry, Salchenberger, & Beheshtian, 1996; Sprague, 1980). 
Hence, the assessment of a DSS should not just focus on its performance, but also on its 
acceptance (Kayande et al., 2009). Also, when assessing a DSS, solutions from these systems 
cannot typically be simply assessed in a dichotomous manner (i.e., as right or wrong, or correct 
or incorrect) (Khazanchi, 1991). This is because the problems a DSS deals with are usually 
unstructured or semi-structured, and the solutions for these type of problems should be judged 
as good, bad, or reasonable (Mason & Mitroff, 1973). 
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Table 4: Decision support system evaluation tool. 

 

DSS EVALUATION TOOL 

DSS score = 6 1 1 n n 6 6)  

Component Weight Developer Expert 1 Expert N 

Feasibility W1 [0-1] C1 [1-5] C1 [1-5] C1 [1-5] 

Organizational - YES / NO YES / NO YES / NO 

Technical - YES / NO YES / NO YES / NO 

Financial - YES / NO YES / NO YES / NO 

Legal - YES / NO YES / NO YES / NO 

 W2 [0-1] C2 [1-5] C2 [1-5] C2 [1-5] 

Usability - YES / NO YES / NO YES / NO 

Decisional guidance W3 [0-1] C3 [1-5] C3 [1-5] C3 [1-5] 

Format (design & visuals) - YES / NO YES / NO YES / NO 

Interaction (mode & invocation)  - YES / NO YES / NO YES / NO 

Guidance style (target & directivity) - YES / NO YES / NO YES / NO 

Data quality  W4 [0-1] C4 [1-5] C4 [1-5] C4 [1-5] 

Meaning (representativeness) - YES / NO YES / NO YES / NO 

Resolution (sampling & reliability) - YES / NO YES / NO YES / NO 

Structure (sparsity) - YES / NO YES / NO YES / NO 

Accessibility & timeliness - YES / NO YES / NO YES / NO 

System error W5 [0-1] C5 [1-5] C5 [1-5] C5 [1-5] 

Imprecision (random errors) - YES / NO YES / NO YES / NO 

Inaccuracy (systematic errors) - YES / NO YES / NO YES / NO 

Bias (in data input, in processing, in outcome) - YES / NO YES / NO YES / NO 

System complexity W6 [0-1] C6 [1-5] C6 [1-5] C6 [1-5] 

Parsimony - YES / NO YES / NO YES / NO 

Individual DSS Score Score 1 Score 2 Score N 
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Conclusions 

In any professional field, gaps between practice and evidence can occur when the expert 
develops a pattern of knowledge, which is then relied on for judgments under uncertainty using 
intuitive processing, without the activation of an analytical alternative obtained from the best 
available information (Bate et al., 2012; D. Kahneman & Klein, 2009). 
In most real-world sport problems it is difficult to trace cause-and-effect relationships between 
variables because they are too many and they usually exhibit non-linearity. Examples could 
include the aetiology of many injuries which athletes experience, or quantifying the influence of 
an individual player’s performance on overall team success. Hence, complex problems should 
be holistically approached, fully engaging experience and intuition as well as analytical 
processes (Bennet & Bennet, 2008), which can be integrated through decision support systems 
(DSS). 
As the data now being considered in sports environments is increasingly voluminous and beyond 
human information processing capabilities, the link between decisions and outcomes is often 
probabilistic or uncertain, or the decisions are repetitive (Kayande et al., 2009). In such 
environments it is unlikely that decision makers can consistently outperform a DSS (Hoch & 
Schkade, 1996). Further, the limited utility of decision support systems in sporting contexts to 
date means that there is a potential for considerable value to be extracted from their application 
to new scenarios. 
This paper contends that the success of a DSS will depend on the understanding of the problem 
to solve, the context or previous practices in the organization, the available resources, the design 
and accuracy of the system, and its implementation. In high performance sport, where there is 
often a risk  of a high churn rate with when trialling or adopting new processes, is important that 
when developing a DSS one should not just focus on its performance, but also its acceptance 
(Kayande et al., 2009). 
The development framework proposed in this paper provides a systematic way to add value to a 
DSS by ensuring that the proposed components have been considered and optimized before, 
during, and after developing the system. It provides a framework specifically tailored for us in 
high-performance sport settings, which has to date not seen attention in the literature. With an 
increased data volume being generated in high-performance sport from areas such as computer 
vision and wearable technology, consideration of such data via DSS’s will soon likely become 
a necessity rather than a consideration. Future work should establish the utility and validity of 
the framework for use in high-performance sport environments. 
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