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ABSTRACT 

 
An increasingly useful application of machine learning (ML) is in predicting features of human 

actions. If it can be shown that algorithm inputs related to actual movement mechanics can 

predict a limb or limb segment’s future trajectory, a range of apparently intractable problems 

in movement science could be solved. The forecasting of lower limb trajectories can anticipate 

movement characteristics that may predict the risk of tripping, slipping or balance loss. 

Particularly in the design of human augmentation technology such as the exoskeleton, human 

movement prediction will improve the synchronisation between the user and the device greatly 

enhancing its efficacy. 

Long Short Term Memory (LSTM) neural neworks are a subset of ML algoithms that proven 

a wide success in modelling the human movement data. The aim of this thesis was to examine 

four LSTM neural nework architectures (Vanilla, Stacked, Bidirectional and Autoencoders) in 

predicting the future trajectories of lower limb kinematics, i.e. Angular Velocity (AV) and 

Linear Acceleration (LA). This work also aims to investigate whether linear statistical methods 

such as the Linear Regression (LR) is enough to predict the trajectories of lower limb 

kinematics. Kinematics data (LA and AV) of foot, shank and thigh  were collected from 13 

male and 3 female participants (28 ± 4 years old, 1.72 ± 0.07 m in height, 66 ± 10 kg in mass) 

who walked for 10 minutes at 4 different walking speeds on a 0% gradient treadmill. Walking 

speeds included preferred walking speed (PWS 4.34 ± 0.43 km.h-1), imposed speed (5km.h-1, 

15.4% ± 7.6% faster), slower speed (-20% PWS 3.59 ± 0.47 km.h-1) and faster speed (+20% 

PWS 5.26 ± 0.53 km.h-1). The sliding window technique was adopted for training and testing 

the LSTM models with total kinematics time-series data of 17,638 strides for all trials.  

The aim and findings of this work were carried out in 3 studies. Study 1 confirmed the 

possibility of predicting the future trajectories of human lower limb kinematics using LSTM 

autoencoders (ED-LSTM) and the LR during an imposed walking speed (5km.h-1). Both 

models achieved satisfactory predicted trajectories up to 0.06s. A prediction horizon of 0.06s 

can be used to compensate for delays in an exoskeleton’s feed-forward controller to better 

estimate the human motions and synchronise with intended movement trajectories. Study 2 

(Chapter 4) indicated that the LR model is not suitable for the prediction of future lower limb 

kinematics at PWS. The LSTM perfromace results suggested that the ED-LSTM and the 

Stacked LSTM are more accurate to predict the future lower limb kinematics up to 0.1s at PWS 



 
 

and imposed walking speed (5km.h-1). The average duration for a gait cycle rages between 

0.98-1.07s, and a prediction horizon of 0.1 accounts for about 10% of the gait cycle. Such a 

forecast may assist users in anticipating a low foot clearance to develop early countermeasures 

such as slowing down or stopping. Study 3 (Chapter 5) have shown that at +20% PWS the 

LSTM models’ performance obtained better predictions compared to all tested walking speed 

conditions (i.e. PWS, -20% PWS and 5km.h-1). While at -20% PWS, results indicated that at 

slower walking speeds all of the LSTM architectures obtained weaker predictions compared to 

all tested walking speeds (i.e. PWS, +20% PWS and 5km.h-1). In addition to the applications 

of a known future trajectories at the PWS mentioned in study 1 and 2, the prediction at fast and 

slow walking speeds familiarise the developed ML models with changes in human walking 

speed which are known to have large effects on lower limb kinematics. When intelligent ML 

methods are familiarised with the degree of kinematic changes due to speed variations, it could 

be used to improve human-machine interface in bionics design for various walking speeds 

The key finding of the three studies is that the ED-LSTM was found to be the most accurate 

model to predict and adapt to the human motion kinematics at PWS, ±20% PWS and 5km.h-1, 

up to 0.1s. The ability to predict future lower limb motions may have a wide range of 

applications including the design and control of bionics allowing better human-machine 

interface and mitigating the risk of tripping and balance loss. 
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1 CHAPTER ONE: INTRODUCTION 
 

1.1 Background 

Mechanics is one of the oldest divisions of physics that describes bodies at rest or in 

motions state subjected to force actions (Hibbeler, 2007). When those bodies are living things, 

it is referred to as Bio-Mechanics (Knudson, 2007). Biomechanics is an interdisciplinary field 

that describes, analyses and evaluates the human movement (Winter, 2009). The understanding 

of gait biomechanics was found to be a useful tool to reduce the risk of slipping (Sundaram et 

al., 2020) and to investigate the assistance of wearable assistive devices (Madinei, Alemi, Kim, 

Srinivasan, & Nussbaum, 2020; Mudie et al., 2018). 

Gait analysis is a biomechanics branch that started to surface since late 1900s, devoted 

to the motions of the human limbs (DeLisa, 1998). The walking gait cycle can be considered 

as the cyclic rotation of the human limbs or the body segments (Baker, 2007). Walking is an 

oscillating process that obeys Newton’s laws of motion (Inman & Eberhart, 1953). It consists 

of a repetitive cycle that is generated from either a peripheral or a central origin (Brenière, 

1996). A single gait cycle can be defined as the period of time between the heel strike event of 

a particular foot to the next heel strike event of the same foot (DeLisa, 1998). The gait cycle 

(Figure 1-1) is also divided into dual phases, the stance phase and the swing phase. The 

approximate time for the walking gait cycle is 1 second with a stance phase that accounts for 

60% and a swing phase about 40% of the gait cycle.  

The stance phase starts from the heel strike which also marks the start of the loading 

response where the entire foot is placed on the ground and absorbing the full body weight 

(Rueterbories, Spaich, Larsen, & Andersen, 2010). Then, is the double stance where both feet 

are on the ground. At the mid-stance phase, the body is moved forward and the contralateral 

limb is in the swing phase. The body in this phase is at the minimum stability, as the body is 

relying on one limb only. The occurrence of heel off marks the transition from the mid-stance 

to the terminal stance. That causes the body to move forward, leading to the beginning of the 

pre-swig phase which ends with toe off. Toe off is when the foot starts leaving the ground. 

Hence, the swing phase starts. The swing phase is divided into three sub-events which are; the 

initial swing, mid-swing, and the terminal swing. Firstly, at the initial swing the foot starts 

accelerating forward. Then at the mid-swing, the swinging limb starts to lead the contralateral 

limb. Finally at the terminal swing, the foot deaccelerates in preparation to land on heels (i.e. 
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heel strike) (see Figure 1-1). Two subsequent heel strikes of the opposite limb is known as a 

step, while two subsequent steps constitute a stride (Tesio & Rota, 2019). 

 

Figure 1-1: Illustration of different gait events during the walking gait cycle (Papavasileiou, 
Zhang, & Han, 2017; Rueterbories et al., 2010). 

 

1.2 Changes of kinematic characteristics with gait speed 

The kinematics of the human movement are the linear and the angular displacements, 

velocities and accelerations that describe the spatial movement of a rigid body (i.e. foot). While 

kinetics are the forces, powers and energetics that caused the movement of a rigid body 

(Winter, 1991). According to Newton’s second law of motion, when the body centre of mass 

accelerates or deaccelerates, its linear acceleration is determined by the forces acting on the 

body system as a whole (Goldstein, Poole, & Safko, 2002). This constitutes the concept that 

body segments (i.e. foot, thigh, shank, etc) are responsible for the displacement of the body 

centre of mass which may sometimes be outside the body system (Tesio & Rota, 2019). 

The changes of speed in body segments are known to have substantial impacts on the 

spatiotemporal as well as the kinematic and kinetic patterns of the gait cycle among different 

age groups; children, young and older adults (Claudiane Arakaki Fukuchi, Fukuchi, & Duarte, 

2019; Grant & Chester, 2015). The walking speed was the most influential variable amongst 

sex, age and body max index on the ambulatory kinematic and kinetic profiles (Chehab, 

Andriacchi, & Favre, 2017). Normal (comfortable or preferred) walking speed reported in the 

literature had averages ranging from 1.05 m.s-1 to 1.43 m.s-1 (or 101 to 122 steps/min, cadence) 

(Kwon, Son, & Lee, 2015; Winter, 1991). Reported faster and slower walking speeds were an 

increment of 10.45% to 58.06% (1.25 m.s-1 to 2 m.s-1) and a decrement of 9.70% to 56.99% 

(0.4 m.s-1 to 1.61 m.s-1). Changes in walking speed largely affects the sagittal plane kinematics 

(Sun, Fekete, Mei, & Gu, 2018). Significant differences were found at the foot angles as well 

as the ankle kinematics (Dubbeldam et al., 2010; Grant & Chester, 2015; Tulchin, Orendurff, 
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Adolfsen, & Karol, 2009). Large differences were found in step length and velocity between 

old (64 to 86 years) and younger group of women, 1.57 mph for the older group versus 1.83 

mph for the younger group of women (Finley, 1969). Oliveira et al. investigated the kinematic 

impacts over time during fast walking on older (71.0 ± 5.6 years) and younger populations 

(26.6 ± 6.0 years) and found gradual increase in ankle plantarflexion and decreased hip 

extension at the toe off for the older population, while younger adults had a progressive 

decrease in ankle dorsiflexion at the heel contact (Oliveira, Vieira, Machado Sousa, & Vilas-

Boas, 2017). Both groups have shown continuing increase in step-width and high coordination 

of the lower limb joint angles. In a systematic review for gait speed-related studies (218 

articles) by Fukuchi et al., a comparison was conducted between fast (fast>comfortable) and 

slow (slow<comfortable) walking speeds across children (4 to 17 years old) as well as younger 

(18 to 59 years old) and older adults (60 to 85 years old). In children, there were large effect 

sizes found at the knee and hip flexion and ankle plantarflexion angles during slow walking 

(Claudiane Arakaki Fukuchi et al., 2019). For young adults walking at slower speed, there were 

small effect sizes for hip flexion and extension angles and large for the knee flexion angle. 

While at faster speed, there were small effect sizes at the hip flexion and ankle plantarflexion 

angles. Large effect sizes were found during faster speeds only, for the older adults. Walking 

speed was also found to be different between male and female participants. At natural cadence, 

females were found to have higher natural cadence than males (Finley & Cody, 1970). Females 

were also found to have 6 to 9 higher cadence than males (Winter, 1991). 

Statistical methods such as the effect size, are amongst several other methods (i.e. 

analysis of variance, t-test, etc.) have been widely implemented in the literature to observe 

changes in walking kinematics between different conditions (i.e. fast vs. comfortable walking). 

Those methods maintained their importance across biomechanics researchers by reliably 

conveying the significance of different kinematic changes between the walking conditions. 

1.3 Statistical methods for gait inference 

For the most of the last century, the interpretations and the deductions drawn from  the 

human movement data were at most based on statistical assumptions or estimators (i.e. 

goodness-of-fit) that were highly relying on fixed parameters such as the Student’s t-test, 

regression analysis and the Analysis of Variance (ANOVA) (Bohannon, 1997; Hageman & 

Blanke, 1986; Lage, White, & Yack, 1995; Mullineaux, Bartlett, & Bennett, 2001; Tinetti, 

Speechley, & Ginter, 1988). They were also referred to as Data Modelling (DM) approaches, 
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in which a stochastic data model is assumed and then its parameters are estimated from the data 

as well as the model to be used for prediction (Breiman, 2001). Those methods however were 

found to be not capable enough to cope with the ascending growth (i.e. volume and 

dimensionality) of human movement data such that the relationship between several 

heterogeneous biomechanical or clinical variables were loosely captured (Phinyomark, 

Hettinga, Osis, & Ferber, 2015; Phinyomark, Hettinga, Osis, & Ferber, 2014; Phinyomark, 

Petri, Ibáñez-Marcelo, Osis, & Ferber, 2018). Particularly, the rise of wearable sensors such as 

the Inertial Measurement Unit (IMU) (Sabatini, 2011; Vargas-Valencia, Elias, Rocon, Bastos-

Filho, & Frizera, 2016), Electromyography (EMG) and the Electroencephalogram (EEG) 

sensors (Kawamoto & Sankai, 2002; S. Wang et al., 2015), have posed new challenges and 

opportunities to the analysis of human movement data (Halilaj et al., 2018). 

In response to these limitations and to rejuvenate applied inference methods, a new set 

of algorithmic models related to the field of computer science have been widely adopted by 

biomechanist researchers called Machine Learning (ML) algorithms (Halilaj et al., 2018; 

Phinyomark et al., 2018). ML is a subfield of Artificial Intelligence (AI) concerned with the 

establishment of computer programs that automatically learn with experience (Mitchell, 1997). 

They are a set of algorithms that are able to categorise large datasets by observing their 

regularities and recognising their patterns (Bishop, 2006). In contrast to DM approaches where 

the model validation is simply a yes or no using goodness-of-fit tests, a ML algorithm relies on 

its predictive accuracy to optimise and fine-tune its parameters (Breiman, 2001). 

1.4 The Measurement and prediction of gait biomechanics 

The understanding of the human movement voluntariness has long been addressed over 

the centuries within the scope of philosophy until recently it became one of the core research 

areas in physiology (Ingram, Sadeghi, Flanagan, & Wolpert, 2017; Rothwell, 2012; Schmidt, 

Lee, Winstein, Wulf, & Zelaznik, 2018). The willingness to move and the movement initiation 

process are not intertwine and can be separated (Hallett, 2007; Zeman, 2002, 2005). That means 

the human movement starts subconsciously and then the volitional awareness for the movement 

becomes sensible later in time (Hallett, 2007). Scientific efforts to detect the human movement 

intention before it is occurrence have been successful with the aid of ML and accurate 

movement measurements (W. Tao, Liu, Zheng, & Feng, 2012). Commonly implemented 

measurement techniques for gait analysis are the motion capture systems (i.e. gold standards) 

(Komnik, Weiss, Pagani, & Potthast, 2015; Tong & Granat, 1999), gyroscopes (Abaid, Cappa, 
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Palermo, Petrarca, & Porfiri, 2013; Goršič et al., 2014), accelerometers (González, López, 

Rodriguez-Uría, Álvarez, & Alvarez, 2010), IMU devices (Nogueira, Siqueira, Inoue, & Terra, 

2014), EEG and surface EMG sensors (Joshi, Lahiri, & Thakor, 2013; J. Li et al., 2016). 

1.4.1 Motion capture systems 

The motion capture systems are predominantly consist of 3D optoelectronic systems 

(Komnik et al., 2015) with integrated force platforms (Rueterbories, Spaich, & Andersen, 

2014) (see Figure 1-2). The Optoelectronic systems are electronic devices that triangulate the 

3D position of human motion between 2 or more cameras by sourcing, detecting and 

controlling of light (Hanley, Tucker, & Bissas, 2018; Rosencher & Vinter, 2002). The force 

platforms measure the 3D kinetic gait parameters and are commonly found as a force-plate or 

as a force-plate instrumented treadmill (Garofolini, Taylor, & Lepine, 2019; Yanxin Zhang & 

Ma, 2019). The motion capture systems offer a high quality motion tracking and are considered 

the top golden standards for gait data collection and analysis (Albert et al., 2020; do Carmo 

Vilas-Boas, Choupina, Rocha, Fernandes, & Cunha, 2019; Stone, Sarangi, & Pelah, 2019). 

Different motion capture systems have been extensively utilised to collect human motions such 

as the Qualisys (Baskwill, Belli, & Kelleher, 2017), OptoTrack (D. T. Lai, Taylor, & Begg, 

2012) and Vicon (Best & Begg, 2008; Ewing, Fernandez, Begg, Galea, & Lee, 2016).  The 

Qualisys and Vicon systems are both based on a passive (i.e. reflective) marker setup while the 

OptoTrack is based on active (i.e. connected back to the system) marker setup. Passive markers 

are coated with a retroreflective material and are tracked by reflecting the infrared light emitted 

generated from the motion cameras. While the active markers are powered to generate to 

generate the infrared light which enable the motion cameras to track the markers by their 

relative position. Normally at the beginning of any trial the group of cameras are calibrated to 

provide overlapping projections and the tracking of each of each on-body marker is verified 

(Figure 1-3). 
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Figure 1-2: Vicon motion capture system at the Victoria University, Biomechanics 
laboratory.  

 

 

Figure 1-3: The Vicon motion capture system (14-cameras) and the force-plates 
instrumented treadmill setup at the Victoria University biomechanics laboratory. In the 

middle is the human skeletal model inter-linking body segments (i.e. lower limbs, pelvis and 
trunk) designed to represent the motion of the underlying bone (Garofolini, 2019; Taylor, 
2012). Red markers refer to the left limb. Green markers refer to the right limb. Middle 

yellow markers refer to the pelvis. Upper yellow markers refer to trunk. 

 

Studies have utilised ML to predict the gait kinematics and kinetics of the human 

movement for various motivations based on motion capture data. For instance, developing ML 

models based on motion capture data may help assisting clinicians to automate and expedite 
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the process of gait assessment and evaluation. Zhang and Ma compared the performance of 7 

different supervised ML algorithms for the classification of gait patterns of children with 

cerebral palsy (Yanxin Zhang & Ma, 2019). Pogorelc et al. developed a ML model to identify 

Parkinson’s disease along with other pathological gait based on the motion capture data 

(Pogorelc, Bosnić, & Gams, 2012). The motion capture data have also been utilised to test the 

possibility of using ML to predict kinematic and kinetic variables to be used outside the 

laboratory settings (i.e. ambient assisted living). For instance, Lai et al. developed a ML 

algorithm based on the motion capture system to estimate gait features during the swing phase 

that are directly related to predicting the risk of tripping and falling which can potentially 

transcended to elderly users (D. T. Lai et al., 2012). 

The motion capture systems however are very costly and normally installed in large 

laboratories (Baskwill et al., 2017). Those factors suggested that collected data from the motion 

capture systems should be considered only as the baseline for studies that aim to transcend it 

is findings outside the laboratory settings. 

1.4.2 The Inertial Measurement Units (IMUs) 

The term “inertial” refers to the combination of 3-axis accelerometer and 3-axis 

gyroscope sensors (Tinder, 2006). Devices that are composed of those sensors are frequently 

denoted as IMUs. The gyroscope measures the sensor’s angular velocity while the 

accelerometer measures the specific force which includes the earth’s gravity and the linear 

acceleration (Titterton, Weston, & Weston, 2004). The main function of IMUs is the 

measurement of position and orientation tracking of the bodies onto which they are attached to 

(Cuesta-Vargas, Galán-Mercant, & Williams, 2010). The latest developments in the area of 

micro-electro-mechanical systems (MEMs) has made the IMUs more miniaturised and low in 

both cost as well as power consumption (Kok, Hol, & Schön, 2017). As a result, magnetic 

sensors have been integrated into IMUs. Although, they require a magnetic field for their 

operation, the entire earth offers abundant external magnetic source. They are sensitive to 

electromagnetic interference, however, they have zero drifts over time. (Sabatini, 2011). The 

combination of magnetic and IMU sensors has shown a viable solution in studies that require 

three-dimensional position tracking such as in gait analysis and clinical studies (Bergamini et 

al., 2014). This is done by integrating the gyroscopic signal from a known starting point given 

by magnetometers and accelerometers (Sabatini, 2011). 
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The IMUs have been widely implemented in human motion analysis studies and 

assistive devices and were found to be accurate, practical and easy to initialise (Beravs, 

Reberšek, Novak, Podobnik, & Munih, 2011; Cuesta-Vargas et al., 2010; Elliott, Marecki, & 

Herr, 2014). O’Reilly et al. developed a classifier to obtain different types of deadlift 

biomechanics based on a lumbar-worn IMU data (O'Reilly, Whelan, Ward, Delahunt, & 

Caulfield, 2017). Recently however with the aid of ML, several studies have shown the 

potential to predict the gait kinematics (i.e. joint angles) and kinetics (i.e. ground reaction 

forces) based on IMU data (Dehzangi, Taherisadr, & ChangalVala, 2017; Gholami, Napier, & 

Menon, 2020; Lim, Kim, & Park, 2020; Nogueira et al., 2017). Using ML techniques, Vu et 

al. were able to obtain the percentage of the gait cycle in a powered prosthetic device based on 

a shank-mounted IMU (Vu et al., 2018). Gholami et al. predicted the lower limb joint angles 

using ML model based on show-mounted accelerometer data (Gholami et al., 2020). 

The IMU sensors are multidimensional, low in cost, ease to use, non-invasive and 

immune to interference (Mannini & Sabatini, 2010). They do not require external sources (e.g. 

electromagnetic signal) which may restrict their sensing range compared to optical tracking 

systems (Sabatini, 2011). These factors and the growing studies in human motion analysis 

based on IMU data have motivated many researchers to consider simulated IMU data when 

using the gold standard data collection approach (i.e. motion capture systems). Collecting 

biomechanical data with motion capture systems as well as force platforms is considered the 

benchmark and has been widely adopted in the literature for experimental purposes and in gait 

detection studies (R. Begg & Kamruzzaman, 2005; O’Connor, Thorpe, O’Malley, & Vaughan, 

2007). The motion capture systems however are costly and impractical for outdoor use (Jung, 

Heo, Yang, & Park, 2015). Therefore, for use in outdoor environments, wearable sensors such 

as gyroscopes, accelerometers and IMUs are becoming prevalent in human movement studies 

(Hanlon & Anderson, 2009; Preece et al., 2011).  

Simulated IMU data that included the linear acceleration (LA) and the angular velocity 

(AV) have been collected from the motion capture systems and was successfully modelled with 

ML algorithms in several studies for gait kinematics prediction (Dorschky et al., 2020; Mundt 

et al., 2020; Ross, Dowling, Troje, Fischer, & Graham, 2020; Zaroug, Lai, Mudie, & Begg, 

2020). Clouthier et al. used simulated IMU data to train and develop ML model to classify 

athletic movements (Clouthier, Ross, & Graham, 2020). The utilisation of simulated IMU data 

such as the kinematics output from IMU sensors (i.e. LA and AV) have brought promising 
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results and may offer the opportunity to transcend predictive ML models outside the laboratory 

settings (De Brabandere et al., 2020; Preatoni, Nodari, & Lopomo, 2020). 

1.4.3 The Electroencephalography (EEG) 

The EEG is a wearable sensor discovered in 1929 by Hans Burger, that is worn around 

the scalp to measure the electrical activity of the brain (Binnie & Prior, 1994; Gloor, 1969). 

The EEG metal discs (i.e. electrodes) scan for voltage changes coming from the ionic current 

produced by some of the brain cells (Biasiucci, Franceschiello, & Murray, 2019; Davidson, 

Jackson, & Larson, 2000). Reported neural features related to the EEG signal were the 

Movement-Related Cortical Potential (MRCP) (H.-H. Kornhuber, 1965; Shakeel et al., 2015; 

Shibasaki & Hallett, 2006) and the Event-Related Synchronisation/Desynchronization 

(ERS/ERD) (Pfurtscheller & Aranibar, 1979; Pfurtscheller & Neuper, 1994). The MRCP 

feature also known as the Bereitschafts Potential (BP), is the slow decrease in the EEG 

amplitude 0.5s before a self-paced movement initiation. While the ERD is the decrease in the 

frequency power 0.5-2s before the voluntary movement (Pfurtscheller, 1981). The spectral 

power were predominantly reported in the frequency bands mu (8-12 Hz) and beta (12-30 Hz) 

of the brain wave (Chéron et al., 2012; Pfurtscheller & Da Silva, 1999; Severens, Nienhuis, 

Desain, & Duysens, 2012).  

The EEG was implemented by Kornhuber and Deecke to record EEG signals related to 

the voluntary finger movement and found a slow increasing surface-negative potential that 

takes place up to 1.5s before the physical movement (H. H. Kornhuber & Deecke, 1965). Bai 

et al. monitored self-paced wrist extension with the EEG and found an average time 0.62 ± 

0.25 s before the physical voluntary movement (Bai et al., 2011). Such scientific findings 

accelerated the development of Brain-Machine Interface (BMI) in assistive devices for patients 

with neurological injuries (Carvalho, Dias, & Cerqueira, 2019; Tahernezhad-Javazm, 

Azimirad, & Shoaran, 2018; Wolpaw & McFarland, 2004; Wolpaw, McFarland, Neat, & 

Forneris, 1991). The BMI (based on EEG) is a direct communication method between the user 

brain and the assistive device (i.e. powered exoskeleton). While the BMI is still being 

researched, the MRCP requires substantial initialisation time (i.e. several repetitions of the 

same trial) in order to extract good and reliable features (J. Li et al., 2016; Savić et al., 2014; 

S. Wang et al., 2015). The mobility sources were also found to be difficult to record from the 

brain cortex (Petersen, Willerslev‐Olsen, Conway, & Nielsen, 2012) due to the low signal-to-

noise ratio and the low amplitude (8-10 μV) related to the MRCP (Bai et al., 2011). The ERD 
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feature also requires a steady state baseline for the voluntary movement in order to correctly 

detect the frequency power related to the movement (Sburlea, Montesano, de la Cuerda, et al., 

2015; Sburlea, Montesano, & Minguez, 2015). Hasan et al. utilised ML algorithms to overcome 

some of the aforementioned EEG signal problems in two studies by implementing a discrete 

wavelet transform to extract features from pre-movement EEG data and classify the rest versus 

start and the stop versus walking movements (Hasan, Siddiquee, & Bai, 2020; Shafiul Hasan 

et al., 2020). The classification of pre-movement EEG data was possible with average accuracy 

of 76.41% for the rest vs. start and 74.12% for the walk vs. stop movements (Shafiul Hasan et 

al., 2020). The studies recommended further research into the reliability of real-time EEG 

intention detection (Hasan et al., 2020) due to the very noisy and non-stationary EEG data and 

the subjective differences of gait preparation which may increase the uncertainty of the EEG-

based intention detection problem (Shafiul Hasan et al., 2020). 

1.4.4 The surface Electromyography (sEMG) 

The sEMG are wearable sensors that directly reflect the human muscle activities 

(Hakonen, Piitulainen, & Visala, 2015). The EMG sensor  measures the muscles electrical 

response to nerve stimulation and has been used as a method for powered assistive devices 

control (Bi & Guan, 2019). Surface sEMG uses electrodes placed on the skin and has the benefit 

of being non-invasive. Several works in the literature have considered the detection of muscles’ 

electric signals, as a mean for the assistive device to comprehend human intentions, such as in 

Hybrid Assistive Limb (HAL) exoskeleton (Kawamoto & Sankai, 2002), and the NEUROExos 

(Lenzi, De Rossi, Vitiello, & Carrozza, 2012). Fleischer et al. utilised the sEMG sensor in a 

lower limb exoskeleton calibrated with pose sensors (Hall sensors, accelerometers, and floor 

contact sensors) (Fleischer, Reinicke, & Hommel, 2005). Results have shown the possibility 

of measuring one muscle to represent a group of neighbouring muscles on healthy which 

indicate that further research is needed to observe whether this works in other motions (i.e. 

different muscle group). Chen et al. implemented the sEMG sensor integrated with 

computational algorithms in a knee exoskeleton and was able to predict human motor intent in 

real-time (X. Chen, Zeng, & Yin, 2017). The sEMG signal was treated as a harmonic oscillator 

using the energy kernel method (X. Chen, Yin, & Fan, 2014). Morbidoni et al. identified 

stance/swing phases based on sEMG lower limb signals (Morbidoni, Cucchiarelli, Fioretti, & 

Di Nardo, 2019). The sEMG was also able to detect gait events in children with Cerebral Palsy 

based on control algorithms. (Lauer, Smith, & Betz, 2005). In upper limb movements, the 

sEMG was utilised to compute the elbow torque (L. Wang & Buchanan, 2002) and to improve 
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the collaboration between the human arm and the robotic hand (i.e. pick and place robot) (Bi 

& Guan, 2019). 

Nonetheless, the sEMG signals are difficult to interpret due to the unclear relationship 

between the muscle activations and the sEMG voltage response (L. Wang & Buchanan, 2002). 

The sEMGs are very sensitive to electrode placement, noise from neighbouring muscles and 

the influence of the human sweat. They are deemed unreliable for prolonged use, as they 

require calibration for inter-subject variability in rehabilitative devices (G. Chen, Chan, Guo, 

& Yu, 2013). Problems arise in its use for intended hand movement detection as the slender 

muscles controlling the individual finger overlap those of the arm and precise electrode 

placement is needed (Biggar & Yao, 2016). 

1.5 Motivation of the research 

The nature of the human gait cycles have shown to be resembling the oscillating 

movements of the pendulum (i.e. stance phase) and the inverted pendulum (i.e. swing phase) 

(Kuo & Donelan, 2010). The cyclic and monotonous attributes of the human gait has paved the 

way for several mathematical modelling approaches such as ML algorithms to capture the 

movement patterns and provide insightful gait (R. Begg & Kamruzzaman, 2005; Halilaj et al., 

2018; Mannini, Trojaniello, Cereatti, & Sabatini, 2016; Zaroug et al., 2019; C.-y. Zhao, Zhang, 

& Guo, 2012).  

Machine Learning methods for gait classification and assessments have been satisfactory 

implemented based on various biomechanical measurements (Di Nardo, Morbidoni, 

Cucchiarelli, & Fioretti, 2021). The gait regression problems however were identified as the 

most challenging tasks for ML algorithms to solve (Sagheer & Kotb, 2019b). The developed 

ML classifiers for the human movement biomechanics (i.e. identifying abnormal patterns) 

account for 80.6% of the published literature (Halilaj et al., 2018). This resulted in a limited 

research on regression ML models that may be able to anticipate gait movements before its 

occurrence. Predicting the future motion trajectories has the potential to anticipate human 

movements and give more room to take action. This includes balance control (Fuschillo, 

Bagalà, Chiari, & Cappello, 2012), falls prevention (R. K. Begg et al., 2014; Nait Aicha, 

Englebienne, van Schooten, Pijnappels, & Kröse, 2018), Internet of Things (IoT) (X. Tao & 

Yun, 2017), robotics (Rudenko, Palmieri, Lilienthal, & Arras, 2018) and human- machine (i.e. 

assistive devices) interaction (G. Lee et al., 2017). Assistive devices in particular (i.e. 

exoskeletons, prosthetics, etc.) are highly coupled to the human body and hence, its operation 
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needs to be constantly compliant and flexible with human intention (C.-y. Zhao et al., 2012). 

There exist dynamic differences between these devices and the user. Differences including the 

nonlinear kinematics and kinetics that may result in an inaccurate movement synchronization 

and an unnatural interaction between the user and the device (Rupal et al., 2017; Torricelli et 

al., 2018). Such issues necessitate the need to synchronise wearable function with user intention 

as many lower limb assistive devices reported in current literature have limited capability to 

predict the user movements (Akyildiz, Su, Sankarasubramaniam, & Cayirci, 2002). A known 

future lower limb movements add a feedforward term to an assistive device controller rather 

than being re-active and predominantly rely on feedback terms (i.e. sensory information) 

(Shafiul Hasan et al., 2020; Tanghe, De Groote, Lefeber, De Schutter, & Aertbeliën, 2019).  

Given the potential of lower limb movement prediction, no previous work was found that 

utilised ML techniques to predict the future lower limb trajectories based on simulated IMU 

data. The utilisation of simulated IMU data such as the kinematics output from wearable IMU 

sensors (i.e. LA and AV) have brought promising results and may offer the opportunity to 

transcend predictive ML models outside the laboratory settings (De Brabandere et al., 2020; 

Preatoni et al., 2020). The objective of this research is to investigate ML models that are 

satisfactory to predict the future lower limb trajectories at various walking speeds.  

1.6 Research aims 

The overall aim of this research is to predict lower limb trajectories in walking based on 

simulated IMU data modelled with ML algorithms. The structure of this thesis research is 

demonstrated in Figure 1-4. The specific research objectives are: 

1. To investigate the possibility of predicting the future lower limb kinematics with ML 

and a statistical model at an imposed walking speed (Study 1).  

2. To develop and generalise ML models and a statistical model to be able to predict the 

future lower limb kinematics at a preferred walking speed (Study 2).  

3. To finalise and observe the effects of speed variation on the developed models’ 

performance (Study 3). 
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Figure 1-4: Schematic diagram of the research questions addressed in this thesis. 

 

1.7 Significance 

The prediction of future lower limb trajectories based on historical gait trajectories could 

have a profound impact on the human movement science. There is an emerging need to 

synchronize wearable function with user intention due to engagement delays found in assistive 

devices controller operation (Elliott et al., 2014; Shamaei, Napolitano, & Dollar, 2013). A 

known future lower limb trajectories add a feedforward term to an assistive device controller 

rather than being re-active and predominantly rely on feedback terms (i.e. sensory information) 
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(Shafiul Hasan et al., 2020; Tanghe et al., 2019). This enables the assistive device (i.e. 

exoskeleton, prosthesis) to adapt its controlling parameters according to changes in the human 

gait, allowing smoother synchronization with user intentions and minimize interruptions when 

the user changes their movement pattern (Ding, Kim, Kuindersma, & Walsh, 2018; Elliott et 

al., 2014; Zaroug et al., 2019; J. Zhang et al., 2017). An example of that is when the assistive 

device smoothly aligns its controlling modes with the ankle angle between the stance and the 

swing phase. The ankle joint is required to deliver higher torques in the stance phase to lift the 

human body and the assistive device. It is essential for the assistive device to smoothly deliver 

torque changes for each controlling mode rather than discrete torque adjustments (i.e. swing 

vs. stance). This necessitate the availability of future trajectories to smoothly regulate the 

device controlling parameters and deliver seamless transitions between gait phases. 

Falling accounts for 9.7% of hospital emergency attendance in the state of Victoria, 

Australia (Cox, Roggenkamp, Bernard, & Smith, 2018; Rowbotham & Blau, 2017). More than 

50% of falling incidents are due to tripping while walking in healthy older adults 

(Santhiranayagam, Lai, Sparrow, & Begg, 2015). A leading cause of falls is tripping and the 

Minimum Toe Clearance (MTC) is a critical tripping risk feature (Gillain et al., 2019; D. T. 

Lai, Shilton, Charry, Begg, & Palaniswami, 2009; Santhiranayagam et al., 2015). The MTC 

describes the minimum toe height during the mid-swing phase (Caldas, Mundt, Potthast, de 

Lima Neto, & Markert, 2017). A known future foot trajectory based on historical gait trajectory 

might assist in monitoring the MTC to minimise the risk of balance loss, tripping and falling. 

The MTC could be addressed early on time with volitional countermeasures such as slowing 

down or stopping and impending incidents can be remotely reported for early interventions (R. 

Begg, Best, Dell’Oro, & Taylor, 2007; R. Begg & Kamruzzaman, 2006; Hemmatpour, Ferrero, 

Montrucchio, & Rebaudengo, 2019; Naghavi, Miller, & Wade, 2019; Nait Aicha et al., 2018).  
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2 CHAPTER TWO: OVERVIEW OF ML TECHNIQUES FOR 
THE PREDICTION OF HUMAN MOVEMNT BIOMECHANICS  

 

2.1 Overview 

Biomechanics laboratory experiments, clinical gait assessments and wearable sensors are 

exponentially creating human movement data more than before. In order to capture the growth 

in volume and the dimensionality of the collected data, ML techniques are rapidly 

complementing traditional statistical methods to better recognise and analyse the human 

movements. This chapter briefly surveys ML techniques that have been widely implemented 

across biomechanics research for classification and regression tasks. The review indicated that 

sequential ML algorithms such as the Recurrent Neural Networks (RNN) architectures are 

reliable to model time series data such as the kinematics and kinetics of the human locomotion. 

Regression ML tasks were found to be the least investigated in biomechanics research which 

might be a powerful tool to improve powered assistive technologies and mitigate the risk of 

falls or balance loss. Part of this chapter was published as a book chapter in Computational 

Intelligence (CI) Techniques for Powered Exoskeletons, pp 353-383 (Zaroug et al., 2019). 

2.2 Predictive modelling and statistical learning 

Predictive modelling is an approach that is highly focused on developing models to attain 

the most possible accurate predictions on a yet to be seen dataset (Kuhn & Johnson, 2013). It 

carries associations with pattern recognition, data mining and ML which are the integral 

process of predictive modelling. However, it slightly disregards the broader objective of ML 

(establishing computer based learning tools) and statistics (understanding data) and concerns 

it-self on making the minimum error with some degree of model skill measurement. 

On the other hand, the statistics equivalent of predictive modelling is called the statistical 

learning where the focus on model interpretability outweighs the model skill behaviour. 

Statistical learning is a subfield of applied statistics where the emphasis is to apply statistical 

tools to model and understand complex datasets (Gareth, Daniela, Trevor, & Robert, 2013). In 

the statistics course by Rob Tibshirani, common terms used in the field of statistics and ML 

are mapped together in Table 2-1 (Rob Tibshirani, 2018). 
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Table 2-1: Glossary maps common terms used in the field of ML and statistics. 

Glossary 

ML Statistics 

Network, graphs model 

weights parameters 

learning fitting 

generalization test set performance 

supervised learning regression/classification 

unsupervised learning density estimation, clustering 

 

2.3 Machine Learning (ML) 

Gait data representation tends to be enormous in size and variability which may be 

tedious to understand and categorise. ML algorithms are able to learn from past and present 

motions and adapt to the environment, regardless of human interventions (Mason, Traoré, & 

Woungang, 2016). Each algorithm has a different method of learning such as Support Vector 

Machines (SVM) (R. Begg & Kamruzzaman, 2005), decision trees (M.-C. Su, Chen, Wang, 

Tew, & Huang, 2000), Linear Regression (LR) (T. H. Lee, Tsuchida, Kitahara, & Moriya, 

1999) and neural nets (Paluszek & Thomas, 2017). Figure 2-1 shows the design process of a 

typical ML model framework. The major elements amongst ML models are the datasets, 

features selection, model selection and evaluation.  
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Figure 2-1: General ML design process (Mason et al., 2016). 

 

2.3.1 Dataset 

The Datasets are the starting point or the input to the ML model. The datasets are 

predominantly divided into two types; the training and the testing datasets. The training dataset 

is a correctly labelled data required to train and teach the algorithm how to obtain the correct 

predictions. The testing dataset is a correctly labelled data used to evaluate the ML algorithm 

skill in obtaining the correct labels and to approximate the algorithm error rate. Due to the 

irregularity or sometimes deficiency in datasets, this step might require a pre-processing afore 

getting into the learning algorithm, such as data normalization (Karvanen, 2003), scaling and 

cleaning (Chapman, 2005). 

2.3.2 Features Engineering 

Features engineering is considered a pre-processing step or a sub-algorithm computed 

within the ML model such as the Principal Component Analysis (PCA) (Isabelle, 2006; Witte, 

Ganter, Baumgart, & Peham, 2010). The PCA is a multivariate statistical technique developed 

by Hotelling (Hotelling, 1933) and it was proven effective in analysing large datasets of 

kinematic and kinetic waveform patterns to identify features that could potentially be highly 

relevant to the movement task (Astephen & Deluzio, 2005; Deluzio, Wyss, Zee, Costigan, & 

Serbie, 1997; Hubley-Kozey & Vezina, 2002). The PCA was found to be objectively 
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identifying discrete parameters such as peaks or ranges in a signal to facilitate comparisons 

between biomechanical variables (Chau, 2001). 

The objective of features engineering is to clear the dataset from any redundant or 

irrelevant information. Therefore, it largely contributes to the accuracy of the learning model. 

It is beneficial in the case where the data size is multidimensional. It also expedites the process 

of learning because it allows the only important features to be considered (Bishop, 2006). 

However, precautions must be taken as crucial information might be discarded if poor features 

engineering is performed. Features engineering can be divided into two main techniques; 

Feature selection and feature extraction (Phinyomark et al., 2018). Features Selection aims at 

searching for the most relevant input features and minimizing features redundancy using filter 

and wrapper methods (Bishop, 2006; Isabelle, 2006). Filter methods uses similarity or distance 

measurements such as the t-tests, chi-squared (Manning, Raghavan, & Schütze, 2008) or the 

effect size (Potdevin, Femery, Decatoire, & Bosquet, 2007). While wrapper methods evaluates 

each feature with a cross-validation approach using a particular classifier such as the Linear 

Discriminant Analysis (LDA) (D.-X. Liu, Wu, Du, Wang, & Xu, 2016) and the SVM (R. K. 

Fukuchi, Eskofier, Duarte, & Ferber, 2011). On the other hand, a feature extractor works by 

transforming the original input feature space into a lower-dimensional feature space such as 

the PCA (Isabelle, 2006; Witte et al., 2010). 

Feature selection should not be conflated with dimensionality reduction methods. 

Albeit, it seems counter-intuitive to discriminate between both terms, feature selection 

ultimately leads to reduction in data dimension. In dimensionality reduction, the goal is to build 

new combination of attributes or features and therefore it includes transformational techniques 

(Japkowicz & Shah, 2011). However, feature selection methods add or discard attributes 

without changing them, this means that it preserves the original-axis of this information (Guyon 

& Elisseeff, 2003). Common dimensionality reduction techniques are; the PCA and Linear 

Discriminant Analysis (LDA).  

2.3.3 The learning process 

The learning model is the mathematical framework for the selected learning algorithm 

(Paluszek & Thomas, 2017). The model selection largely depends on the model that offers the 

best description or prediction for the presented data (Guyon, Saffari, Dror, & Cawley, 2010). 

It is how the algorithm models the problem and generates a classifier or a regression method. 
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A classifier (see Figure 2-2) is defined as a system that takes a vector of feature values and 

generates a single output vector. For example, in the following training set D: 

𝐷𝐷 =  {𝑑𝑑1 =  (𝑥𝑥1,𝑦𝑦1),𝑑𝑑2 =  (𝑥𝑥2,𝑦𝑦2) … ,𝑑𝑑𝑛𝑛 = (𝑥𝑥𝑛𝑛,𝑦𝑦𝑛𝑛)}    (2 – 1) 

The ML system then tries to find out the best possible mapping function between the input 

(𝑥𝑥𝑘𝑘), and its corresponding output (𝑦𝑦𝑘𝑘), until it reaches generalisation.  

 

 

Figure 2-2: Classifier development (Kubat, 2015). 

 

There are numerous ML models in the literature (Witten, Frank, Hall, & Pal, 2016). 

Nonetheless, the way they have been grouped is distinctive among authors. For example in 

(Mason et al., 2016), algorithms have been classified according to their mathematical model; 

learning style algorithms (e.g. supervised learning), algorithms that classify data based on 

similarities (e.g. LDA), and other measures. However, in (Paluszek & Thomas, 2017), and 

(Bishop, 2006), algorithms were classified according to their interaction with the input data; 

supervised learning, unsupervised learning, and reinforcement learning. In supervised learning, 

the machine is presented with a set of input vectors along with its corresponding 

output/outcome vectors which are referred to as labelled training data. The machine is directly 

told which outputs are true for each set of inputs. However, for the unsupervised learning, there 

are no set of target values for each set of input vectors. The machine is not told what the correct 

answer is and is set to discover patterns in data and to group each similar data point using 

clustering techniques.  
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Reinforcement learning is a decision-making problem where the machine tries to seek 

out the appropriate actions in a given situation. The goal here is to get the most out of a reward, 

which is essentially a feedback mechanism or rather the reinforcement of the learning process 

(Wiering & Van Otterlo, 2012). Typically, the machine interacts with its environment by 

forming a sequential state, and all the past and current states have a direct impact on the reward. 

Consequently, the machine keeps on amending its learning model. 

2.3.3.1 Classification and regression problems 

In supervised learning the answers are known and the algorithm repeatedly makes 

predictions on the training data. Predictions are corrected when error updates are performed. 

Supervised learning can further be grouped into classification and regression problems (LeCun, 

Bengio, & Hinton, 2015). In classification problems, the algorithm is taught to predict a 

categorical output or a label such as normal or abnormal (i.e. Parkinsonian) gait (Ricciardi et 

al., 2019). While in regression, the algorithm is taught to predict a value such as the knee angle 

(Luu, Low, Qu, Lim, & Hoon, 2014). The value can be a future value (Tanghe et al., 2019) or 

a value that corresponds to certain movement dynamics (Findlow, Goulermas, Nester, Howard, 

& Kenney, 2008). 

2.3.4 Evaluation  

The purpose of this step varies according to the performance criteria. The common goal 

however is to measure the model performance or what has been learned from the training 

dataset (Kubat, 2015; Witten et al., 2016). Other goals are to compare different learning 

algorithms against different classifiers on a specific problem, compare different classifiers 

within the same learning algorithm, or to create a set of generic classifiers for a specific 

problem (Bishop, 2006). The evaluation stage is an estimate of how well the model performs 

over the testing dataset. Commonly implemented statistical approaches are the resampling 

techniques, in which a population parameter is estimated from an available data (Good, 2006). 

The most basic resampling approach is the train-test splits, where the original dataset is split 

into training and testing datasets. This testing dataset can be part of the training data (intra-

subject) or an unseen (inter-subject) dataset (Figure 2-1). Other more accurate approaches 

include; k-fold cross-validation, leave one out cross-validation and repeated random test-train 

splits (Brownlee, 2014; Salvador et al., 2017).  

The selection of performance metrics is largely dependent on the ML task; 

classification or regression. Common metrics for classification task are; accuracy, logarithmic 
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loss, confusion matrix, sensitivity and specificity analysis, F score, Receiver Operating 

Characteristic (ROC) curve and the Area Under the ROC curve (AUC) (Fawcett, 2006; Kubat, 

2015; Sokolova & Lapalme, 2009). Regression metrics are generally; Mean Absolute Error 

(MAE), Mean Squared Error (MSE) and 𝑅𝑅2 (Botchkarev, 2018). 

2.3.5 Parametric and non-parametric ML algorithms 

Based on the assumptions made during the learning process, ML algorithms can be 

classified into parametric and non-parametric algorithms. Parametric algorithms simplify the 

problem with a set of fixed parameters learned from the training data. The number of 

parameters within the mapping function cannot be changed. Therefore they are easier to 

understand and interpret their results, faster to learn and require less data to optimise. However, 

they have limited functional form and learning complexity. Examples of parametric models 

include; Logistic Regression (LR), LDA and the Perceptron. 

On the other hand, non-parametric algorithms build loose assumptions during the 

learning process and therefore, they are free to learn any functional form. They are flexible 

(easier to generalise), capable of learning large set of features and able to produce higher 

performance models for prediction. However, they require larger set of data to optimise, slower 

to train and highly vulnerable to the overfitting problem. Examples of non-parametric models 

include; Artificial Neural Networks (ANN), Support Vector Machines (SVM), Naïve Bayes 

(NB) and the Classification and Regression Trees (CART) also called Decision Trees 

(Brownlee, 2019). 

2.4 ML models for the human movement prediction 

2.4.1 Linear Regression (LR) 

The LR (i.e. also called Linear Basis Function) is one of the most well studied models 

in statistics and ML due to its existence for more than 200 years (Bishop, 2006; Brownlee, 

2019). It basically assumes a linear relationship between the input (independent) variable (𝑥𝑥) 

and the output (dependent) variable (𝑦𝑦). When there is a single input attribute (𝑥𝑥) it is called a 

Simple LR and when there are multiple input variables 𝑥𝑥 =  (𝑥𝑥1, … , 𝑥𝑥𝐷𝐷)𝑇𝑇 it is referred to as 

Multiple LR. The most basic expression of LR is the linear combination of input variables: 

𝑦𝑦(𝑥𝑥,𝑤𝑤) =  𝑤𝑤0 +  𝑤𝑤1𝑥𝑥1 + ⋯+ 𝑤𝑤𝐷𝐷𝑥𝑥𝐷𝐷     (2 – 2) 
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The unknown coefficients  𝑤𝑤0, … ,𝑤𝑤𝐷𝐷 are the training parameters of the LR model, commonly 

estimated using Ordinary Least Squares or the Gradient Descent (Bishop, 2006; Draper & 

Smith, 1998). Other methods for training the linear model are called regularisation methods, in 

which the squared error is minimised while the complexity of the model is reduced (i.e. number 

of coefficients). Popular regularization methods are the Lasso Regression (L1 regularisation) 

(Robert Tibshirani, 1996) and the Ridge Regression (L2 regularisation) (Hoerl & Kennard, 

1970) which is known as weight decay in the context of neural networks (Bishop, 2006). 

Major uses of LR was to predict gait signals (i.e. ground reaction force) based on the 

effect other gait features (i.e. walking speed) and determine the strength (i.e. collinearity) of a 

gait feature. For the first application, the LR was utilised as a method to predict the gait 

kinematics and kinetics from highly correlated gait parameters such as the walking speed 

(Chehab et al., 2017). Using the LR, sagittal plane joint angles for the hip, knee and ankle were 

reconstructed based on walking speed, gender, age and body mass index, and it achieved a root 

mean square of 0.78 ± 0.48°, 0.86 ± 0.78°, and 1.48 ± 0.91° for each of the joints respectively 

(Moissenet, Leboeuf, & Armand, 2019). Similar work was published by Fukuchi and Duarte 

in which the gait speed was found to be the reference to predict sagittal angles and moments 

for the lower limb joints (Claudiane A Fukuchi & Duarte, 2019).  

For the second application, the LR was predominantly implemented to check for high 

collinearity amongst gait independent variables by finding the least room mean square error 

for all independent variables (Mikos et al., 2018). The resulting model can then be used as a 

normalisation technique to de-correlate anthropometric measurements from gait data (Wahid 

et al., 2016). Slow walking speeds were found linearly correlated to stride-length, step-length 

and step-frequency using LR 𝑅𝑅2 drop below 0.9 (Smith & Lemaire, 2018). 

 Limitations of the LR include: 

1. High sensitivity to outliers, which impedes interpretability of output coefficients.  

2. Assumes a linear relationship between dependent and independent variables. 

3. Considers the mean as the dominant description of dependent and independent 

variables. 
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2.4.2 Logistic Regression  

The theoretical underpinning principle in which logistic regression operates is the 

natural logarithm on odds ratio (Peng, Lee, & Ingersoll, 2002). The odds ratio can be used to 

identify the relationship between certain gait features (Punt et al., 2016). The logistic regression 

is a linear classification method that is mostly used to classify dichotomous (i.e. binary) or 

sometimes polytomous outcome classes based on the logistic function or the sigmoid function 

(Kleinbaum, Dietz, Gail, Klein, & Klein, 2002). The logistic regression takes any real number 

and maps it into a real value between 0 and 1 (see Figure 2-3). The logistic regression can be 

expressed as follows (Peng et al., 2002):   

𝑃𝑃(𝑦𝑦 = 1| 𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑘𝑘) = 𝑃𝑃(𝑋𝑋) =  1
1+𝑒𝑒−(𝛽𝛽0+∑𝛽𝛽𝑖𝑖𝑥𝑥𝑖𝑖)

  (2 – 3) 

Where 𝑃𝑃(𝑋𝑋) is the probability of a binary class 𝑦𝑦 = 0 𝑜𝑜𝑜𝑜 1 given the independent variables 

(i.e. age) 𝑥𝑥1 to 𝑥𝑥𝑘𝑘 measured from a group of participants at time 𝑇𝑇0. The Euler’s number 𝑒𝑒 is 

the base of the natural logarithm and 𝛽𝛽0, … ,𝛽𝛽𝑖𝑖 are the constant coefficients estimated using a 

Maximum-Likelihood algorithm such as the Stochastic Gradient Descent (SGD) or the Quasi-

newton method (Bottou, 2010; Schraudolph, Yu, & Günter, 2007).  

 

 

 

 

  

 

 

Using the logistic regression it was found that increments in step lengths and 

decrements in cadence are highly associated with slip severity (Moyer, Chambers, Redfern, & 

Cham, 2006). Based on step time as well as step lengths, logistic regression was able to 

accurately classify 89.8% of trip outcomes (Pavol, Owings, Foley, & Grabiner, 1999). 

Participants with and without the Parkinson’s disease were detected using logistic regression 

based on 16 gait characteristics (Rehman et al., 2019). In multiclass classification problems, 

multivariate logistic regression was able to classify 4 stages of dementia (i.e. cognitive status) 

using spatio-temporal gait parameters at 89% classification rate (De Cock et al., 2017). 

Figure 2-3: The logistic function. 

1 

0 X -X 
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Major limitations of logistic regression are the assumptions about the input/output data. 

The logistic regression assumes the following (Kleinbaum et al., 2002; Peng et al., 2002): 

1. The relationship between the input and output variables is linear. 

2. No error in the output variable or the class outcome. 

3. The logistic regression model can easily overfit if there are many highly correlated input 

variables. Highly correlated variables could also result in a model that fails to converge. 

2.4.3 Fisher’s Discriminant Analysis (FDA)  

The FDA also known as Linear Discriminant Analysis (LDA) is a multi-class classifier 

that searches for the maximum statistical differences between classes by creating the best linear 

combination of independent features (Fisher, 1936). The LDA evaluates the average 𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚𝑘𝑘 

value of each measurement (x) for each class (k) as well as the variance 𝑠𝑠𝑠𝑠𝑠𝑠𝑚𝑚𝑚𝑚2 across all 

measurements (x) for the class (k) (Fukunaga, 2013). Then it minimizes the measurements 

within a class and maximizes measurements between classes (Martínez & Kak, 2001). Based 

on Bayes theorem as well as the Gaussian distribution function (Bishop, 2006), the discriminant 

function is given as (Brownlee, 2019): 

𝐷𝐷𝑘𝑘(𝑥𝑥) = 𝑥𝑥 ∗ 𝑚𝑚𝑒𝑒𝑚𝑚𝑛𝑛𝑘𝑘
𝑠𝑠𝑖𝑖𝑠𝑠𝑚𝑚𝑚𝑚2

−  𝑚𝑚𝑒𝑒𝑚𝑚𝑛𝑛𝑘𝑘2

2∗𝑠𝑠𝑖𝑖𝑠𝑠𝑚𝑚𝑚𝑚2
+ 𝑙𝑙𝑚𝑚(𝑃𝑃(𝑘𝑘))   (2 – 4) 

Where 𝐷𝐷𝑘𝑘(𝑥𝑥) is the discriminant function for class k given measurement x and 𝑃𝑃(𝑘𝑘) is the 

probability of class k. The ln() function is the natural logarithm. 

In human movement research, the LDA was implemented as a movement classifier 

(Chavarriaga et al., 2013) as well as a feature extraction technique (J. Han & Bhanu, 2005). In 

feature related problems, LDA assisted in transforming the original dataset into subsets that 

carry the most discriminative features (Boulgouris & Chi, 2007). The distances between 4 

lower limb joint angles measured with an active exoskeleton were adjusted based on LDA afore 

feeding it into an ANN model for gait phase recognition (D.-X. Liu et al., 2016). In 

classification problems, LDA was able to classify 7 walking modes in transtibial amputee and 

non-amputee participants from myoelectric signals and achieved a classification rate between 

97.9% to 94.7% respectively (Miller, Beazer, & Hahn, 2013). Among 23 participants, LDA 

was able to classify up to 92.5% loaded (12.5kg) versus unloaded conditions based on 6 lower 

limb kinematics such as the range of motions (M. Lee, Roan, Smith, & Lockhart, 2009).  
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The LDA may not perform well on problems that are complex or linearly non-separable 

(R. Begg & Kamruzzaman, 2006). The LDA highly relies on descriptive statistics (i.e. mean 

and variance) to discriminate between classes in the feature space. This made LDA quite 

limited to Gaussian-looking data and sensitive to the outliers which can easily skew the 

independent variables. Data standardisation maybe need due LDA’s assumption that all input 

variables have the same variance. Nonetheless, LDA is a well understood classification method 

and it was extended to Quadratic Discriminant Analysis, Flexible Discriminant Analysis and 

Regularised Discriminant Analysis (Brownlee, 2019).  

2.4.4 Hidden Markov Model (HMM) 

The generation of natural analogue signals (e.g. speech samples, measured 

temperatures, etc.) can be characterised by signal models (Dugad & Desai, 1996). The most 

commonly used signal models are statistical models that are generally classified into 

deterministic models as well as stochastic models. For deterministic models, the model’s 

behavioural properties are known, such as sine wave and exponential function. However, in 

stochastic models the signal’s behaviour is inconsistent. Hidden Markov Model (HMM) is a 

double stochastic process in which the first process (hidden) is the Markov property which 

describes how the system may transition from one state to another. The second stochastic 

process (observable) gives the statistical description of the emissions from each state (the 

sensor readings or the feature vectors constructed from them), in terms of either discrete 

probabilities or continuous probabilities represented in Probability Density Functions (PDFs) 

(Dugad & Desai, 1996; Fink, 2014). 

A stochastic process can be represented as a sequence of random variables 

𝑆𝑆 = (𝑆𝑆1,𝑆𝑆2, … , 𝑆𝑆𝑁𝑁)       (2 – 5) 

from a discrete or continuous domains (Fink, 2014). Markov chain is a type of stochastic 

modelling. It defines a series of random variables, in which the current state depends on the 

past states. The HMM is a double stochastic process in which the first process (hidden) is the 

Markov property which describes how the system may transition from one state to another. 

The second stochastic process (observable) gives the statistical description of the emissions 

from each state (the sensor readings or the feature vectors constructed from them), in terms of 

either discrete probabilities or continuous probabilities represented in PDFs (Dugad & Desai, 

1996; Fink, 2014). 
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Major elements of HMM includes the following (Ching, Huang, Ng, & Siu, 2013; Dugad & 

Desai, 1996; Fink, 2014): 

1. N, is the number of hidden states in the model (e.q. 2). However, The actual state at 

time t is denoted as 𝑞𝑞𝑡𝑡, where t = 1, 2, … 

2. M, is the number of distinct observation symbol for each hidden states. Denoted as 

follows: 

𝑉𝑉 = (𝑣𝑣1, 𝑣𝑣2, … , 𝑣𝑣𝑀𝑀)       (2 – 6) 

and the actual state at time t is denoted as 𝑂𝑂𝑡𝑡 

3. 𝐴𝐴 = (𝑚𝑚𝑖𝑖𝑖𝑖), is the state transition probability matrix, where: 

𝑚𝑚𝑖𝑖𝑖𝑖 = 𝑃𝑃(𝑞𝑞𝑡𝑡+1 =  𝑠𝑠𝑖𝑖|𝑞𝑞𝑡𝑡 =  𝑠𝑠𝑖𝑖)   1 ≤ 𝑠𝑠, 𝑗𝑗 ≤ 𝑁𝑁    (2 – 7) 

4. 𝐵𝐵 = (𝑏𝑏𝑖𝑖 (𝑣𝑣𝑘𝑘)), is the probability distribution of an observable hidden state j, where: 

𝑏𝑏𝑖𝑖(𝑣𝑣𝑘𝑘) = 𝑃𝑃 (𝑂𝑂𝑡𝑡 =  𝑣𝑣𝑘𝑘|𝑞𝑞𝑡𝑡 =  𝑠𝑠𝑖𝑖), 1 ≤ 𝑗𝑗 ≤ 𝑁𝑁, 1 ≤ 𝑘𝑘 ≤ 𝑀𝑀  (2 – 8) 

5. 𝜋𝜋 = (𝜋𝜋𝑖𝑖), is the initial state distribution, where: 

𝜋𝜋𝑖𝑖 = 𝑃𝑃 (𝑄𝑄1 =  𝑠𝑠𝑖𝑖), 1 ≤ 𝑠𝑠 ≤ 𝑁𝑁     (2 – 9) 

Given the appropriate values of N, M, A, B and π, the HMM can be used as a generator to give 

an observation sequence 

𝑂𝑂 = (𝑂𝑂1 𝑂𝑂2 𝑂𝑂3 …𝑂𝑂𝑇𝑇)       (2 – 10) 

Where, T is the number of observation in the sequence, and for simplicity, the following is the 

compact notation 

𝜆𝜆 = (𝐴𝐴,𝐵𝐵,𝜋𝜋)        (2 – 11) 

There are a number of other algorithms associated with HMM, that are concerned with 

computing the parameters mentioned in 2 – 11: 

1. The forward-backward algorithm (Jurafsky & Martin, 2014), which efficiently 

computes the observation sequence probability, 𝑂𝑂 = (𝑂𝑂1 𝑂𝑂2 𝑂𝑂3 …𝑂𝑂𝑇𝑇) . 
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2. The Viterbi algorithm (Jurafsky & Martin, 2014), which finds the optimal state 

sequence 𝑄𝑄 = (𝑄𝑄1,𝑄𝑄2, …𝑄𝑄𝑇𝑇) within the hidden part, given the observation sequence in 

1.   

3. The Expectation Maximisation (EM) technique (Bishop, 2006) or the Baum-Welch 

algorithm (Dugad & Desai, 1996), which obtain the maximum probabilities for the 

model parameters λ. 

The HMM has been implemented in the recognition of human physical activities, which 

became attractive in the area of healthcare monitoring (Mannini & Sabatini, 2010) and other 

applications such as bioinformatics (Yoon, 2009) and gesture recognition (Wilson & Bobick, 

1999). It is a valid tool for gait analysis as well as gait events detection. It has also been 

compared against other basic algorithms (e.g. threshold, rule-based), and it is found to be 

having great performance (Goršič et al., 2014). In the area of wearable robotics, exoskeletons 

and biomechanics there have been few studies to implement HMM within gait phase detection 

using data obtained from wearable sensors. The HMM was able discriminate between two 

pathological gaits in typical developing children as well as children suffering from Hemiplegia 

(Abaid et al., 2013). It was trained using a single-axis gyroscope embedded within an IMU on 

each foot HMM. Results were compared against FSR mounted on the foot and the algorithm 

found to be producing high sensitivity as well as specificity results. Additionally, two HMMs 

were used to detect gait phases as well as walking and jogging activities, using gyroscopic data 

obtained from an IMU mounted on the navicular space of the left foot (Mannini & Sabatini, 

2012). In which, HMM outperformed threshold results obtaining more than 94% and 98% for 

specificity and sensitivity analysis respectively, which is a good generalisation. Using data 

from shoe insoles HMM achieved 96% success on walking phase detection in Crea et al. (Crea 

et al., 2012). A novel HMM distributed classifier based on hierarchical weighted decision and 

the results showed high specificity and sensitivity values of more than 0.98 (Banos et al., 2013; 

Taborri, Rossi, Palermo, Patanè, & Cappa, 2014). The HMM was also implemented in 

prosthetic devices. For example, the HMM was able to detect different steady-state gait phases 

of amputee walking using data acquired from seven IMUs mounted on different body segments 

(Goršič et al., 2014). The HMM performance was compared to a rule-based algorithm, and the 

results were approximately 97% success rate. For the upper extremities, an average accuracy 

of 94.63% is attained using HMM using data from EMGs to classify six different static limb 

motions; hand open and close, pronation, supination, wrist flexion and extension (A. D. Chan 

& Englehart, 2005). 
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2.4.5 Gaussian Mixture Model (GMM) 

The GMM is a probabilistic density function characterized as a weighted sum of 𝑀𝑀 

component Gaussian densities (McLachlan & Peel, 2004; Reynolds, 2009), given by: 

𝑝𝑝(𝑥𝑥|𝜆𝜆) =  ∑ 𝜔𝜔𝑖𝑖 𝑠𝑠(𝑥𝑥|𝑢𝑢𝑖𝑖, Σ𝑖𝑖)𝑀𝑀
𝑖𝑖=1      (2 – 12) 

𝑠𝑠(𝑥𝑥|𝑢𝑢𝑖𝑖 , Σ𝑖𝑖) =  1
(2𝜋𝜋)𝐷𝐷/2 |Σ𝑖𝑖|1/2  𝑒𝑒𝑥𝑥𝑝𝑝 �− 1

2
(𝑥𝑥 − 𝜇𝜇𝑖𝑖)′ ∑ (𝑥𝑥 − 𝜇𝜇𝑖𝑖)−1

𝑖𝑖 � (2 – 13) 

𝜆𝜆 =  {𝜔𝜔𝑖𝑖, 𝜇𝜇𝑖𝑖, Σ𝑖𝑖}        𝑠𝑠 = 1, … ,𝑀𝑀.     (2 – 14) 

Where 𝑥𝑥 is the D-dimensional gait features, 𝜔𝜔𝑖𝑖 is the mixture weights which should satisfy the 

condition that ∑ 𝜔𝜔𝑖𝑖 = 1𝑀𝑀
𝑖𝑖 . 𝑢𝑢𝑖𝑖 is the mean vector, Σ𝑖𝑖 is the covariance matrix, 𝑠𝑠(𝑥𝑥|𝑢𝑢𝑖𝑖, Σ𝑖𝑖) are 

the Gaussian component densities. Overall, the GMM is a parametric model characterised by 

the notation 𝜆𝜆 which is the combination of feature vector means (𝜇𝜇𝑖𝑖), the covariance matrices 

(Σ𝑖𝑖) and the mixture weights (𝜔𝜔𝑖𝑖) (Reynolds, 2009). 

The GMM applications include; forecast verification (Lakshmanan & Kain, 2010), 

market studies (M.-H. Zhang & Cheng, 2003), physics (Stepanek, Kus, & Franc, 2015), 

robotics (S. Park, Mustafa, & Shimada, 2013), and biomechanics (Allen, Ambikairajah, Lovell, 

& Celler, 2006; Vögele, Zsoldos, Krüger, & Licka, 2016). In Allen et al. (Allen et al., 2006), 

the GMM was used along with Bayesian adaptation to compensate for subject specific training 

(see Figure 2-4) in recognition of three postures (sitting, standing and lying) as well as five 

physical movements (sit to stand, stand to sit, lie to stand, stand to lie and walking). Thirty-two 

GMMs were trained from multiple users for each movement type using the EM algorithm, and 

then adopted to specific participants using the bayesian adaptation. Data was self-collected at 

home (unsupervised pilot study) using a tri axial accelerometer from six healthy users, and it 

was divided into approximately 60-40% as a training and testing sets.  

 

Figure 2-4: GMM adaptation method (Allen et al., 2006). 



29 
 

Adopting GMM improved the classification accuracy of time domain features (92.2%), 

which obtained better performance compared to frequency domain features (79.2%). However, 

as there was a single accelerometer there was challenges in distinguishing between sitting and 

standing. Also in Papavasileiou, (Papavasileiou, Zhang, & Han, 2016), Infinite GMM (IGMM) 

was fused with a Parallel Practile Filter in order to attain real-time gait phase recognition, which 

is a vital tool for patients to identify their walking patterns and update the parameters used for 

clinical rehabilitation. Hence, the IGMM was used to classify walking gait phases based on 

ground contact forces acquired from a barometric sensor, while model parameters were 

estimated and updated using the PPF. With the aid of a proportional-integral-deferential 

controller, a sparse Gaussian Process (GP) is used in (Long, Du, Dong, & Wang, 2017) to learn 

the human trajectory through torque sensors installed on the knee joint. The study aimed at 

improving the human-robot interaction mechanism by allowing the exoskeleton to track the 

joints angular motion. Data was collected while wearing the exoskeleton without operating the 

hydraulic actuators and then analysed offline using MATLAB. Results suggested the 

possibility of using GMM in intention recognition with physical HRI. For the upper extremity 

an implementation of both HMM and GMM (obtaining emission probabilities) was reported in 

(Siu, Shah, & Stirling, 2016) for object “grasp” and “release” tasks, using data from EMGs 

instrumented in a band around the forearm as well as a motion capture system. A comparison 

result between n-gram HMM and GMM with a different number of mixture components based 

on inter-subject training and testing yielded mean accuracy of 75.96% with 5 mixtures attained 

using the unigram (i.e. a single sequence) HMM. 

2.4.6 Support Vector Machines (SVM) 

The SVM also called support-vector network is a supervised learning method  proposed 

by Vapnik and colleagues in 1995 (Cortes & Vapnik, 1995; Vapnik, 2013). The SVM is 

perhaps the most popular tool for pattern recognition and to solve classification, clustering and 

recently regression (i.e. support-vector regression) problems. Given its simplicity and easy 

implementation it requires few parameters to be tuned and it provides good generalisation in 

many data classification problems (Le Borgne & O’Connor, 2005). The SVM function can be 

explained over 3 major concepts; the maximum margin hyperplane, the soft margin classifier 

and the kernel function (Noble, 2006). The maximum margin hyperplane is a linear classifier 

(Figure 2-5) that can be described as a straight line selected to best separate two gait features 

𝑋𝑋1 and 𝑋𝑋2 as: 𝐵𝐵0 + (𝐵𝐵1 ∗ 𝑋𝑋1) + (𝐵𝐵2 ∗  𝑋𝑋2) = 0. Where the intercept 𝐵𝐵0 and the coefficients 𝐵𝐵1 

and 𝐵𝐵2 determine the slope of the line and can be optimised with the sub-gradient descent or 
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with quadratic programming such as the sequential minimal optimisation (Platt, 1998; Tobias, 

1995). The soft margin classifier however extends the SVM to classify non-linearly separable 

data points. The soft margin relaxes the conditions of the maximum margin hyperplane and 

allows some of the feature points to violate the separating line (Noble, 2006).  The complexity 

of the model is increased and a tuning variable 𝐶𝐶 is introduced to define the amount of violation 

allowed (Mangasarian, 1998; Noble, 2006). The kernel function is a mathematical trick that 

basically extends the feature space from low-dimensional to highly dimensional space. The 

kernel function can be divided into 3 major classes: (1) the linear kernel, (2) the polynomial 

kernel and (2) the radial kernel (Cortes & Vapnik, 1995). 

 (a) (b)  

Figure 2-5: Linear (a) and non-linear (b) SVM to find optimum possible planes to divide the 
data into two classes  (R. Begg & Kamruzzaman, 2005; Nakano et al., 2016). 

In gait analysis, the SVM has been widely adopted for binary classification problems 

(R. Begg & Kamruzzaman, 2005; R. K. Begg, Palaniswami, & Owen, 2005; Nakano et al., 

2016), where it finds the optimal separating hyperplane (see Figure 2-5). There are a number 

of applications where SVM is found to be contributing, amongst those are; face detection (Jee, 

Lee, & Pan, 2004), text recognition (Rajnoha, Burget, & Dutta, 2017), protein classification 

(Cai, Han, Ji, Chen, & Chen, 2003), and gait recognition (R. Begg & Kamruzzaman, 2005; R. 

K. Begg et al., 2005; X. Liu, Zhou, Mai, & Wang, 2017; Nukala et al., 2014; Yoo, Hwang, & 

Nixon, 2005). 

In (Nakano et al., 2016), four types of SVM were used including; Linear SVM, 

Quadratic SVM, Cubic SVM, and Gaussian SVM to differentiate walking patterns between 

normal and patient users, using data obtained from a custom designed wireless gait sensor 

installed on 7 users (3 normal and 4 patients). The wireless gait sensor is a multi-dimensional 

kit that combines 3 MEMS chips including; a single axis gyroscope, a dual axis gyroscope, and 

a 3-axis linear accelerometer. Linear, Quadratic, and Cubic SVM obtained high specificity and 

sensitivity values of 100% and 95.2% respectively, as well as 98% accuracy. While Gaussian 

attained 87.8% accuracy, 71.7% sensitivity, and 100% specificity. Also in (R. Begg & 
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Kamruzzaman, 2005), SVM was used to discriminate the walking patterns between elderly and 

young populations using basic spatial/temporal, kinetic and kinematic data obtained from a 

force platform as well as a 3D motion analysis system. With gait data obtained from 24 users 

(12 youths and 12 elderly), results suggested better performance was achieved when combining 

more than a single type of data. That is, analysing the kinetic data alone obtained up to 83.3% 

of accuracy, while the combination of kinetic and kinematic data achieved up to 91.7% of 

accuracy. It was also found that not all features help in improving the classification accuracy. 

In Figure 2-6, only 3 features were required to attain the optimum accuracy and accuracy 

started to decrease after inclusion of features. 

 

Figure 2-6: The classification accuracy of SVM against the number of features in (R. Begg 
& Kamruzzaman, 2005). 

Overall, SVM is a powerful tool for binary discrimination problems, however, it is yet 

to be applied in active exoskeletons that are generally multiclass problems (Mai, Zhang, & 

Wang, 2017).   

2.4.7 Artificial Neural Networks (ANN) 

The ANN is a mathematical model that emulates the structure as well as the function 

of the biological Neural Networks (Schmidhuber, 2015). The work in Silva et al and Kim 

provides a comprehensive discussion on the ANN working principles (Da Silva, Spatti, 

Flauzino, Liboni, & dos Reis Alves, 2017; Kim, 2017). Main architectures of ANN 

implemented in gait analysis are; the Feedforward Neural Networks (FNN), Recurrent Neural 

Networks (RNN), Convolutional Neural Network (CNN) and the Self Organizing neural maps 

(Barton, Lees, Lisboa, & Attfield, 2006; Kaczmarczyk, Wit, Krawczyk, Zaborski, & Piłsudski, 

2011; Ordóñez & Roggen, 2016).  
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Deep learning (DL) is another type of ML and an extension of ANN, with a multiple layer 

NN (D. Xie, Zhang, & Bai, 2017). The DL ameliorated the deep NN by resolving the problems 

of back-propagation which are mainly; a vanishing gradient, overfitting, and the computational 

capacity (Kim, 2017). Figure 2-7 shows the major elements of an artificial neuron. It is 

composed of 7 elements as follows: 

1. Input signals (𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛),  are the input data from the environment 

2. Synaptic weights (𝑤𝑤1,𝑤𝑤2, … ,𝑤𝑤𝑛𝑛), are the inputs’ weights which decides the relevance 

of input data according to the neuron function. 

3. Linear aggregator (Σ), sums up all the weighted input signals and produces the 

activation voltage. 

4. Bias or activation threshold (θ), is a value that’s added to sums at each node, they are 

special weight for the node. 

5. Activation potential (𝑢𝑢), is the difference between the bias and the linear aggregator. It 

determines the behaviour of the node. If the resultant value is positive 𝑢𝑢 ≥  𝜃𝜃, then the 

neuron generates an excitation signal, otherwise it supresses the output. 

6. Activation function (𝑠𝑠), restricts the neuron’s output within a reasonable range 

according to the neuron’s function. 

7. Output signal (𝑦𝑦), is the final value generated by the neuron and it can be used as input 

for other successive neurons. 

The general structure of ANN consists of multiple versions of artificial neurons (see Figure 

2-8). Hence, it forms three major layers: 

1. The input layer which receives the input data. 

2. The hidden layers which process and classify the data. 

3. The output player which obtain the classification result(s).  

 

 

Figure 2-7: The architecture of artificial neuron (Da Silva et al., 2017). 
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Figure 2-8: The general structure of ANN (Kim, 2017). 

The first existence of ANN was decades ago. However, the DL appeared recently for a 

couple of reasons. Firstly, it took 30 years to come up with a learning rule (back-propagation) 

to solve the problem of a single layer ANN. Secondly, the back-propagation learning rule 

resulted in a poor performance for the single layer ANN, which is solved few decades later 

using the DL algorithm. The DL ameliorated the deep ANN by resolving the problems of back-

propagation which are mainly; a Vanishing gradient, overfitting, and the computational 

capacity (Kim, 2017).   

To date there is a large opportunity to use ANN for gait analysis. Among these is Jung 

et al. in which multiple layer perceptron (MLP) and the nonlinear autoregressive with external 

inputs (NARX) were implemented to classify gait phases (stance vs. swing) based on lower 

limb kinematics measured through the Robin-H exoskeleton (Jung et al., 2015). Results showed 

that MLP as well as NARX obtained a very similar outcome of approximately 2% error rate. 

Also, Liu et al validated a gait recognition model for multi-class classification using MLP for 

lower limb exoskeletons with joint angular sensors (D.-X. Liu et al., 2016). The study classified 

multiple gait phases in the swing and the stance phase started by dividing the swing phase into 

the initial, middle and terminal swing phase. The stance phase was divided into the initial 

contact, loading response, mid-stance, terminal stance, and pre-swing phases. Using cross-

validation, MLP showed a correct detection rate for sample points in the training or testing sets 

of 94.45% and correct detection rate for sample points in a single phase of 87.22%.  

The CNN was implemented as a human movement classifier and to extract features (i.e. 

Heal strike) from raw data (Ordóñez & Roggen, 2016). Gait parameters such as stride length, 

width and swing time were extracted from IMU data placed on the foot (Hannink et al., 2016) 

to be used in numerous applications such as monitoring a patient’s gait with Parkinson’s 

disease. It was also implemented to classify body movements for gait assessment of patients 

with Multiple Sclerosis. In wearable devices such as exoskeletons, CNN was able to classify 

EEG signals for the BMI. Classification rates were up to 99.28% and 94.03% for static and 
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ambulatory tasks respectively (Kwak, Müller, & Lee, 2017). Other work such as in (Alotaibi 

& Mahmood, 2017), implemented deep convolutional ANN, for gait recognition using imaging 

technique that converts the human body features automatically into silhouette image for 

identity detection. 

The RNN and its subclass LSTM are known to be able to model sequential information 

in problems such as gait analysis and speech recognition. Using data from a foot switch, LSTM 

was able to binary classify patients with a Neurodegenerative Disease (ND) (i.e. PD) and 

healthy participants up to 97.43% (A. Zhao, Qi, Dong, & Yu, 2018). In the same study, it 

achieved a classification accuracy up to 95.67% in further classifying 3 NDs. Foot events (Heel 

Strike – HS and Toe Off – TO) were also classified using LSTM based on data from 

accelerometers placed on the wrist and the ankle (Tan, Aung, Tian, Chua, & Yang, 2019). 

Recorded F1 scores were 0.98 for HS and TO in steady walking at an indoor environment. It 

has also achieved 0.94 for HS and 0.68 for TO in steady walking at an outdoor environment 

(Tan et al., 2019). 

Hybrid models that combine CNN and RNN architectures were also applied in gait 

analysis, referred to as ConvLSTM model (Yuqian Zhang & Gu, 2019). ConvLSTM model 

was able to classify fallers from non-fallers (AUC = 0.75) using accelerometer data from 296 

participants (Nait Aicha et al., 2018). 

2.5 Applications of ML in assistive devices 

Robots were designed to assist humans to complete repetitive or monotonous tasks, 

such as part assembly in factories. However, currently robots are moving toward richer 

interaction with human operators. Instead of solely exchanging commands to/from the user, 

they are now becoming an extension of the human body, interacting both physically as well as 

cognitively. This has given rise to the term “wearable robotics” or robots worn by human 

operators. According to Carpino et al. (Carpino, Accoto, Tagliamonte, Ghilardi, & 

Guglielmelli, 2013), wearable robotics are a type of a mechatronic system that is designed to 

assist the human body for either performance augmentation or for rehabilitation and assistance 

of physically challenged persons. Wearable technologies are becoming prolific in today’s 

society and thus their purpose has moved away from the purely functional into a form of self-

expression. This induces a heightened social awareness of wearables and their purpose 

(Shinohara & Wobbrock, 2016). Poor form design can have an adverse effect on social 

inclusion, perception of ability and a user’s self-confidence. Wearables design needs to balance 
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form and function equally as assistive devices used outside of rehabilitation design show 

decreasing frequency of use due to physical and psychological discomfort of the users (Radder 

et al., 2015). 

Wearable robotics can be grouped into three main categories; orthoses, prostheses and 

exoskeletons (Pons, 2008). Orthoses, as well as exoskeletons, are defined as mechanical 

devices that are outfitted by a user, mimics the joint’s/limb’s motion and is anthropomorphic 

in nature (Dollar & Herr, 2008). On the other hand, exoskeletons are used to describe devices 

used by an able-bodied wearer (Herr, 2009), and occasionally when they span multiple joints, 

for rehabilitation purposes (Dollar & Herr, 2008). Orthoses are devices designed for individuals 

with limb pathology (Dollar & Herr, 2008; Herr, 2009). Finally, prostheses are artificial limbs 

predominantly designed for amputees and the device replaces the lost limb/joint function.    

There is an emerging need to synchronize wearable function with user intention. In 

order to achieve good synchronization, a closed loop feedback is required. This will necessitate 

an architecture composed of networked sensors and actuators, i.e. wireless sensor networks 

(Akyildiz et al., 2002). In addition, smart control algorithms will be required to fuse sensor 

data and create smooth actuation (D. T. H. Lai, Palaniswami, & Begg, 2011). ML helps in 

categorising large datasets by observing their regularities and recognising their patterns. This 

class of algorithms would be integral to future wearable robotic designs. Within the last decade 

several review papers in the literature have addressed exoskeleton research (Carpino et al., 

2013; Dollar & Herr, 2008; Herr, 2009; Yan, Cempini, Oddo, & Vitiello, 2015) and established 

the need for this technology. The application areas include rehabilitation and for human 

performance augmentation. The literature in lower limb devices research tends to be more 

abundant, as they review walking assistance for most of the works, which is the most 

rudimentary physical task performed on a daily basis. Besides, lower limb devices are easier 

to design compared to its upper limb counterpart (Yan et al., 2015). 

With these impressive developments in performance augmentation as well as 

rehabilitation devices, humans are able to go beyond their limits and expend less physical effort 

in the defence industry. Patients can reduce rehabilitation periods and because the devices are 

portable, patients can receive assistance when needed. However, in all of these devices, humans 

have to initiate the movement, or activate a certain muscle in the body for the device to follow 

and support. This leads to inaccurate movement intention detection and create a delayed 

response for the exoskeleton control system to address the user’s needs. For example, HAL 

implemented dual controls for monitoring user intentions (Nilsson et al., 2014). Which are the 
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Cybernic Voluntary Control relying on EMG signals, and the Cybernic Autonomous Control 

relying on body weight shifts to initiate gait cycles. However, EMGs are very sensitive to 

electrode placement, noise from neighbouring muscles and the influence of human sweat. 

Hence, they are deemed unreliable for prolonged use, as they require calibration for inter-

subject variability in rehabilitative devices (G. Chen et al., 2013). 

In addition, the devices mentioned earlier do not rely on historical gait events, trajectories and 

patterns. Historical gait data is important to improve how the exoskeleton judges different user 

movements and the change of user gait intentions so that it adapts to user’s physical changes 

over time and function smoothly without interrupting the user. For example, calculating the 

probability that both the user’s hips and knees moments should change (i.e. milliseconds scale), 

in order to predict squatting or change in walking speed based on user’s past walking gait 

kinematic and kinetic data. The case of user interruption was reported in Elliot et al running 

exoskeleton, where there was undesirable clutch locking during stair descending and walking 

(Elliott et al., 2014). Also, in Shamaei et al stance control orthoses where an engagement delay 

was reported, and the device tends to suppress the knee flexion of healthy participants (Shamaei 

et al., 2013). 

2.6 Applications of ML in falls prevention 

Falling is the 18th most common cause of death in Australia and it accounts for 9.7% of hospital 

emergency attendance in the state of Victoria (Cox et al., 2018; Rowbotham & Blau, 2017). 

More than 50% of falling incidents are due to tripping while walking in healthy older adults 

(Santhiranayagam et al., 2015). A leading cause of falls is tripping and the Minimum Toe 

Clearance (MTC) has been found to be a critical tripping risk feature (Gillain et al., 2019; D. 

T. Lai, Shilton, et al., 2009; Santhiranayagam et al., 2015). The MTC describes the minimum 

toe height during the mid-swing phase (Caldas et al., 2017). The measurement of MTC has 

been made possible with the aid of motion capture systems as well as IMU devices in real-time 

(Benoussaad, Sijobert, Mombaur, & Azevedo Coste, 2016; Dadashi et al., 2014; Shi, Zou, Jin, 

Cui, & Li, 2009; Zhou & Hu, 2008). Tirosh et al. suggested that the risk of tripping could be 

reduced by training young and older participants to target a safer MTC band above the baseline 

(Tirosh, Cambell, Begg, & Sparrow, 2013). The participants were trained with a real-time 

feedback display of toe-trajectory and MTC measured with a 3D motion capture system. Based 

on a shoe-mounted IMU, Santhiranayagam et al. implemented a Generalised Regression 

Neural Networks (GRNN) for MTC height estimation in young and older adults and achieved 

a root mean square of 7 mm within 1 standard deviation of the group mean (Santhiranayagam 
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et al., 2015). The combination of SVM and an autoregressive process (i.e. based on LR) was 

able to reliable predict during the pre-fall phase whether a subject is at the risk of tripping in 

the next gait cycle using the MTC features (D. T. Lai, Begg, Taylor, & Palaniswami, 2008). 

Lai et al. have also been able to predict critical gait variables related to the MTC before their 

occurrence as a precursor to mitigate the risk of tripping or falling (D. T. Lai et al., 2012). 

Given the remarkable outcome of the previous studies, there is still a lack of research to forecast 

the foot kinematic trajectories which are the means by which the MTC is monitored and 

detected (Alcock, Galna, Lord, & Rochester, 2016; Santhiranayagam et al., 2015). When a 

hazardous foot kinematic trajectory is predicted and anticipated, it would alarm the subject of 

an imminent tripping incident within a time window in the range of fast and slow muscle 

twitches (Winter, 1991, 2009). 

2.7 Summary and thesis scope 

It should be emphasised that each ML algorithm excels at a specific problem. For 

example, HMM has shown better performance in motions classification compared to SVM, 

GMM, and LDA in (Mannini & Sabatini, 2010). It offers a good advantage when intent 

transitions are prerequisite actions to each other, such as in the upper extremity, where 

“approach” is a prerequisite to “grasp” (Dugad & Desai, 1996). Unlike other classifiers which 

classify each input feature at each time independently, HMM considers the entire motion 

sequence over time. Hence, it is suitable to work with stochastic signals, such as EMGs (A. D. 

Chan & Englehart, 2005; Siu et al., 2016). Comparing HMM to ANN, they outweigh each 

other from different perspectives. The HMM has a robust capacity in modelling the time series 

actions, while ANN is better in categorising the actions using spatial data (D.-X. Liu et al., 

2016). In addition, HMM offers much better performance in classification of stochastic signals 

compared to ANN (A. D. Chan & Englehart, 2005).  

The swathe of ML applications and its performance quality in the modelling of human 

movements have motivated many biomechanics researchers to further draw gait insights using 

ML models (Caldas et al., 2017; Halilaj et al., 2018; Phinyomark et al., 2018). The 

classification of human movements (e.g. Pathological vs. Non-Pathological gait pattern) was 

the most studied area (80.6%) in the literature (Halilaj et al., 2018). While regression (11.6%) 

and clustering (7.8%) were the least investigated in human movement biomechanics (Halilaj 

et al., 2018). Regression was predominantly applied as a method to model gait patterns and 

infer specific measures based on given patterns, such as predicting walking gait kinematics of 
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a person from the speed of walking, gender, age and their BMI (Moissenet et al., 2019; 

Santhiranayagam, Lai, Shilton, Begg, & Palaniswami, 2011). Although the application of ML 

models in human movement biomechanics have brought several promising findings and was 

extensively reported, there is a lack of standardised reported methods overall (Caldas et al., 

2017). That included; (i) the justification absence of why a specific ML model has been the 

choice (Yuwono, Su, Guo, Moulton, & Nguyen, 2014), (ii) the unclear performance metrics 

evaluation (Guenterberg et al., 2009; Mijailovic, Gavrilovic, Rafajlovic, Ðuric-Jovicic, & 

Popovic, 2009) and (iii) the lack of comparison to previous results (Caldas et al., 2017). The 

potential of standardised development and reporting of ML models for human movement, 

facilitates reproducibility and the reasonable comparison between applied ML models (Caldas 

et al., 2017). 

The ascending growth of human movement data necessitate the investigation of suitable 

algorithms that are able to reliably predict the human movement sequential motion. There is 

no previous work was found that investigated and utilised ML regression techniques to predict 

the future lower limb trajectories using simulated inertial measurement data which could have 

a profound impact on human movement science. The aim of this thesis was to determine the 

best ML model that is able to extrapolate the kinematics of the lower limb trajectory at different 

walking speeds based on simulated IMU data. Simulated measurement data such as the 

kinematics output from IMUs (i.e. LA and AV) offer the opportunity to transcend an intelligent 

model outside the laboratory settings. Besides, changes on walking speed are known to have 

substantial effects on the pattern and the trajectories of lower limb kinematics (Section 1.2). 

As such, the aim of this thesis was carried out in 3 studies. Study 1 (Chapter 3) focused on 

exploring, developing and determining the optimum model and the essential techniques to 

forecast the lower limb trajectories at an imposed walking speed. Study 2 (Chapter 4) further 

investigated the optimum model to forecast the lower limb trajectories at the preferred walking 

speed. Study 3 (Chapter 5) examined the developed ML models from Chapter 4 to forecast the 

lower limb trajectories at fast and slow walking speeds. Study 3 also reported the optimum 

model in forecasting the lower limb trajectories at the imposed, preferred, fast and slow 

walking speeds. 



39 
 

3 CHAPTER THREE: PREDICTION OF LOWER LIMB 
KINEMATICS AT IMPOSED WALKING SPEED– Study 1 

3.1 Overview 

This study determined whether the kinematics of lower limb trajectories during walking 

could be extrapolated using a non-linear ML model such as the Long Short Term Memory 

(LSTM) neural networks and a linear model such as the Linear Regression (LR). It was 

hypothesised that LSTM autoencoders could forecast multiple timestep trajectories of the lower 

limb kinematics, specifically the LA and the AV. Using 3D motion capture, lower limb 

position-time coordinates were sampled (100 Hz) from 6 male participants (age 22 ± 2 years, 

height 1.77 ± 0.02 m, body mass 82 ± 4 kg) who walked for 10 minutes at 5km.h-1 on a 0% 

gradient motor driven treadmill. This data was fed into a LSTM model with a sliding window 

of 4 kinematic variables with 25 timesteps; LA and AV for thigh and shank. The LSTM was 

tested to forecast 5 timesteps of the 4 kinematic input variables. To attain generalisation, the 

ED-LSTM and the LR were trained on a dataset of 2,665 strides from 5 participants and 

evaluated on a test-set of 1 stride from a sixth participant. Both the ED-LSTM and the LR 

models have learned the lower limb kinematic trajectories using the training datasets and tested 

for generalisation across participants. The forecasting horizon of the ED-LSTM suggested 

higher model accuracy in predicting earlier future trajectories. For the ED-LSTM, the Mean 

Absolute Error (MAE) was evaluated on each variable across the single tested stride and for 

the 5 sample forecast it obtained satisfactory results 0.047 m.s-2 thigh LA, 0.047 m.s-2 shank 

LA, 0.028 deg.s-1 thigh AV and 0.024 deg.s-1 shank AV. For the LR, the MAE was evaluated 

on each variable across the single tested stride and for the 5 sample forecast it obtained better 

prediction accuracy 0.030 m.s-2 thigh LA, 0.029 m.s-1 shank LA, 0.006 deg.s-1 thigh AV and 

0.006 deg.s-1 shank AV. All predicted trajectories were highly correlated with the measured 

trajectories, with correlation coefficients greater than 0.98. The motion prediction model may 

have a wide range of applications, such as mitigating the risk of falls or balance loss and 

improving the human-machine interface for wearable assistive devices. This chapter was 

published at the Frontiers in Bioengineering and Biotechnology journal under the research 

topic Machine Learning Approaches to human Movement Analysis (Zaroug et al., 2020). 
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3.2 Introduction 

An increasingly useful application of ML is in predicting features of human actions. If it 

can be shown that algorithm inputs related to actual movement mechanics can predict a limb 

or limb segment’s future trajectory, a range of apparently intractable problems in movement 

science could be solved. One such problem is how to anticipate movement characteristics that 

can predict the risk of tripping, slipping or balance loss. Previous work has investigated balance 

control using wearable sensors to estimate the body’s Centre of Mass (CoM) trajectory 

(Fuschillo et al., 2012). The Internet of Things has also created a new paradigm of algorithms 

and systems to predict and subsequently, apply interventions to prevent falls (Nait Aicha et al., 

2018; Rubenstein, 2006; X. Tao & Yun, 2017). Perhaps the most valuable motion-prediction 

application is in the design and control of wearable assistive devices, such as prostheses, 

bionics and exoskeletons. In which smart algorithms can ensure safer, more efficient 

integration of the assistive device with the user’s natural limb and body motion (G. Lee et al., 

2017; Rupal et al., 2017). 

Previous computational methods have investigated motion trajectory prediction, using 

position-time inputs and their derivatives (velocity and acceleration). Lower limb trajectory 

prediction has been implemented in rehabilitation robotics (Duschau-Wicke, von Zitzewitz, 

Caprez, Lunenburger, & Riener, 2009). Using inverse dynamics, Wang and Low designed a 

model for foot trajectory generation using a predefined pelvic trajectory and line fitting ten data 

points from a single gait cycle (P. Wang, Low, & McGregor, 2011). Also using inverse 

dynamics, Ren et al. predicted all segment motions and ground reaction forces from the average 

forward velocity gait, double stance duration and gait cycle period (Ren, Jones, & Howard, 

2007). Another technique was implemented in the Lower Extremity Powered Exoskeleton (i.e. 

LOPES) device to emulate the trajectories from a healthy limb to the impaired limb (Vallery, 

Van Asseldonk, Buss, & Van Der Kooij, 2008). Prediction of the lower limb joint angles future 

trajectory that effectively lead to foot events timing was also investigated in (Aertbeliën & De 

Schutter, 2014; Tanghe et al., 2019), using Probabilistic Principal Component Analysis 

(PPCA). 

Recent methods implemented ML algorithms such as the ANN to identify subject gait 

trajectories to recognize neurological as well as pathological gait patterns (Alaqtash et al., 

2011; Fabian Horst, Lapuschkin, Samek, Müller, & Schöllhorn, 2019). ANN was also used to 

improve user intention detection in wearable assistive devices (Islam & Hsiao-Wecksler, 2016; 
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Jung et al., 2015; Moon, Kim, & Hong, 2019; Trigili et al., 2019). A variation to the ANN 

called Generalised Regression Neural Networks (GRNN) was found to be capable of predicting 

lower limb joint angles (hip, knee and ankle) from the Linear Acceleration (LA) and Angular 

Velocity (AV) of foot and shank segments (Findlow et al., 2008), or from subject gait and 

anthropomorphic parameters (Luu et al., 2014). The RNN and the CNN which are classes of 

ANN, were able to classify human motions and activities (B.-K. Han, Ryu, & Kim, 2019; 

Murad & Pyun, 2017).  

 The Long Short Term Memory (LSTM) neural networks is a subclass of RNN and it has 

proven success in modelling a wide range of sequence problems, including; human activity 

recognition (Ordóñez & Roggen, 2016), gait diagnosis (A. Zhao et al., 2018), falls prediction 

(Nait Aicha et al., 2018) and gait event detection (Kidziński, Delp, & Schwartz, 2019). The 

LSTM autoencoder (ED-LSTM) is an architecture of LSTM that has been implemented in an 

array of applications such as language translation (Cho et al., 2014) and in forecasting of video 

frames (Srivastava, Mansimov, & Salakhudinov, 2015), weather (Gangopadhyay, Tan, Huang, 

& Sarkar, 2018; Poornima & Pushpalatha, 2019; Reddy, Yedavalli, Mohanty, & Nakhat, 2018), 

traffic flow (S. H. Park, Kim, Kang, Chung, & Choi, 2018; Wei, Wu, & Ma, 2019) and stock 

prices (H. Li, Shen, & Zhu, 2018).  

Given the potential of lower limb trajectory prediction, no previous work was found that 

utilised ML regression techniques to predict future lower limb trajectories using simulated 

inertial measurement data which could have a profound impact on human movement science. 

Simulated measurement data such as the kinematics output from IMUs (i.e. LA and AV) offer 

the opportunity to transcend a predictive model outside the laboratory settings. The LR have 

been widely adopted by biomechanist researchers for gait inference or the kinematics 

prediction (Buchner, Larson, Wagner, Koepsell, & De Lateur, 1996; Moissenet et al., 2019; 

Olney, Griffin, & McBride, 1994). It has been reported that statistical models (i.e. parametric 

ML) may not be able to learn complex relationships and highly dimensional biomechanical 

data (Halilaj et al., 2018; Phinyomark et al., 2018). This however, was not investigated in the 

context of predicting future trajectories of independent variables and it was not clear whether 

linear assumptiones might be enough to surpass the performance of sequential ML models such 

as the LSTM. The aim of this study was to determine whether the kinematics of lower limb 

trajectories during imposed walking speed could be accurately extrapolated using ED-LSTM. 

The study also aims to investigate whether linear statistical methods such as the simple LR is 
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enough to predict the trajectories of lower limb kinematics. It was hypothesised that ML 

regression methods could forecast multiple timestep trajectories of the lower limb kinematics. 

3.3 Materials and Methods 

3.3.1 Collection protocol 

Ethics approval was granted by the Department of Defence and Veterans’ Affairs 

Human Research Ethics Committee and Victoria University Human Research Ethics 

Committee (Protocol 852-17). All participants signed a consent form and volunteered freely to 

participate. Walking data were obtained from 6 male participants (22 ± 2 years old, 1.77 ± 0.02 

m in height, 82 ± 4 kg in mass) who walked for 10 minutes at 5km.h-1 on a 0% gradient 

treadmill. A set of 25 retroreflective markers were attached to each participant in the form of 

clusters (Findlow et al., 2008). Each cluster comprises a group of individual markers that 

represent a single body segment (e.g. shank). This include left and right foot (3 markers), left 

shank (4 markers), right shank (5 markers), left thigh (3 markers), right thigh (4 markers) and 

pelvis (3 markers). The 3D position of each cluster was tracked using a 14 camera motion 

analysis system (Vicon Bonita, Version 2.8.2) at 150Hz. Virtual markers were also established 

to calibrate the position and orientation of the lower body skeletal system (Garofolini, 2019). 

Three-dimensional ground reaction force and moment data were collected from a force-plate 

instrumented treadmill (Advanced Mechanical Technology, Inc., Watertown, MA) at 1500Hz.  

3.3.2 Dataset Processing 

Recorded 3D positional and force data were processed using Visual 3D (C-motion, Inc, 

Version 6) to obtain LA and AV. In Visual 3D (Figure 3-1), the data was firstly filtered using 

a lowpass digital filter with a 15Hz cut-off frequency and normalised using z-scores. Secondly, 

raw AV was obtained as the derivative of Euler/Cardan angles (C-motion, 2015) and the raw 

LA was generated by the double derivative of segment linear displacement using built-in 

pipelines commands (Hibbeler, 2007). This data (LA and AV) simulated the kinematic outputs 

from body-mounted IMUs widely used in wearable assistive devices, monitoring lower limb 

kinematics (D. T. Lai et al., 2012; Santhiranayagam et al., 2011), controlling powered actuators 

(G. Lee et al., 2017) and recognising human actions (Jimenez-Fabian & Verlinden, 2012; 

Koller, Gates, Ferris, & Remy, 2016; Van Laerhoven & Cakmakci, 2000).  
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Figure 3-1: The skeletal model along with the components (X,Y,Z) definition and the 
markers setup. Grey balls are the retroreflective markers. The Turquoise ball is a virtual 

marker refers to the participant’s centre of mass.  

 

As shown in Figure 3-1, main direction of movements included the translation along 

the Y-axis (i.e. LA) and the rotation along the X-axis (i.e. AV) were used for LSTM prediction, 

resulting in four predictor variables, (i) Y1 thigh LA (ii) Y2 shank LA (iii) X3 thigh AV and (iv) 

X4 shank AV. The thigh segment was defined as the reference frame to the shank and the shank 

segment was defined as the reference frame to the thigh (Figure 3-2). 
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Figure 3-2: Average thigh and shank LA and AV within a stride. A stride was defined as the 
interval between two successive heel strikes of the same foot (Soutas-Little, 1998).  A) Thigh 
three dimensional AV (Direction of rotation around the X-axis). B) Shank three dimensional 
AV (Direction of rotation around the X-axis). C) Thigh three dimensional LA (direction of 

progression along the Y-axis). D) Shank three dimensional LA (direction of progression 
along the Y-axis). Red is the X-axis. Green is the Y-axis. Blue is the Z-axis. 

  

3.3.3 Dataset Description 

The data were divided into training and testing sets. The training set comprised 2,665 

strides from 5 participants that included 4 kinematic feature variables (𝑌𝑌1, 𝑌𝑌2, 𝑋𝑋3, 𝑋𝑋4) (N-

columns) and 453,060 timesteps (M-rows) for each variable. A single timestep is equivalent to 

0.006s (i.e. 1/150Hz). To attain generalisation, a testing set was used that comprised of a single 

stride from the sixth participant with the 4 feature variables and 170 timesteps (i.e. 1.1s) for 

each variable. 

 
3.3.4 Time Series Transformation to a Supervised Learning Problem 

The input to the LSTM was 4 parallel feature variables and the output was the 

successive 4 parallel feature variables. Prior to feeding into the LSTM model, the 𝑀𝑀𝑥𝑥𝑁𝑁 training 
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and testing datasets were transformed to 3D dataset using a sliding window technique (Banos, 

Galvez, Damas, Pomares, & Rojas, 2014). The sliding window comprised of an input window, 

an output window and a sliding size. The input window consists of 𝑀𝑀 timesteps and 𝑁𝑁 features, 

so as the output window. The timesteps are the camera frames and it is equivalent to 6ms (i.e. 

1/150Hz). The input window is the input data to the LSTM model and the output window is 

the future prediction output from the LSTM model. The sliding size is how much of 𝑀𝑀 

timesteps that both the input and the output windows are sliding forward with (see Figure 3-3). 

The sliding size (𝑀𝑀 timesteps) was always equal to the output size. 

 

 
Figure 3-3: Sliding window illustration example using the normalised shank angular velocity 
X-axis component (1 feature). The window in this model is 25 timesteps and 4 features and 

the prediction output is 5 timesteps of 4 features.  

3.3.5 Linear Regression (LR) 

The LR is a statistical method used to estimate future variables from the past variables. 

As demonstrated in Chapter 2 (Section 2.4.2), the LR is the most implemented approach for 

time series prediction (Bishop, 2006; Ristanoski, Liu, & Bailey, 2013). It aims to minimise the 

least linear squares loss function based on the assumption that the input and output variables 

are linearly correlated. The implemented LR can be expressed as: 𝑦𝑦(𝑥𝑥,𝑤𝑤) =  𝑤𝑤0 +  𝑤𝑤1𝑥𝑥1 +

⋯+ 𝑤𝑤𝐷𝐷𝑥𝑥𝐷𝐷. Where, 𝑦𝑦 is the forecast variable, 𝑥𝑥 =  (𝑥𝑥1, … , 𝑥𝑥𝐷𝐷)𝑇𝑇 are the predictor variables and 

𝑤𝑤0, … ,𝑤𝑤𝐷𝐷 are unknown coefficients estimated using the ordinary least squares (Bishop, 2006; 

Draper & Smith, 1998). In this work, the forecast and predictor variables refer to the same 

independent variable (e.g. Foot AV) such that 𝑥𝑥 refer to the past values and 𝑦𝑦 refers to the 

future values. The coefficients w0, … , wD were fitted (i.e. trained) to each feature vector at the 
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imposed speed (5km.h-1) walking trials. The LR equation was independently applied to each 

of the feature variables; (a) Thigh LA Y1. (b) Shank LA Y2. (c) Thigh AV X3. (d) Shank AV 𝑋𝑋4 

3.3.6 Recurrent Neural Networks (RNN) 

While the Multiple Layer Perceptrons (MLP) consider all inputs as independent, the 

RNN are designed to work with time series data (Ordóñez & Roggen, 2016). Recurrent neural 

networks (RNN) are a class of ANN architecture designed specifically to model sequence 

problems and exploit the temporal correlations between input data samples (Elman, 1990; 

Murad & Pyun, 2017). It contains feedback connections between each of its units which 

enables the network to relate all the previous inputs to its outputs (Figure 3-4).  

 

Figure 3-4: Unfolded structure of the Recurrent Neural Network. 

 

The forward pass equations from the inputs to the outputs of the RNN are given as: 

For the hidden units: 

𝑚𝑚ℎ𝑡𝑡 =  ∑ 𝑤𝑤𝑖𝑖ℎ𝑥𝑥𝑖𝑖𝑡𝑡𝐼𝐼
𝑖𝑖=1 +  ∑ 𝑤𝑤ℎ′ℎ𝑏𝑏ℎ′

𝑡𝑡−1𝐻𝐻
ℎ′=1      (3-1) 

and differentiable activation functions are then applied: 

𝑏𝑏ℎ𝑡𝑡 =  𝜃𝜃ℎ(𝑚𝑚ℎ𝑡𝑡 )        (3-2) 

The network input to output units: 

𝑚𝑚𝑘𝑘𝑡𝑡 =  ∑ 𝑤𝑤ℎ𝑘𝑘𝑏𝑏ℎ𝑡𝑡  𝐻𝐻
ℎ=1        (3-3) 

Where: 
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𝑚𝑚ℎ𝑡𝑡  is the sum of inputs to unit ℎ at time 𝑡𝑡,  𝑏𝑏ℎ𝑡𝑡  is the activation of unit ℎ at time 𝑡𝑡, 𝜃𝜃ℎ is the 

nonlinear and differentiable activation function of unit ℎ, 𝑚𝑚𝑘𝑘𝑡𝑡  is the sum of all inputs to output 

unit 𝑘𝑘 at time 𝑡𝑡, 𝑥𝑥𝑖𝑖𝑡𝑡 is the input 𝑠𝑠 at time 𝑡𝑡, 𝑤𝑤𝑖𝑖ℎ is the connection weights between input unit 𝑠𝑠 

and hidden unit ℎ, 𝑤𝑤ℎ′ℎ is the connection weights between the previous hidden state ℎ′ and it 

self ℎ and 𝑤𝑤ℎ𝑘𝑘 is the connection weights between hidden state ℎ and output unit 𝑘𝑘. Bias was 

neglected for simplicity. 

3.3.7 Long Short Term Memory (LSTM) Networks 

As the input data propagates through the standard RNN’s hidden connections to the 

output units, it either slowly attenuates or amplifies exponentially, referred to respectively, as 

vanishing or exploding gradients (Bengio, Simard, & Frasconi, 1994; Hochreiter, Bengio, 

Frasconi, & Schmidhuber, 2001). The problems with this approach are that the vanishing 

gradient prevents the network from learning long term dependencies and the exploding gradient 

leads to weights oscillation. These difficulties have been addressed using gradient norm 

clipping to tackle the exploding gradient and a soft constraint to deal with the vanishing 

gradient (Pascanu, Mikolov, & Bengio, 2013). The LSTM design addresses these problems by 

maintaining a memory cell 𝐶𝐶 (Figure 3-5) that enables the network to retain information over 

a longer period by using an explicit gating mechanism (Graves, 2012b; Hochreiter & 

Schmidhuber, 1997; Karpathy, Johnson, & Fei-Fei, 2015).  

 

 

Figure 3-5: Standard LSTM memory cell with peephole connections. 

 

Each LSTM cell has an input gate, forget gate and output gate. The input gate dictates 

the information used to update the memory state and the forget gate decides which information 
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to discard or remove from the cell. The final gate specifies the information to output based on 

the cell input and memory. All gates are designed such that information is exchanged from 

inside and outside the block (Figure 3-5). Furthermore, each memory block contains three 

peephole-weighted connections (dotted lines in Figure 3-5) which are the input weight 𝑤𝑤𝑐𝑐𝑐𝑐, the 

output weight 𝑤𝑤𝑐𝑐𝑐𝑐 and the memory state 𝑤𝑤𝑐𝑐𝑐𝑐. The functions 𝑓𝑓, 𝑠𝑠 and ℎ are usually tanh or 

logistic sigmoid activation functions (Graves, 2012b). Below are the network equations 

(Graves, 2012b) that govern the LSTM architecture used: 

Input gates: 

𝑚𝑚𝑐𝑐𝑡𝑡 =  ∑ 𝑤𝑤𝑖𝑖𝑐𝑐𝑥𝑥𝑖𝑖𝑡𝑡𝐼𝐼
𝑖𝑖=1 +  ∑ 𝑤𝑤ℎ𝑐𝑐𝑏𝑏ℎ𝑡𝑡−1𝐻𝐻

ℎ=1 +  ∑ 𝑤𝑤𝑐𝑐𝑐𝑐𝑠𝑠𝑐𝑐𝑡𝑡−1𝐶𝐶
𝑐𝑐=1    (3-4) 

𝑏𝑏𝑐𝑐𝑡𝑡 = 𝑓𝑓(𝑚𝑚𝑐𝑐𝑡𝑡)        (3-5) 

Forget gates: 

𝑚𝑚𝑐𝑐𝑡𝑡 =  ∑ 𝑤𝑤𝑖𝑖𝑐𝑐𝑥𝑥𝑖𝑖𝑡𝑡𝐼𝐼
𝑖𝑖=1 +  ∑ 𝑤𝑤ℎ𝑐𝑐𝑏𝑏ℎ𝑡𝑡−1𝐻𝐻

ℎ=1 +  ∑ 𝑤𝑤𝑐𝑐𝑐𝑐𝑠𝑠𝑐𝑐𝑡𝑡−1𝐶𝐶
𝑐𝑐=1   (3-6) 

𝑏𝑏𝑐𝑐𝑡𝑡 = 𝑓𝑓(𝑚𝑚𝑐𝑐𝑡𝑡 )        (3-7) 

Cells: 

𝑚𝑚𝑐𝑐𝑡𝑡 =  ∑ 𝑤𝑤𝑖𝑖𝑐𝑐𝑥𝑥𝑖𝑖𝑡𝑡𝐼𝐼
𝑖𝑖=1 +  ∑ 𝑤𝑤ℎ𝑐𝑐𝑏𝑏ℎ𝑡𝑡−1𝐻𝐻

ℎ=1      (3-8) 

𝑠𝑠𝑐𝑐𝑡𝑡 =  𝑏𝑏𝑐𝑐𝑡𝑡 𝑠𝑠𝑐𝑐𝑡𝑡−1 +  𝑏𝑏𝑐𝑐𝑡𝑡𝑠𝑠(𝑚𝑚𝑐𝑐𝑡𝑡)      (3-9) 

Output gates: 

𝑚𝑚𝑐𝑐𝑡𝑡 =  ∑ 𝑤𝑤𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖𝑡𝑡𝐼𝐼
𝑖𝑖=1 +  ∑ 𝑤𝑤ℎ𝑖𝑖𝑏𝑏ℎ𝑡𝑡−1𝐻𝐻

ℎ=1 +  ∑ 𝑤𝑤𝑐𝑐𝑖𝑖𝑠𝑠𝑐𝑐𝑡𝑡𝐶𝐶
𝑐𝑐=1    (3-10) 

𝑏𝑏𝑖𝑖𝑡𝑡 = 𝑓𝑓(𝑚𝑚𝑖𝑖𝑡𝑡 )        (3-11) 

Cell outputs: 

𝑏𝑏𝑐𝑐𝑡𝑡 =  𝑏𝑏𝑖𝑖𝑡𝑡 ℎ(𝑠𝑠𝑐𝑐𝑡𝑡)        (3-12) 

Where, 𝑤𝑤𝑖𝑖𝑖𝑖 is the weight of the connection from unit 𝑠𝑠 to unit 𝑗𝑗, 𝑚𝑚𝑖𝑖𝑡𝑡  is the network input 

to unit 𝑗𝑗 at time 𝑡𝑡, 𝑏𝑏𝑖𝑖𝑡𝑡 is the activation of unit 𝑗𝑗 at time 𝑡𝑡, 𝜄𝜄,𝜙𝜙,𝜔𝜔 are respectively stands for the 

input gate, forget gate, and output gate, 𝐶𝐶 is the memory cell, 𝑤𝑤𝑐𝑐𝑐𝑐,𝑤𝑤𝑐𝑐𝑐𝑐,𝑤𝑤𝑐𝑐𝑐𝑐  are peephole 

weights, 𝑠𝑠𝑐𝑐𝑡𝑡 is the state of cell 𝐶𝐶 at time 𝑡𝑡, 𝑓𝑓 is the input, output and forget gates activation 

function, 𝑠𝑠 𝑚𝑚𝑚𝑚𝑑𝑑 ℎ are the cell input and output activations, 𝐼𝐼 is the number of inputs, 𝐻𝐻 is the 
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number of cells in the hidden layer and index ℎ is the cell outputs from other blocks in the 

hidden layer. Bias was neglected for simplicity. 

3.3.8 Design of the LSTM model 

The implemented model was based on the LSTM autoencoder, a neural network 

architecture composed of an Encoder and a Decoder (i.e. ED-LSTM) (Cho et al., 2014). The 

encoder encodes the input variable length vector into a fixed length feature vector that captures 

the attributes of the variable length vector. The LSTM decoder decodes the encoded fixed 

length feature vector back into a variable length vector (Figure 3-6). The final layer is a fully 

connected dense (feedforward) mechanism for outputting predictions. The network weights 

and biases were updated at the end of each batch using an Adaptive Moment Estimation 

(Adam) optimisation algorithm (Kingma & Ba, 2014) with Mean Absolute Error (MAE) as an 

optimisation criterion. A single batch consists of 100 input/output windows. The activation for 

all LSTM layers was set to a Rectified Rectilinear Unit (ReLU) activation function (Nair & 

Hinton, 2010). The LSTM autoencoder model was implemented in Google Colab as well as 

the Amazon Web Services (AWS) using Python 3 (Libraries: Keras, Numpy, Pandas and Scikit 

learn). 

 

 

Figure 3-6: Structure of the implemented Encoder-Decoder LSTM architecture given 1 input 
window. The adapter converts the 2D encoded features into 3D output to be adopted by 

LSTM. The last layer is a fully connected dense layer for outputting 1 window predictions. 

3.3.9 Evaluation metrics 

To evaluate the network quality, three parameters were considered to calculate how 

closely the network predicted variable trajectories 𝑦𝑦𝚥𝚥�  (𝑌𝑌1, 𝑌𝑌2, 𝑋𝑋3, 𝑋𝑋4) was to the actual 

variable trajectories 𝑦𝑦𝑖𝑖 (𝑌𝑌1, 𝑌𝑌2, 𝑋𝑋3, 𝑋𝑋4) across the 𝑚𝑚 timesteps: 



50 
 

1. Mean Absolute Error (MAE) given as: 

𝑀𝑀𝐴𝐴𝑀𝑀 =  1
𝑛𝑛

 ∑ �𝑦𝑦𝑖𝑖 −  𝑦𝑦𝚥𝚥� �𝑛𝑛
𝑖𝑖=1      (3-13) 

2. Mean Squared Error (MSE) given as: 

𝑀𝑀𝑆𝑆𝑀𝑀 =  1
𝑛𝑛

 ∑ �𝑦𝑦𝑖𝑖 −  𝑦𝑦𝚥𝚥��
2𝑛𝑛

𝑖𝑖=1      (3-14) 

3. Correlation coefficient (CC) given as: 

𝑃𝑃 =  𝑐𝑐𝑐𝑐𝑐𝑐(𝑦𝑦,𝑦𝑦�)
𝑠𝑠𝑡𝑡𝑠𝑠(𝑦𝑦)∗𝑠𝑠𝑡𝑡𝑠𝑠(𝑦𝑦�)

      (3-15) 

Where, 𝑠𝑠𝑡𝑡𝑑𝑑() is the standard deviation and 𝑐𝑐𝑜𝑜𝑣𝑣(𝑦𝑦,𝑦𝑦�) is the covariance between variables 𝑦𝑦 

and 𝑦𝑦�. 

3.4 Results 

Using sparse grid search approach, model’s hyperparameters were tuned to determine 

the optimum model design (least MAE), including number of epochs, batch size, layers, and 

cells. The optimum model was then trained for 50 epochs (repetitions) and performance 

evaluated on the test set using MAE, MSE and the CC. The test set was a single stride consists 

of 170 timesteps (i.e. 1.1s). An initial 25 timesteps was used from the preceding cycle in order 

to start predicting the trajectories of the single stride.  

 
3.4.1 ED-LSTM performance with different input window sizes 

The size of the input window was varied 8 times at 5 timestep intervals (5-40 timesteps) 

to demonstrate the optimum input window size (least error). The output sliding window was 

fixed to 5 timesteps prediction. Model performance is shown in Figure 3-7 where the impact 

of each input window size on the prediction of each variable is computed. 
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Figure 3-7: Model performance with different input window sizes. Red is MAE. Blue is 
MSE. A) Thigh LA (𝑌𝑌1). B) Shank LA (𝑌𝑌2). C) Thigh AV (𝑋𝑋3). D) Shank AV (𝑋𝑋4). 

 

3.4.2 ED-LSTM performance with 5 timesteps prediction window 

This sliding window comprised of 25 timesteps input and timesteps prediction output 

and 5 timesteps sliding size. Results were given in two analyses; (i) predicted versus actual 

trajectories including the absolute error for each timestep in the first output window (Figure 

3-8) and for the whole gait cycle (Figure 3-9) (ii) Performance metrics (MAE, MSE and CC) 

for the first window of 5 timesteps (Table 3-1) and for all windows combined ( 

Table 3-2). 
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Table 3-1: ED-LSTM performance for predicting the first 5 predicted timesteps. 

Feature MAE MSE CC 
𝒀𝒀𝟏𝟏 0.125 m.s-2 0.019 m.s-2 0.99 
𝒀𝒀𝟐𝟐 0.133 m.s-2 0.022 m.s-2 0.99 
𝑿𝑿𝟑𝟑 0.032 deg.s-1 0.001 deg.s-1 0.98 
𝑿𝑿𝟒𝟒 0.033 deg.s-1 0.001 deg.s-1 0.99 

 

Figure 3-8: The ED-LSTM performance for the first window, showing predicted 
trajectories (green) and actual trajectories (red). Columns represent the Absolute Error (AE) 
for the 5 predicted timesteps. (a) Thigh LA 𝑌𝑌1. (b) Shank LA 𝑌𝑌2. (c) Thigh AV 𝑋𝑋3. (d) Shank 

AV 𝑋𝑋4 
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Table 3-2: The ED-LSTM performance for predicting the complete stride using an input 
window size of 25 timesteps and an output window size of 5 timesteps. 

Feature MAE MSE CC 
𝒀𝒀𝟏𝟏 0.047 m.s-2 0.006 m.s-2 0.99 
𝒀𝒀𝟐𝟐 0.047 m.s-2 0.006 m.s-2 0.99 
𝑿𝑿𝟑𝟑 0.028 deg.s-1 0.001 deg.s-1 0.99 
𝑿𝑿𝟒𝟒 0.024 deg.s-1 0.001 deg.s-1 0.99 

 
 
3.4.3 ED-LSTM performance with 10 timesteps prediction window 

This sliding window comprised of 25 timesteps input, 10 timesteps prediction output 

and 10 timesteps sliding size. Figure 3-10 illustrates results as predicted versus actual 

trajectories including the Absolute Error (AE) for each timestep in the first output window 

whereas Figure 3-11 displays for the whole gait cycle.  Performance metrics (MAE, MSE and 

CC) for the first window of 10 timesteps are presented in Table 3-3 and for all windows 

combined in Table 3-4. 

Figure 3-9: The ED-LSTM performance over the entire gait cycle when 5 timesteps 
prediction window is used. The figure shows predicted trajectories (orange) and actual 

trajectories (blue). (A) Thigh LA 𝑌𝑌1. (B) Shank LA 𝑌𝑌2. (C) Thigh AV 𝑋𝑋3. (D) Shank AV 𝑋𝑋4. 
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Figure 3-10: The ED-LSTM performance for the first window, showing predicted 
trajectories (green) and actual trajectories (red). Columns represent the Absolute Error (AE) 

for the 10 predicted timesteps. (a) Thigh LA 𝑌𝑌1. (b) Shank LA 𝑌𝑌2. (c) Thigh AV 𝑋𝑋3. (d) Shank 
AV 𝑋𝑋4. 

 

Table 3-3: The ED-LSTM performance for predicting the first 10 predicted timesteps. 

Feature MAE MSE CC 
𝒀𝒀𝟏𝟏 0.839 m.s-2 1.206 m.s-2 0.52 
𝒀𝒀𝟐𝟐 0.596 m.s-2 0.667 m.s-2 0.75 
𝑿𝑿𝟑𝟑 0.176 deg.s-1 0.042 deg.s-1 0.94 
𝑿𝑿𝟒𝟒 0.122 deg.s-1 0.019 deg.s-1 0.96 
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Table 3-4: The ED-LSTM performance for predicting the complete stride using an input 
window size of 25 timesteps and an output window size of 10 timesteps. 

Feature MAE MSE CC 
𝒀𝒀𝟏𝟏 0.170 m.s-2 0.096 m.s-2 0.96 
𝒀𝒀𝟐𝟐 0.202 m.s-2 0.096 m.s-2 0.96 
𝑿𝑿𝟑𝟑 0.079 deg.s-1 0.015 deg.s-1 0.98 
𝑿𝑿𝟒𝟒 0.086 deg.s-1 0.014 deg.s-1 0.98 

 

 

3.4.4 The LR prediction performance 

The LR model was tested on 170 timesteps (i.e. 1.1s) from an unseen participant with 

the 5 timesteps output window (see Figure 3-12) and the 10 timesteps output window (see 

Figure 3-13). The LR accurately estimated the predicted trajectories with the 5 timesteps 

output window (Table 3-5) than the 10 timesteps output window (Table 3-6). 

 

Figure 3-11: The ED-LSTM performance over the entire gait cycle when 10 timesteps 
prediction window is used. The figure shows predicted trajectories (orange) and actual 

trajectories (blue). (A) Thigh LA  𝑌𝑌1. (B) Shank LA  𝑌𝑌2. (C) Thigh AV  𝑋𝑋3. (D) Shank AV 
 𝑋𝑋4. 
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Figure 3-12: The LR prediction performance over the gait cycle when 5 timesteps output 
prediction window is used. The figure shows predicted trajectories (Magenta) and actual 

trajectories (black). (a) Thigh LA  𝑌𝑌1. (b) Shank LA  𝑌𝑌2. (c) Thigh AV  𝑋𝑋3. (d) Shank AV  𝑋𝑋4. 

 

 

Table 3-5: The LR average model performance for all output prediction windows using an 
input window size of 25 timesteps and an output window size of 5 timesteps. 

Feature MAE MSE CC 
𝒀𝒀𝟏𝟏 0.030 m.s-2 0.003 m.s-2 0.99 
𝒀𝒀𝟐𝟐 0.029 m.s-2 0.004 m.s-2 0.99 
𝑿𝑿𝟑𝟑 0.006 deg.s-1 0 deg.s-1 0.99 
𝑿𝑿𝟒𝟒 0.006 deg.s-1 0 deg.s-1 0.99 
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Figure 3-13: The LR prediction performance over the gait cycle when 10 timesteps output 
prediction window is used. The figure shows predicted trajectories (Magenta) and actual 

trajectories (black). (a) Thigh LA  𝑌𝑌1. (b) Shank LA  𝑌𝑌2. (c) Thigh AV  𝑋𝑋3. (d) Shank AV  𝑋𝑋4. 

 

 

Table 3-6: The LR average model performance for all output prediction windows using an 
input window size of 25 timesteps and an output window size of 10 timesteps. 

Feature MAE MSE CC 
𝒀𝒀𝟏𝟏 0.155 m.s-2 0.072 m.s-2 0.96 
𝒀𝒀𝟐𝟐 0.180 m.s-2 0.094 m.s-2 0.96 
𝑿𝑿𝟑𝟑 0.070 deg.s-1 0.017 deg.s-1 0.99 
𝑿𝑿𝟒𝟒 0.070 deg.s-1 0.016 deg.s-1 0.99 
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3.5 Discussion 

The aim of this study was to develop and evaluate ED-LSTM and the simple LR to 

predict the trajectories of 4 kinematic variables (𝑌𝑌1, 𝑌𝑌2, 𝑋𝑋3, 𝑋𝑋4), simulating the output from 

wearable IMU sensors. The study found that the simple LR obtained better prediction 

performance than the ED-LSTM for all the 4 kinematic variables. The predicted kinematic 

feature variables, LA and AV, for the shank and thigh were well predicted based on the LR and 

the ED-LSTM up to 10 timesteps, i.e., up to 0.06s in the future. A 0.06s prediction of future 

trajectories adds a feedforward term to an assistive device controller rather than being re-active 

and predominantly rely on feedback terms (i.e. sensory information) (Tanghe et al., 2019). This 

enables the assistive device to adapt to changes in human gait, allowing smoother 

synchronization with user intentions and minimize interruptions when the user changes their 

movement pattern (Ding et al., 2018; Elliott et al., 2014; Zaroug et al., 2019; J. Zhang et al., 

2017). A known future trajectory might also monitor the risk of balance loss, tripping and 

falling, in which impending incidents can be remotely reported for early intervention (R. Begg, 

Best, et al., 2007; R. Begg & Kamruzzaman, 2006; Hemmatpour et al., 2019; Naghavi et al., 

2019; Nait Aicha et al., 2018). Since 0.06s falls in the range of a slow (0.06-0.12s) and fast 

(0.01-0.05s) twitch motor units  (Winter, 2009), this would enable wearable devices such as 

IMUs to alert (e.g. by audio/visual signal) an elderly user about an imminent risk of tripping 

and potentially gives them a chance to adjust their gait accordingly.   

In contrast to the proposed 1-2 s window for human activity recognition proposed by 

Banos et al. (2014), no window has previously been suggested for forecasting human 

movement trajectories (Banos et al., 2014). In addressing this limitation, the present project 

input and output sliding windows were tested to discover the optimum prediction model. The 

input window was varied from 5 timesteps to 40 timesteps, while the output window was fixed 

at 5 timesteps during each test. Results showed that both MAE and MSE increased after 25 

timesteps for all variables except for the thigh LA 𝑌𝑌1 in which 15 timesteps scored lowest. Due 

to the majority score, 25 timesteps was fixed and the output window size was manipulated 

between 5 and 10 timesteps. Prediction error MAE and MSE gradually increased across the 

first 5 and 10 timestep prediction windows, indicating better prediction early in the stride cycle. 

This prediction horizon suggests that an output window exceeding 5 timestep may not be 

sufficiently reliable for forecasting gait trajectories. The ED-LSTM predicted trajectories for 

the LA began to deviate earlier than the AV, possibly due to the double derivative in LA that 

generated a noisier signal. The gradual decrease in the difference between the actual and 
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predicted trajectories in Figure 3-10 (c) and (d) is an intersection between the two trajectories 

that continued to undertake different directions.  

The ED-LSTM model obtained lower MAE trends for the first 5 timesteps output 

window (Table 3-3) than the first 10 timesteps output window (Table 3-1). Similarly, across 

the stride cycle, an output window of 5 timesteps (Figure 3-8) showed better model 

performance (lower MAE scores) than the 10 timesteps output window (Figure 3-10), 

particularly when there are less noise in the predicted signal for all variables. Predictions of 5 

timesteps for all variables achieved high CC (0.99) and maintained below MAE 0.048 deg.s-1 

and 0.029 m.s-2. The LR attained similar behaviour with better performance results for the 5 

timesteps output window (Table 3-5) than the 10 timesteps output window (Table 3-6). Across 

the gait cycle, the LR obtained smoother predictions (less MAE) and better predicted pattern 

(high CC) with the 5 timesteps output window (Figure 3-12) than the 10 timesteps output 

window (Figure 3-13). The LR showed better prediction performance overall (Table 3-5 and 

Table 3-6) than the ED LSTM (Table 3-2 and Table 3-4). Such performance results indicate 

that prediction of future lower limb trajectories at an imposed walking speed (5km.h-1) is 

possible using only the simple LR. However, the simple LR is a linear parametric model which 

means that the coefficient size is fixed and may not automatically adapt to different walking 

speed (Montgomery, Peck, & Vining, 2021). The LR performance is unknown when the given 

human movement task is realistic or random such as the preferred walking speed which is a 

special walking speed to every individual (Samson et al., 2001). The ED-LSTM model is 

complex and computationally expensive, but it is a non-parametric and a stochastic method 

which may perform different from the simple LR when the given task is random and requires 

a probabilistic estimation (Bush & Mosteller, 1955; Kröse, Krose, van der Smagt, & Smagt, 

1993). 

These result parameters are different from earlier work (Findlow et al., 2008; Luu et al., 

2014). The difference is in the type of predicted data (lower limb joint angles of the hips, knees 

and ankles) and in the type of output, which was not a forecast, but rather a prediction of joint 

angles from the LA and AV of the lower limb segments. Nonetheless, the work presented in 

this work showed higher CC values than the earlier works (Findlow et al., 2008; Luu et al., 

2014) at the inter-subject test. Overall, the ED-LSTM model was able to learn the trajectories 

and generalise across participants. This generalisation is invaluable to adapt algorithm 

performance to a wider population in assistive devices, particularly when each user responds 

differently to the same device (J. Zhang et al., 2017). 
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This study was limited to the walking movement with a 0.06s prediction horizon and 

healthy participants walking at 5km.h-1. The imposed speed 5km.h-1 was found to be the general 

average preferred walking speed in previous studies (Browning, Baker, Herron, & Kram, 2006; 

Mohamed & Appling, 2020; Mohler, Thompson, Creem-Regehr, Pick, & Warren, 2007; 

Waters, Lunsford, Perry, & Byrd, 1988). Besides, the 5km.h-1 speed was imposed to report the 

feasibility of whether lower limb future trajectories are predictable.  Future work may proceed 

with the model developed to accommodate a higher gait variance from more participants and 

other populations, such as female, older adults and individuals with gait disorders walking at 

their preferred as well as slower and faster speeds (Winter, 1991). More participants (i.e. stride 

examples) would potentially improve the model performance to predict trajectories above 60ms 

and also provide a more comprehensive validation set, a strategy to find the optimum number 

of epochs and avoid model overfitting (Graves, 2013). The ED-LSTM can be made flexible by 

automating the input/output window size depending on the detected human activity which 

revamp the LSTM capacity to recognise a wider range of human action transitions, such as 

slow to fast walking. 

Although the ED-LSTM and the simple LR described here were able to learn and predict 

future trajectories, further research is needed to investigate the models’ performance at 

preferred walking speed. The performance of other standard LSTM architectures such as the 

Bi-directional LSTM may need to be explored as well (Graves & Schmidhuber, 2005). Bi-

directional LSTM can be useful in forward and backward modelling of sequential data, giving 

further insights into sequential pattern modelling (G. Liu & Guo, 2019; Yuezhou Zhang et al., 

2019). 

 

3.6 Conclusion 

This study confirmed the possibility of predicting the future trajectories of human lower limb 

kinematics at imposed walking speed 5km.h-1, i.e., thigh AV, shank AV, thigh LA and shank 

LA. The study found that the simple LR performs better than the ED-LSTM in predicting the 

future lower limb kinematics at impose walking speed. An input window of 25 timesteps and 

an output window of 5 timesteps were found to be the optimum sliding window sizes for future 

trajectories prediction. The ED-LSTM model prediction horizon was better able to forecast the 

earlier timestep trajectories and was also able to learn trajectories across different participants. 

Future work could focus on automating input/output window size and using predicted 
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kinematics to identify discrete gait cycle events such as heel strike and toe-off (Kidziński et 

al., 2019). LSTM methods for human movement prediction have applications to balance loss, 

falls prevention and controlling assistive devices. The next chapter analyses the performance 

of the simple LR as well as other standard LSTM architectures (i.e. bidirectional LSTM neural 

networks) at the preferred walking speed (Graves, 2012a).
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4 CHAPTER FOUR: PREDICTION OF LOWER LIMB 
KINEMATICS AT PREFERRED WALKING SPEED – Study 
2. 

4.1 Overview 

The forecasting of lower limb trajectories can improve the operation of assistive devices 

and predict the toe clearance to minimise the risk of tripping and balance loss. In the previous 

chapater, the future lower limb kinematics were found to be predictable at imposed walking 

speed (5km.h-1) using LSTM autoencoders and the LR. The aim of this chapter was to examine 

whether standard LSTM neural networks (Vanilla, Stacked, Bidirectional and Autoencoders) 

are able to predict the future trajectories of lower limb kinematics (i.e. AV and LA) at the 

Preferred Walking Speed (PWS). This chpater also investigates whether basic learning 

methods such as the simple LR is sufficient to predict the future kinematics of lower limb 

trajectories at the PWS. Kinematics data of foot, shank and thigh (LA and AV) were collected 

from 13 male and 3 female participants (28 ± 4 years old, 1.72 ± 0.07 m in height, 66 ± 10 kg 

in mass) who walked for 10 minutes at preferred walking speed (4.34 ± 0.43 km.h-1) and at an 

imposed speed (5km.h-1, 15.4% ± 7.6% faster) on a 0% gradient treadmill. The 5 timesteps 

prediction output sliding window technique was adopted from the previous chapter for training 

and testing the LSTM models with total kinematics time-series data of 10,500 strides. Results 

based on leave-one-out cross validation, suggested that stacked LSTM and LSTM 

autoencoders are better predictors of the lower limb kinematics trajectories (i.e. up to 0.1s). 

The normalised mean squared error was evaluated on trajectory predictions at each timestep 

and it obtianed 4.70-7.58% for the stacked LSTM and 4.55-7.91% for the LSTM autoencoders. 

The LR obtained worse predictions than all of the LSTM models and was deemed unreliable 

in predicting the lower limb kinematics at PWS. The ability to predict future lower limb 

motions may have a wide range of applications including the design and control of bionics 

allowing improved human-machine interface and mitigating the risk of falls and balance loss. 

4.2 Introduction 

Prediction of gait kinematics is a useful approach to improve the operation of assistive 

devices (i.e. bionics) and minimise the risk of falling or balance loss (Ahn, Kim, Koo, & Kim, 

2019; Anam & Al-Jumaily, 2012; Hori et al., 2019; D. T. Lai, Begg, & Palaniswami, 2009; 

Sawicki, Beck, Kang, & Young, 2020). Prediction of the human gait however has been a 
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challenging process due to the locomotor system’s high degrees of freedom that continuously 

change and the asymmetrical foot contact with the ground (Srinivasan, Raptis, & Westervelt, 

2008). One of the most common straightforward approach for gait prediction is to combine 

forward dynamics with optimisation methods in which human muscle forces and limb 

movements are determined by minimising a cost function (Yamaguchi, 1990; Zajac & Winters, 

1990). The method, however, requires a long computational time, and it is highly dependent 

on the measured data (Marshall, Wood, & Jennings, 1989; Pandy, 2001). In order to achieve 

efficient computational time and to set the optimisation parameters without relying on the 

measured data, inverse dynamics along with optimisation methods are implemented to predict 

the human walking trajectories (Chevallereau & Aoustin, 2001). Ren et al. (Ren et al., 2007) 

predicted all segments motion and ground reaction forces from the average gait forward 

velocity, double stance duration and the period of the gait cycle. Other basic approaches were 

typically low-dimensional and were approximating the walking gait cycle as a simple 

mechanical system (i.e. inverted pendulum) (Kuo, 2007). This was reflected on the work by 

Doke et al (Doke, Donelan, & Kuo, 2005) in which the swing leg was modelled as a pendulum 

and by Donelan et al (Donelan, Kram, & Kuo, 2002) in which a step to step transition was 

modelled as a two link point-foot biped. Although those methods are able to capture the gait 

features, they idealise the human motions and were unable to generalise the gait trajectories 

(Kuo, 2001; Kuo, Donelan, & Ruina, 2005).  

Hybrid zero dynamics (HZD) is an example that was found to be complex enough to 

capture several gait features simultaneously along with rapid optimisation process and doesn’t 

idealise the human motions (Westervelt, Grizzle, Chevallereau, Choi, & Morris, 2018). The 

HZD represents the joint trajectories as a function of a phase variable based on step progression 

(Westervelt et al., 2018) and was found to be accurately modelling the hip and knee kinematics 

at a fixed walking speed (Srinivasan et al., 2008). The method was soon replicated to the 

bipedal robots (Sinnet & Ames, 2012) and assistive devices (Martin & Schmiedeler, 2014). In 

assistive devices however, the defined gait trajectories has long been studied for rehabilitation 

purposes (Duschau-Wicke et al., 2009; Glackin et al., 2014; Hesse, Uhlenbrock, & Sarkodie-

Gyan, 1999). Some of the robotic rehabilitation devices such as the Lokomat (Colombo, Joerg, 

Schreier, & Dietz, 2000) rely on a cooperative strategy in which a pre-defined trajectories were 

influenced by the patient movements (Veneman et al., 2007). Complementary Limb Motion 

Estimation (CLME) was applied to the LOPES exoskeleton in which the device would 
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simultaneously emulate the trajectories from the healthy limb to the impaired limb (Vallery et 

al., 2008). 

The emergence of inexpensive wearable sensors such as the IMUs (Sabatini, 2011; 

Vargas-Valencia et al., 2016) have posed new challenges (i.e. increase in dimensionality) and 

opportunities (i.e. new insights) to the analysis of the human movement (Halilaj et al., 2018) 

outside laboratory settings (Hori et al., 2019). In response to these challenges, a new set of ML 

algorithmic models have been widely adopted by biomechanists (Halilaj et al., 2018; 

Phinyomark et al., 2018). The ML algorithms are a subfield of AI concerned with the 

establishment of computer progrmmes that learn patterns from data (Mitchell, 1997). 

Computational techniques related to ML have been successful in solving several aspects of 

biomechanics gait research problems (R. Begg & Palaniswami, 2006; D. T. Lai, Levinger, 

Begg, Gilleard, & Palaniswami, 2009), such as the gait classification (R. Begg & 

Kamruzzaman, 2005; R. K. Begg et al., 2005; Kamruzzaman & Begg, 2006), joint angle 

prediction (Chong & Park, 2017) and energy expenditure minimisation in lower limb 

exoskeletons (Ding et al., 2018). Tanghe et al. have applied the Probabilistic Principal 

Component Analysis (PPCA) to predict the future lower limb joint kinematics and achieved an 

error rate between 4.5-12.5% (Tanghe et al., 2019). The data however were collected at an 

imposed speeds (2 and 5 km.h-1) and the error was caluclated at 3 points only in the gait cycle 

(10, 50 and 100 %) (Tanghe et al., 2019).  

One of the most utilised algorithms for the human movement prediction are the ANN 

(R. Begg, Lai, & Palaniswami, 2007; Halilaj et al., 2018; Zaroug et al., 2019). A class of ANN 

known as deep learning (inspired by the structure and function of the brain) (LeCun et al., 

2015), were found to be insightful in human activity classification (Fernandez-Lopez, Liu-

Jimenez, Kiyokawa, Wu, & Sanchez-Reillo, 2019; B.-K. Han et al., 2019; Murad & Pyun, 

2017), gait pattern recognition (Fabian Horst et al., 2019) and the improvement of user 

intention detection in wearable assistive devices (i.e. bionics) (Islam & Hsiao-Wecksler, 2016; 

Jung et al., 2015; Moon et al., 2019; Trigili et al., 2019). It was also applied in regression tasks 

such as the prediction of lower limb joint angles from the AV and LA of foot and shank 

segments (Findlow et al., 2008). Gholami et al. implemented CNN to predict the lower limb 

joint angles from the foot LA data and achieved between 6.5-11.1% error rate (Gholami et al., 

2020). Nonetheless, the developed ANNs in the literature were predicting the gait trajectories 

(i.e. knee angles) from an independent variable (i.e. foot LA) and it was not implemented to 

predict the fututre gait trajectories. Su and Gutierrez-Farewik applied LSTM neural networks 
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to predict lower limb kinematic trajectories at imposed walking speed and achieved a mean 

aboslute error between 0.187-0.308 (B. Su & M Gutierrez-Farewik, 2020). 

The kinematics of the lower limbs are the means by which powered exoskeletons are 

controlled, falls are prevented and abnormal gaits are identified (Ahn et al., 2019; Anam & Al-

Jumaily, 2012; Hori et al., 2019; Sawicki et al., 2020). There was no previous work that was 

found to investigate sequential ML models such as LSTM neural networks to predict future 

gait trajectories at preferred walking speed (PWS) and imposed speed based on simulated IMU 

kinematics. The LSTM neural networks are an ANN architecture known for modelling time-

series information (Graves, 2012a, 2013). The LSTM neural networks have proven wide 

success in modelling human movement data such as the lower limb kinematics prediction (B. 

Su & M Gutierrez-Farewik, 2020) neurodegenerative disease diagnosis (A. Zhao et al., 2018), 

gait event detection (Kidziński et al., 2019; Tan et al., 2019) and falls recognition (Nait Aicha 

et al., 2018). On the other hand, commonly implemted statistical models such as the LR was 

not examined for predicting future lower limb trajectories at PWS. The LR was investigated in 

the previous chapter at imposed walking speed and found to be performing better than LSTM 

autoencoders (ED-LSTM). 

The aim of this work was to develop and compare four standard LSTM architectures 

(Vanilla, Stacked, Bidirectional and Auto-encoders) for the prediction of future lower limb 

trajectories, i.e. foot AV, shank AV, thigh AV, foot LA, shank LA and thigh LA. In the 

previous chapter (Zaroug et al., 2020), the ED-LSTM and the LR were found to be able to 

predict the furture gait trajectories at an imposed speed. This chapter further investigates 

different standard LSTM architectures and the LR in predicting future gait kinematics when 

individuals walk at PWS. 

4.3 Methods 

4.3.1 Study participants 

Walking data were collected from 13 male and 3 female participants (28 ± 4 years old, 

height 1.72 ± 0.07 m, mass 66 ± 10 kg) who walked for 10 minutes at their PWS (4.34 ± 0.43 

km∙h-1) and at an imposed speed (5 km∙h-1, 15.4% ± 7.6% faster) on a 0% gradient treadmill. 

Trials were randomised and one participant’s data (male) was omitted due to incomplete data. 

The PWS was calculated by starting the treadmill at 3 km∙h-1, then it was gradually increased 

until the participant says “this is comfortable”. It was again increased until an uncomfortable 

speed (i.e fast walking) was reached. After that, speed was gradually decreased until the 
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participant says “this is comfortable”. An average value was then calculated from the two 

comfortable recorded speeds to represent the PWS (Ichinosawa et al., 2018). Each trial was 

started with a 2 minutes familiarisation session for treadmill walking. Ethics approval was 

granted by the Victoria University Human Research Ethics Committee (ID HRE18-230) and 

the Department of Defence and Veterans’ Affairs Human Research Ethics Committee (Protocol 

852-17). All participants signed a consent form and volunteered freely to participate. 

4.3.2 Gait analysis 

A set of 30 retroreflective markers (Figure 4-1) were attached to each participant in the 

form of clusters (Findlow et al., 2008). Each cluster comprised of a group of individual markers 

that represent a single body segment (e.g. shank). This include left and right foot clusters (3 

markers), left shank cluster (5 markers), right shank cluster (5 markers), left thigh cluster (5 

markers), right thigh cluster (5 markers) and pelvis cluster (4 markers). The 3D position of 

each cluster was tracked using a 14 camera motion analysis system (Vicon Bonita, Version 

2.8.2) recording at 250Hz. Before capturing the dynamic trials, a static pose (1 second) was 

recorded where an additional 8 retroreflective markers were placed on anatomical landmarks 

(e.g. lateral femur medial epicondyle) identified by palpation (Alexander & Andriacchi, 2001; 

Cappozzo, Catani, Della Croce, & Leardini, 1995; Dyrby & Andriacchi, 2004). The static pose 

was used to calibrate the position and orientation of the lower body skeletal system (Garofolini, 

2019). 

 

Figure 4-1: The skeletal model along with the components (X,Y,Z) definition and the 
markers setup. Grey balls are the retroreflective markers. The turquoise ball is a virtual 

marker refers to the centre of mass.  
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4.3.3 Kinematic walking profiles 

Recorded 3D positional data were processed using Visual 3D (C-motion, Inc, Version 

6) to compute LA and AV for the thigh, shank, and foot segments of the right limb (Zaroug et 

al., 2020). LA and AV were then interpolated with a least-squares fit on a 3rd order polynomial 

and filtered using a lowpass digital filter with a 15Hz cut-off frequency (Butterworth, 1930; 

Davis, 1975). A stride was defined as the interval between two successive heel strikes of the 

right foot (Soutas-Little, 1998). Outlier strides (i.e. bad strides) were labelled as bad and 

excluded from the final time series data. The final time series data were downsampled to 50 

Hz (to accelerate LSTM computational time) (B. Su & M Gutierrez-Farewik, 2020) and 

normalised with z-scores using Matlab (Mathworks, Inc, R2020a). The sagittal plane 

kinematics (Figure 4-2) included the translation along the Y-axis (i.e. LA) and the rotation 

along the X-axis (i.e. AV), and were used for LSTM prediction, resulting in six predictor 

variables, (i) X1 foot  AV (ii) X2 shank AV (iii) X3 thigh AV (iv) Y4 foot LA (v) Y5 foot LA 

and (vi) Y6 foot LA (Figure 4-3). 

 



68 
 

 

Figure 4-2: Definition of sagittal plane movements as well as the (X,Y) coordinates. Sagittal 
plane movements included the rotation around the X-axis (i.e., AV) and the translation along 

the Y-axis (i.e., LA). 
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Figure 4-3: Foot, shank and thigh Sagittal plane AV and LA. Those were selected as 
the model’s independent variables predominantly because primary motions of the human 

movement are flexion and extension in the sagittal plane (Srinivasan et al., 2008). (a) Foot 
(X1), shank (X2) and thigh (X3) AV. (b) Foot (Y1), shank (Y2) and thigh (Y3) LA. 

 

 

4.3.4 Datasets 

Processed time series data (10,500 strides) were combined to include the two walking 

speeds. The data were then divided into training and testing sets. The training set comprised of 

10,500 strides from 15 participants that included 6 kinematic feature variables (X1, X2, X3, Y4, 

Y5, Y6). To evaluate generalisation capability, a testing set was created for each participant that 

comprised of 75 timesteps (i.e. 1.5s of the gait cycle) and the 6 kinematic feature variables 

(Table 4-1). A single timestep is equivalent to 0.02s (i.e. 1/50Hz). 
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Table 4-1: Train-test split datasets. The model was trained and tested using leave-one-out 
cross validation. At each epoch, the training set doesn’t contain all trials of the tested 

participant. 

Validation protocol 
Number of participants 

Training Testing 

leave-one-out 14 1, 75 timesteps only 

 

4.3.5 Time Series transformation to a supervised Learning problem 

The T*F (i.e. Timesteps*Features) data structure was transformed into S*T*F (i.e. 

Samples*Timesteps*Features) structure (Figure 4-4) (Zaroug et al., 2020). One sample is a 

one window that consists of multiple timesteps and the 6 features. A single timestep is 

equivalent to 0.02s (i.e. 1/50Hz). The training input data was transformed from 614,083 

timesteps and 6 features into 122,811 samples and inside of each sample are 25 timesteps and 

6 features. While the corresponding output training data was 112,811 samples and inside of 

each sample are 5 timesteps and 6 features. The testing input data was converted from 75 

timesteps and 6 features to 15 samples, 25 timesteps and 6 features. While the corresponding 

output testing data was converted to 15 samples, 5 timesteps and 6 features.  
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Figure 4-4: Sliding window demonstration on 1 feature. The graph shows the sliding window 
operation on the foot angular velocity (𝑋𝑋1). In this work, the input/output window comprises 

of 6 features. 

 

4.3.6 Implemented LSTM model architectures 

Regression problems are amongst the challenging tasks to ANN (Sagheer & Kotb, 

2019b). Due to the parameters’ initialisation (i.e. neuron weights), the bias-variance trade-off 

and the function approximation that may trap at a local minima (Sagheer & Kotb, 2019b). As 

such, it is necessary to experiment with different network architectures to find the optimum 

solution. After determining the possibility of future trajectories in the last chapter (Zaroug et 

al., 2020), this work was to determine which LSTM architecture performs the best. There was 

no report that was found looking into the optimum LSTM neural networks model for gait 

forecasting prediction. There were 4 LSTM neural network (with similar cells described in 

Chapter 3) variants that have been tested in this work. This include; (1) Vanilla LSTM neural 

networks, (2) Stacked LSTM neural networks, (3) Bidirectional LSTM neural networks and 

(4) LSTM autoencoders neural networks. 

The sliding windows and the LSTM models were developed using Python 3 (Libraries: 

Keras, Numpy, Pandas and Scikit learn) and executed in AWS elastic computing (i.e. EC2) 

(Francois, 2017; Géron, 2019). The networks were optimised using the SGD optimisation 
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algorithm (Bottou, 2010, 2012; Sra, Nowozin, & Wright, 2012). Proposed by Rumelhart et al,. 

1986 (Rumelhart, Hinton, & Williams, 1986), the SGD algorithm aims to obtain the minimum 

error (MAE in this work) at each batch using the network weights and biases. Using a sparse 

grid-search, for all models the SGD’s learning rate was tuned to 0.07, the the gradient norm 

was clipped to 1.0 and the momentum (for accelerating the gradient descent) was set to 0.9 

(Sutskever, Martens, Dahl, & Hinton, 2013). 

4.3.7 Vanilla LSTM neural network 

The vanilla LSTM neural network is the simplest and most commonly used LSTM 

architecture in the literature (Greff, Srivastava, Koutník, Steunebrink, & Schmidhuber, 2016; 

Y. Wu, Yuan, Dong, Lin, & Liu, 2018). It is the architecture defined in the original LSTM 

paper (Hochreiter & Schmidhuber, 1997). It consists of single interconnected LSTM hidden 

layer and a final dense layer for outputting predictions (see Figure 4-5). In this work, there 

were 1024 LSTM units. 

 

Figure 4-5: Vanilla LSTM neural networks (Y. Wu et al., 2018). 

 

4.3.8 Stacked LSTM neural network 

It is widely understood that the generalisation of the LSTM model is a function of how 

deep the network is (Greff et al., 2016; Hermans & Schrauwen, 2013; Sagheer & Kotb, 2019a). 

A deeper neural network that consists of multiple LSTM hidden layers is known to have higher 

learning capacity (Hermans & Schrauwen, 2013). The stacked LSTM architecture as shown in 

Figure 4-6 consists of multiple LSTM hidden layers and a final dense layer for outputting 

predictions (Graves, 2013). In this work, there were 5 LSTM hidden layers each with 256 units.  
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Figure 4-6: Stacked LSTM neural networks (Graves, 2013). 

 

4.3.9 Bidirectional LSTM (Bi-LSTM) neural network 

Bi-LSTM neural network was introduced as an extension to RNN (Schuster & Paliwal, 

1997). Given the entire input data is available, the focus of the bidirectional LSTM neural 

networks is to maximise modelling of the input sequence by processing the data in forward and 

backward directions. The architecture works by duplicating the hidden layer side-by-side (see 

Figure 4-7) and process the input sequence as-is to the original hidden layer (forward layer) 

and as a reversed copy to the duplicate layer (backward layer). The states from the forward 

layer are not connected to the backward layer, however, both layers are connected to the output 

layer (Graves & Schmidhuber, 2005; Schuster & Paliwal, 1997). The means by which Bi-

LSTM models the input sequence in this manner is the fact that there is a scientific evidence 

that humans may use sounds, or words that only make sense at a future context (Graves & 

Schmidhuber, 2005). In this work, there was a single Bi-LSTM with 1024 LSTM units and a 

Batch Normalisation (BN) applied to the inputs. The aim of the BN is to expedite the neural 

network training by stabilising the distributions (mean and variance) of the input layer (Ioffe 

& Szegedy, 2015). The technique was initially deemed to be successful because it reduces the 

internal covariate shift, however, Santurkar et al. suggested that BN reparametrises the 

optimisation problem by smoothening the loss function landscape (Santurkar, Tsipras, Ilyas, & 

Madry, 2018). Therefore the optimisation problem become easier to solve (especially in the 

case of sharp mimima or flat regions (H. Li, Xu, Taylor, Studer, & Goldstein, 2018)) and the 

gradients become reliable and predictive. BN was added to Bi-LSTM because the convergence 

to local minima was found slower compared to other LSTM models (Siami-Namini, Tavakoli, 

& Namin, 2019). 
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Figure 4-7: Bi-LSTM neural networks with a BN input layer (Schuster & Paliwal, 1997). 

 

4.3.10 LSTM autoencoder (ED-LSTM) neural network 

Proposed by Srivastava et al,. 2015, the ED-LSTM (see Figure 4-8) is an unsupervised 

learning method that seeks to learn from a fixed length input sequence representation 

(Srivastava et al., 2015). Although it is normally trained with supervised learning, the ED-

LSTM recreates the input sequence into a fixed length feature vector. It is composed of two 

main layers, the encoder layer and the decoder layer. At first, the encoder encodes the variable 

length input sequence into a fixed length feature vector that represents the input attributes. Then 

the decoder layer decodes the fixed length feature vector into a variable length output sequence. 

The general LSTM autoencoder model implemented in Chapter 3 (Zaroug et al., 2020) was 

kept unchanged, except that the number of units was increased to 1024 per-side (encoder and 

decoder).  
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Figure 4-8: ED-LSTM neural networks architecture (Sagheer & Kotb, 2019b; Zaroug et al., 
2020). 

 

4.3.11  Evaluation and performance metrics 

The input/output sliding window size was kept fixed throughout models (Banos et al., 

2014; Graves & Schmidhuber, 2005). The input window was 25 timesteps (0.5s) and the output 

window (future prediction – 0.1s) was 5 timesteps (0.1s) for the 6 feature variables; foot (X1), 

shank (X2), thigh (X3) AV and foot (Y4), shank (Y5) and thigh (Y6) LA (Zaroug et al., 2020).  

In order to allow model comparison, all models were firstly tested with the same 

participant when the initial number of epochs was reached (Table 4-2). The initial number of 

epochs is when the model was found to attain generalisation by obtaining the least MAE on an 

unseen participant. Subsequent 14 participants were tested after 10 epochs each using the leave-

one-out cross validation technique. When a participant is tested all of their associated trials 

were removed from the training set (5km.h-1and PWS). Due to the complexity of LSTM neural 

networks, Transfer Learning (TL) was adopted to reduce the training time for leave-one-out 

cross validation test. The TL, also known as knowledge transfer, is a method by which training 

doesn’t start from the original point at each time new data is available (Pan & Yang, 2009; 

Torrey & Shavlik, 2010). The technique was found to lower the cost of training and improve 

based-line performance. Due to the uniqueness of individual walking patters and the different 

PWS across participants (F Horst, Mildner, & Schöllhorn, 2017; Schöllhorn, Nigg, 

Stefanyshyn, & Liu, 2002), the testing set for all participants was kept fixed at 75 timesteps 

(starting from the foot strike). 
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Table 4-2: Models’ configuration for inter-subject leave-one-out cross validation test. The 
number of epochs is the starting point for testing the first participant. Using TL, subsequent 

participants were tested after 10 epochs each. 

Models Hidden layers Units per layer Epochs (Initial) Epochs (Final) 
Vanilla LSTM 1 1024 100 240 
Stacked LSTM 5 256 260 400 
BI-LSTM 2  1024 200 340 
ED-LSTM  2 1024 200 340 

 

In addtion to the performance metrics implemented in Chapter 3 – Section 3.3.9, 2 

more metrics were considered to calculate how closely the predicted variable trajectories 𝑦𝑦𝚥𝚥�  

(𝑋𝑋1, 𝑋𝑋2, 𝑋𝑋3, 𝑌𝑌4, 𝑌𝑌5, 𝑌𝑌6) was to the actual variable trajectories 𝑦𝑦𝑖𝑖 (𝑋𝑋1, 𝑋𝑋2, 𝑋𝑋3, 𝑌𝑌4, 𝑌𝑌5, 𝑌𝑌6) across 

the 𝑚𝑚 timesteps: 

1. Root Mean Square Error (RMSE) given as: 

𝑅𝑅𝑀𝑀𝑆𝑆𝑀𝑀 =  �1
𝑛𝑛

 ∑ �𝑦𝑦𝑖𝑖 −  𝑦𝑦𝚥𝚥��
2𝑛𝑛

𝑖𝑖=1     (4 – 1) 

2. Normalised RMSE (NRMSE) (Gholami et al., 2020; Tanghe et al., 2019) given as: 

𝑁𝑁𝑅𝑅𝑀𝑀𝑆𝑆𝑀𝑀(%) = 𝑅𝑅𝑀𝑀𝑅𝑅𝑅𝑅
𝑚𝑚𝑚𝑚𝑚𝑚(y)−min (y)

    (4 – 2) 

Where max (y) and max (n) are the maximum and minimum values of the trial’s ground truth. 

 

4.4 Results 

4.4.1 LSTM models 

All models were firstly evaluated at PWS after the initial number of epochs and on the 

same participant across 75 timesteps. Trials related to the tested participant were removed from 

the training set. Models performance (combined output windows) for each of the independent 

variables that belong to the tested participant are shown in Figure 4-9 for all LSTM models. A 

single output window (prediction horizon) is a 5 timesteps window (0.1s). All models have 

shown good tracking of the actual trajectores for the shank and thigh AV (Figure 4-9– c and 

e). Poorer predictions were attained for all segment predictions based on LA. 
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Figure 4-9: LSTM models prediction performance based on the inter-subject test for each 
feature vector at PWS only. Models were tested with 75 timesteps (i.e. 1.5s) and the same 
participant was tested across LSTM models. Black is the actual trajectory. Brown is the 

Vanilla LSTM predcicted trajectory. Red is the Stacked LSTM predcicted trajectory. Green is 
the Bi-LSTM predicted trajectory. Blue is the ED-LSTM predicted trajectory. (a) Foot AV 
(𝑋𝑋1). (b) Foot LA (𝑌𝑌4). (c) Shank AV (𝑋𝑋2). (d) Shank LA (𝑌𝑌5). (e) Thigh AV (𝑋𝑋3). (f) Thigh 

LA (𝑌𝑌6). 

 

Models were then evaluated at PWS and 5km.h-1 combined based on leave-one-out 

cross validation technique after every 10 epochs for each participant (see Table 4-3, Table 4-4 

and Table 4-5). All models achieved good predicted trajetories for AV related to the shank 

(𝑿𝑿𝟐𝟐) and thigh (𝑿𝑿𝟑𝟑) (low RMSE in Figure 4-10 c and e) and good vector patters for all feature 

vectors (High CC in Table 4-5 and Figure 4-10). Predicted trajectories based on the AV (MAE 
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0.101-0.260 deg.s-1) were generally less erroneous than the predicted trajectories based on the 

LA (MAE 0.164-0.300 m.s-2) across all the LSTM models (see Table 4-3). The Stacked and 

ED LSTM are found the best predictive models for future predictions of the lower limb 

kinematic trajectories at PWS and 5km.h-1. The wider the gap between the two points (CC and 

RMSE) in Figure 4-10 indicates a good performance achieved by the LSTM model. The 

Stacked and ED LSTM were the only models that maintained a good predicted LA and AV 

patterns (Higher CC in Figure 4-10) and a more accurate predicted LA and AV trajectories 

(lower RMSE in Table 4-3 and Figure 4-10). The Vanilla LSTM obtained the worse prediction 

results (6.34-9.46%) compared to the Stacked LSTM (4.70-7.58%) and the ED-LSTM (4.55-

7.91%) (Table 4-4 and Figure 4-11). The Bi-LSTM have shown the highest error rate in this 

research (5.92-9.98%) (Table 4-4 and Figure 4-11).  

Table 4-3: Leave-one-out cross validation test error based on the MAE, MSE and the RMSE 
at the PWS and 5km.h-1 combined. Each of the prediccted variables (i.e. 𝑋𝑋1, 𝑋𝑋2, …, 𝑌𝑌6 ) was 

evaluated for the 4 trained LSTM architectures. 

Error 
metric Architecture 𝑿𝑿𝟏𝟏 

(deg.s-1) 
𝑿𝑿𝟐𝟐 

(deg.s-1) 
𝑿𝑿𝟑𝟑 

(deg.s-1) 
𝒀𝒀𝟒𝟒 

(m.s-2) 
𝒀𝒀𝟓𝟓 

(m.s-2) 
𝒀𝒀𝟔𝟔 

(m.s-2) 

MAE 

Vanilla LSTM 0.276 0.196 0.198 0.246 0.319 0.316 
Stacked 
LSTM 0.226 0.137 0.144 0.209 0.241 0.262 
Bi-LSTM 0.292 0.181 0.186 0.263 0.319 0.332 
ED-LSTM 0.225 0.127 0.133 0.2 0.235 0.255 

MSE 

Vanilla LSTM 0.227 0.09 0.083 0.193 0.232 0.248 
Stacked 
LSTM 0.187 0.059 0.058 0.176 0.161 0.19 
Bi-LSTM 0.236 0.082 0.075 0.204 0.239 0.266 
ED-LSTM 0.201 0.059 0.047 0.154 0.164 0.191 

RMSE 

Vanilla LSTM 0.422 0.273 0.273 0.381 0.459 0.467 
Stacked 
LSTM 0.355 0.204 0.209 0.331 0.364 0.388 
Bi-LSTM 0.436 0.257 0.255 0.401 0.467 0.487 
ED-LSTM 0.37 0.199 0.197 0.317 0.364 0.386 
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Table 4-4: Leave-one-out cross validation test error based on the NRMSE (%) at the PWS 
and 5km.h-1 combined. Each of the prediccted variables (i.e. 𝑋𝑋1, 𝑋𝑋2, …, 𝑌𝑌6 ) was evaluated 

for the 4 trained LSTM architectures.  

Architecture 𝑿𝑿𝟏𝟏% 𝑿𝑿𝟐𝟐 % 𝑿𝑿𝟑𝟑 % 𝒀𝒀𝟒𝟒 % 𝒀𝒀𝟓𝟓 % 𝒀𝒀𝟔𝟔 % 
Vanilla LSTM 9.46 6.34 6.44 6.68 8.63 9.28 
Stacked LSTM 7.58 4.70 4.94 5.63 6.83 7.58 
Bi-LSTM 9.87 5.92 6.02 7.17 8.90 9.98 
ED-LSTM 7.91 4.55 4.69 5.49 6.76 7.50 

 

Table 4-5: Leave-one-out cross validation test evaluation based on the CC at the PWS and 
5km.h-1 combined. Each of the prediccted variables (i.e. 𝑋𝑋1, 𝑋𝑋2, …, 𝑌𝑌6 ) was evaluated for the 

4 trained LSTM architectures.  

Architecture 𝑿𝑿𝟏𝟏 𝑿𝑿𝟐𝟐 𝑿𝑿𝟑𝟑  𝒀𝒀𝟒𝟒  𝒀𝒀𝟓𝟓  𝒀𝒀𝟔𝟔 
Vanilla LSTM 0.89 0.95 0.96 0.90 0.84 0.84 
Stacked LSTM 0.91 0.97 0.97 0.91 0.88 0.88 
Bi-LSTM 0.89 0.95 0.96 0.90 0.83 0.82 
ED-LSTM 0.91 0.97 0.97 0.92 0.88 0.88 
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Figure 4-10: Performance comparison between LSTM models based on leave-one-out cross 
validation at PWS and 5km.h-1  for each feature vector. Red is the RMSE (Left Y-axis). 
Black is the CC (Right Y-axis). Wider gaps between the two error lines (CC and RMSE) 
means better prediction quality for the related feature vector. The Stacked and ED LSTM 

maintained the gap for all feature vectors. (a) Foot AV (𝑋𝑋1). (b) Foot LA (𝑌𝑌4). (c) Shank AV 
(𝑋𝑋2). (d) Shank LA (𝑌𝑌5). (e) Thigh AV (𝑋𝑋3). (f) Thigh LA (𝑌𝑌6). 
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Figure 4-11: Performance comparison between LSTM models based on leave-one-out cross 

validation at PWS and 5km.h-1 for each feature vector. Green is the RMSE (Left Y-axis). 
Blue is the NRMSE (Right Y-axis). Lower error points for the MAE and NRMSE means a 

better predictive model for the related feature vector. (a) Foot AV (X1). (b) Foot LA (Y4). (c) 
Shank AV (X2). (d) Shank LA (Y5). (e) Thigh AV (X3). (f) Thigh LA (Y6). 

 

4.4.2 The LR prediction performance 

The LR model was tested on 75 timesteps (i.e. 1.5s) from an unseen participant (see 

Figure 4-12) walking at PWS. The LR weakly estimated the actual LA trajectory patterns and 

demonstrated the worst overall prediction performance compared to the LSTM models across 

all predicted variables as shown in Table 4-6. The model was cross validated for all participants 

and attained similar performance as shown in Table 4-7. 
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Figure 4-12: The LR prediction performance with 75 timesteps (i.e. 1.5s) based on the inter-
subject test for each feature vector at PWS only. Black is the actual trajectory. Magenta is the 

LR predicted trajectory. (a) Foot AV (𝑋𝑋1). (b) Foot LA (𝑌𝑌4). (c) Shank AV (𝑋𝑋2). (d) Shank 
LA (𝑌𝑌5). (e) Thigh AV (𝑋𝑋3). (f) Thigh LA (𝑌𝑌6). 

 

Table 4-6: The LR performance results across 75 timesteps of walking on an unseen 
participant prior to TL. All participant’s associated trials (e.g. 5k) were removed from the 

training set. 

Feature MAE MSE RMSE NRMSE% CC 
𝑿𝑿𝟏𝟏 0.663 deg.s-1 0.676 deg.s-1 0.822 deg.s-1 19.05 0.69 
𝑿𝑿𝟐𝟐 0.415 deg.s-1 0.315 deg.s-1 0.561 deg.s-1 14.12 0.80 
𝑿𝑿𝟑𝟑 0.412 deg.s-1 0.328 deg.s-1 0.572 deg.s-1 14.26 0.80 
𝒀𝒀𝟒𝟒 0.606 m.s-2 0.555 m.s-2 0.745 m.s-2 14.60 0.67 
𝒀𝒀𝟓𝟓 0.547 m.s-2 0.606 m.s-2 0.778 m.s-2 15.21 0.44 
𝒀𝒀𝟔𝟔 0.512 m.s-2 0.607 m.s-2 0.779 m.s-2 14.67 0.42 
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Table 4-7: The LR leave-one-out cross validation test among 15 participants across 75 
timesteps. When a participant’ s data are used for testing, all their associated trials are 

removed from the training set. 

Feature MAE MSE RMSE NRMSE% CC 
𝑿𝑿𝟏𝟏 0.583 deg.s-1 0.721 deg.s-1 0.821 deg.s-1 17.47 0.66 
𝑿𝑿𝟐𝟐 0.429 deg.s-1 0.375 deg.s-1 0.599 deg.s-1 14.42 0.79 
𝑿𝑿𝟑𝟑 0.440 deg.s-1 0.374 deg.s-1 0.606 deg.s-1 14.67 0.80 
𝒀𝒀𝟒𝟒 0.579 m.s-2 0.673 m.s-2 0.787 m.s-2 14.09 0.62 
𝒀𝒀𝟓𝟓 0.571 m.s-2 0.664 m.s-2 0.806 m.s-2 15.81 0.43 
𝒀𝒀𝟔𝟔 0.588 m.s-2 0.681 m.s-2 0.813 m.s-2 16.39 0.44 

 

4.5 Discussion 

The aim of this study was to investigate the capability of 4 standard LSTM architectures 

and the LR in predicting future lower limb trajectories of sagittal plane kinematic variables 

(simulated IMU output) at the PWS. The predicted kinematic variables are the foot AV (X1), 

shank AV (X2), thigh AV (X3), foot LA (Y4), shank LA (Y5) and thigh LA (Y6). Prediction was 

performed using the LR as well as the (i) Vanilla LSTM, (ii) Stacked LSTM, (iii) Bi-LSTM 

and (iv) ED-LSTM. Results suggested that the LR is unreliable in predicting the lower limb 

kinematics at PWS. The performance of LSTM architectures indicated that the Stacked and ED 

LSTM models are more accurate in predicting the future trajectory of the lower limb kinematics 

up to 0.1s (5 timesteps) (Figure 4-11). The ED-LSTM achieved the most accurate predicted 

kinematic trajectories among the other LSTM architectures (see Table 4-3). The prediction of 

future gait trajectory has the potential to expand the horizon of solving several problems in 

human movement science. A known future gait trajectory adds a feedforward term to powered 

exoskeleton devices instead of predominantly relying on feedback sensors (Anam & Al-

Jumaily, 2012; Proud et al., 2020; Tanghe et al., 2019; Zaroug et al., 2019). This would improve 

device performance by narrowing down the nonlinear kinematic differences between the user 

and the device and therefore avoid altering the user’s natural gait trajectories (Rupal et al., 

2017; Torricelli et al., 2018). Prediction of future gait trajectory could substantially improve 

the design of prosthetics by adapting the device controling parameters according to the user’s 

movement (Shafiul Hasan et al., 2020). Additionally, a known 0.1s future gait trajectory 

fascilitates the prediction of low foot clearance and falls in the range of slow and fast twitch 

(0.01-0.12s)  motor units (Winter, 2009).  That may allow the user (i.e. person with fall history) 

to develop countermeasures and adjust their gait to avoid an imminent risk of tripping or 
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balance loss (Barrett, Mills, & Begg, 2010; R. K. Begg & Rahman, 2000; Khandoker, Lai, 

Begg, & Palaniswami, 2006; D. T. Lai et al., 2012; Winter, 2009).  

The input (25 timesteps) and output (5 timesteps) sliding window sizes were designed  

as per the work by Zaroug et al. (Zaroug et al., 2020). The combination of PWS and imposed 

speed 5km.h-1 timeseries data, widens the variability in the training data and further challenges 

the ML model to maintain a good prediction quality across different walking speeds. A ML 

model trainined on PWS allows a generalised predictive model that could be fine tuned across 

different participants. The number of participants was increased for both genders (Male and 

female) to our previous work (Zaroug et al., 2020). The foot segment was also added as the 

foot is the basis of human balance, support and locomotion. Its movement directly affects the 

lower extremities (i.e. ankle) dynamics and control (Garofolini, Taylor, Mclaughlin, Mickle, 

& Frigo, 2019) as well as the body’s Centre of Mass (COM) movement (C. W. Chan & Rudins, 

1994; Mun, Song, Chun, & Kim, 2018). 

Five metrics were implemented to evaluate the LSTM prediction quality (Table 4-3 and 

to Table 4-5). Results have shwon that LSTM predictions based on the LA were worse than 

predictions based on the AV in all models, possibly due to the double derivative generating a 

noisier signal (Figure 4-9). The foot AV (X1) predictions showed greater error (MAE 0.225-

0.292 deg.s-1) throughout models compared to the shank (MAE 0.127-0.196 deg.s-1) and thigh 

(MAE 0.133-0.198 deg.s-1) AV, likely due to the grater variation of the foot trajectory 

throughout the gait cycle (Gholami et al., 2020). The NRMSE was used to facilitate the 

comparison between the LSTM models performance and to simplify the understanding of error 

rates for cross-disciplinary research. The Vanilla LSTM attained generalisation earlier (100 

epochs) compared to all other models due to its simplicity and the fewer required parameters 

to train (Sagheer & Kotb, 2019b). Albeit, it obtained higher error rates compared to the Stacked 

LSTM and the ED-LSTM (Figure 4-11 and Table 4-3). Although the Bi-LSTM have shown 

good performance in financial time series forecasting (Siami-Namini et al., 2019) and in 

coordination with CNN for Electrocardiogram (ECG) signal generation (Zhu, Ye, Fu, Liu, & 

Shen, 2019), it has shown the poorest prediction quality in this research (Table 4-4). Despite 

being the only network with inputs BN layer, it was not clear whether learning from the past 

and the future on human movement data have added any value to the prediction quality.  

All models were good at predicting the signal patterns but were erroneus at obtaining the actual 

trajectories (see Figure 4-10 and Table 4-5). This indicates that prediction at PWS further 
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challenges the prediction quality and it can be improved by training and testing the model on 

the same participant. The walking speed was found to be the most influential variable amongst 

sex, age and body max index on the ambulatory kinematic and kinetic profiles (Chehab et al., 

2017). The changes of speed are known to have substantial impacts on the spatiotemporal as 

well as the kinematic and kinetic patterns of the gait cycle among different age groups 

(Claudiane Arakaki Fukuchi et al., 2019; Grant & Chester, 2015). Normal (comfortable or 

preferred) walking speed reported in the literature had averages ranging from 1.05m.s-1 to 

1.43m.s-1 (cadence of 101 to 122 steps/min,) (Kwon et al., 2015; Winter, 1991).  The imposed 

speed 5km.h-1 was found to be the general average PWS in previous studies (Browning et al., 

2006; Mohamed & Appling, 2020; Mohler et al., 2007; Waters et al., 1988) and it was adopted 

in this work to generalise the LSTM models to populations outised the recruited paprticipants 

cohort. Prediction at the imposed walking speed of 5km.h-1 was found to be good in our 

previous work using the ED-LSTM (Zaroug et al., 2020) and in the literature using the PPCA 

(Tanghe et al., 2019). The prediction at PWS however, allows the development of ML models 

that are better suited to individuals who might have different PWS which in return naturalise 

the human-machine (i.e. bionics) interface. 

In Chapter 3, the prediction of future kinematics trajectory (up to 0.06 s) was possible at 

an imposed speed (5km.h-1) using the ED-LSTM and LR. In this work the prediction horizon 

was expanded up to 0.1s and invetigated the other LSTM architectures to predict the kinematics 

trajectory at PWS and imposed speed (5km.h-1). The input (25 timesteps – 0.5s) and output (5 

timesteps – 0.1s) sliding window sizes were designed  as per the work by Zaroug et al. (Zaroug 

et al., 2020). The combination of PWS and imposed speed 5km.h-1 timeseries data, widens the 

variability in the training data and further challenges the ML model to maintain a good 

prediction quality across different walking speeds. A ML model trainined on PWS allows a 

generalised predictive model that could be fine tuned across different participants. The number 

of participants was increased for both genders (Male and female) to our previous work (Zaroug 

et al., 2020). The foot segment was also added as the foot is the most distal segment of the 

human locomotor multisegment chain and plays an important part in maintaining balance, 

support and locomotion. Foot’s movement directly affects the lower extremities (i.e. ankle) 

dynamics and control (Garofolini, Taylor, Mclaughlin, et al., 2019) as well as the body’s Centre 

of Mass (COM) movement (C. W. Chan & Rudins, 1994; Mun et al., 2018). 

In contrast to the predicted trajectories evaluation technique by Tanghe et al. (Tanghe et 

al., 2019) (i.e. 3 selected timesteps), the performance evaluations of this work were calculated 
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relative to the mean based on each of the predicted 75 timesteps (i.e. 1.5s). The ED-LSTM in 

this work (Table 4-8) attained lower MAE range (0.127-0.255) than Su and Gutierrez-Farewik 

results (0.187-0.308) (B. Su & M Gutierrez-Farewik, 2020) and lower NRMSE range (4.55-

7.91%) than the CNN implemenetd by Gholami et al. (6.5-11.1%) (Gholami et al., 2020). These 

results suggest that ED LSTM neural networks are a more suitable model to capture features 

related to sequential time-series lower limb kinematic data (Graves, 2012a; A. Zhao et al., 

2018). The ED LSTM achieved the most accurate predictions in this work (see Table 4-3). As 

demonstrated in (see Figure 4-8) and in the last chapter (Zaroug et al., 2020), the internal 

learning process for the ED LSTM is unsupervised (Srivastava et al., 2015). 
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Table 4-8: ML-based methods for lower limb kinematics estimation (inter-subject test). 

Study Regression problem Model Participants Conditions Error (%) CC 

Gholami et al. 
(Gholami et al., 
2020) 

Pridiction of lower limb 
joint angles from shoe 
mounted accelerometer. 

Convolutional 
Neural Networks 
(CNN) 

10 Running at 8, 9, 10, 
11 and 12 km.h-1 

• Hip: 9.9%. 
• Knee: 6.5%. 
• Ankle: 

11.1%. 

- 

Su at al. (B. Su & 
M Gutierrez-
Farewik, 2020) 

Prediction of future AV 
only of foot, thigh and 
shank segments. 

Vanilla LSTM 12 

Walking at 5 
different speeds 
according to the 
literature 

- 
Thigh: 0.91 
Shank: 0.97 
Foot: 0.93 

Tanghe et al. 
(Tanghe et al., 
2019) 

Prediction of future lower 
limb joint kinematics. 

Probabilistic 
principal component 
analysis (PPCA) 

28 (1,098 
steps) 

Walking at 2 and 
5km.h-1 

• Hip: 
Velocity = 7-
9%. 
Acceleration = 
9.8-12.1%. 
• Knee: 

Velocity  = 
4.5-8.5%. 
Acceleration = 
6.3-10.5%. 
• Ankle: 

Velocity = 
7.8% - 10.7%. 
Acceleration = 
8.8-12.5%. 

- 

Findlow et al. 
(Findlow et al., 
2008) 

Prediction of lower limb 
joint angles from AV and 
LA of shank and foot. 

Generalised 
Regression Neural 
Networks (GRNN) 

8 30 gait cycles of 
walking at PWS - Overall = 

0.80 
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This study  
Prediction of future lower 
limb AV and LA of thigh, 
shank and foot segments. 

• Vanilla LSTM. 
• Stacked LSTM. 
• Bi-LSTM. 
• ED-LSTM. 

15 (10,500 
steps) 

Walking st PWS 
and imposed speed 
at 5km.h-1. 

• Vanilla 
LSTM: 

AV = 6.34-
9.46%. 
LA = 6.68-
9.28%. 
• Stacked 

LSTM: 
AV = 4.70-
7.58%. 
LA =  5.63-
7.58%. 
• Bi-LSTM: 

AV = 5.92-
9.87%. 
LA = 7.17-
9.98%. 
• ED-LSTM: 

AV = 4.55-
7.91%. 
LA =  5.49-
7.50%. 

• Vanilla 
LSTM: 

AV = 0.89-
0.96. 
LA = 0.84-
0.90. 
• Stacked 

LSTM: 
AV = 0.91-
0.97. 
LA =  0.88-
0.91. 
• Bi-

LSTM: 
AV = 0.89-
0.96. 
LA = 0.82-
0.90. 
• ED-

LSTM: 
AV = 0.91-
0.97. 
LA =  0.88-
0.92. 
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Although the LR is simple and easy to apply, it assumes a linear relationship between 

dependent (i.e. output trajectories) and independent variables (i.e. input trajectories). The LR 

is a parametric model that significantly simplifies the learning process into a set of fixed size 

coefficients (Russell & Norvig, 2002). As such, the LR obtianed worse prediction performance 

than all of the LSTM models in this study (Figure 4-12, Table 4-6 and Table 4-7). Particularly 

because it can easily overfit to the training data without adjusting the function form (i.e. straight 

line). Hanlon and Anderson have suggested that the LR can best performs when it is trained 

and tested on the same speed (Hanlon & Anderson, 2006). In this study, the training and testing 

data resembled the PWS and the imposed speed (5km.h-1) which means a high variance in the 

walking speed range for the LR to capture. Reguralisation techniques such as the Lasso 

regression (i.e. L1), Ridge regression (i.e. L2) and the Elastic Net (i.e. L1+L2) may help 

addressing the problems of LR by penalaising the regressor coefficients (Bishop, 2006; Hans, 

2011; Hoerl & Kennard, 1970; Ogutu, Schulz-Streeck, & Piepho, 2012; Robert Tibshirani, 

1996). The performance results suggest that while the linear regession may be a great tool to 

analyse the relationship between gait varibales, it is not recommeneded for predicting the future 

gait kinematics.   

This work was limited to young healthy participants. There exists a proportional 

relationship between the human age and their walking speeds. The walking speed was found 

to be slightly decreasing each year among healthy male and female populations (Schimpl et al., 

2011). Future work is needed to test the models’ performance on predicting slower speeds than 

that tested and accommodate predictions related to elderly population who may walk slower. 

Patients with balance issues or fall history should be recruited to further understand the 

potential application of this work for estimating the minimum toe clearance (Barrett et al., 

2010; D. T. Lai et al., 2012; Levinger et al., 2016; Nagano, Said, James, & Begg, 2020). Finally, 

a more complex model such as the hybrid models (i.e. ConvLSTM) or a different learning 

technique such as the greedy-layer wise pre-training (Bengio, Lamblin, Popovici, & 

Larochelle, 2006) may help expand the prediction horizon while maintaining the prediction 

quality.  

4.6 Conclusion 

In this study, 4 LSTM architectures and a linear statistical model have been developed 

and examined for the prediction of future lower limb kinematics (i.e. foot AV, shank AV, thigh 

AV, foot LA, shank LA and thigh LA). Results suggested that future lower limb kinematics 
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while walking at PWS and at 5km.h-1 can be well predicted up to 0.1s with ED-LSTM and 

Stacked LSTM. The study does not recomment the application of linear models such as the LR 

to predict future gait kinematics. These findings highlight the potential of LSTM neural 

networks to predict the future trajectories of the human movements. This could have 

application in exoskeleton control systems or falls prevention. Future work could focus on 

understanding the model’s robustness under different walking conditions and in participants 

with a pathological gait. The next chapter further investigates the performance of the 4 LSTM 

architectures at faster (+20%) and slower (-20%) walking speeds relative to PWS and reports 

the best performing LSTM architecture.
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5 CHAPTER FIVE: PREDICTION OF LOWER LIMB 
KINEMATICS AT SLOWER AND FASTER WALKING 
SPEEDS – Study 3. 

 

5.1 Overview 

There exists a strong relationship between the walking speed and the lower limn kinematic 

trajectories. Since the performance of the developed LSTM models is known at PWS and 

5km.h-1, the aim of this chapter is to understand the models’ performance at faster (+20 %PWS) 

and slower walking speeds (-20% PWS). All models obtained the poorest predictions at 20% 

slower speeds and achieved best predictions at 20% faster speeds compared to the PWS and 

5km.h-1 walking speeds predictions combined. The ED LSTM maintained and achieved the 

best predictive model throughout walking speed conditions. Developing ML Models that have 

been trained and validated to predict across different walking speeds, is precisely essential in-

order to acclimate to the human’s walking speed changes. The potential of predicting 

kinematics at slower and faster walking speeds relative to PWS, expands the utility of the 

LSTM models to different walking conditions. 

5.2 Introduction  

During healthy human ambulation, the walking speed may be adjusted voluntarily 

throughout the day in response to environmental changes (Hanlon & Anderson, 2006; A. R. 

Wu, Simpson, van Asseldonk, van der Kooij, & Ijspeert, 2019). Walking speed changes are 

known to have substantial impacts on the ambulatory kinematics (Section 1.2). Spatiotemporal 

parameters such as the stride/step length and the sagittal plane kinematics (i.e. joint angles) are 

highly correlated with the walking speed (Claudiane Arakaki Fukuchi et al., 2019; Røislien et 

al., 2009). The strong association between the gait speed and the walking patterns allowed the 

use of gait speed as one of the major features to predict the lower limb kinematics (Lelas, 

Merriman, Riley, & Kerrigan, 2003). Among other gait features (i.e. age, gender and BMI), the 

walking speed accounted for 85% of regression coefficients to reconstruct waveforms related 

to sagittal plane kinematics (i.e. hip, knee and ankle angles) (Moissenet et al., 2019). 

This work is the first of its kind to examine the effects of walking speed changes on the 

LSTM models’ performance. Since the performance of the LSTM models at PWS and the 

5km.h-1 imposed speed are known (Chapter 4), the aim of this chapter was to train and test the 
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LSTM models at faster and slower walking speeds (i.e. ±20% of PWS). Trained models in the 

previous chapter were further trained and cross validated with TL on faster and slower walking 

trials before testing. 

5.3 Methods 

The walking data were recorded for 10 minutes on a 0% gradient treadmill from 7 male 

and 3 female participants (28 ± 4 years old, 1.72 ± 0.07m in height, 66 ± 10 kg in mass) at 20% 

faster walking speed (5.26 ± 0.53 km.h-1) and 20% slower walking speed (3.59 ± 0.47 km.h-1). 

The fast and slow walking data were collected in a randomised order at the same session when 

the PWS and the 5km.h-1 were recorded in the previous chapter (Chapter 4). The faster and 

slower walking speeds were calculated relative to the PWS and randomised for each 

participant. A 2 minutes familiarisation session was added to the start of each walking trial. 

Ethics approval was granted by the Victoria University (ID HRE18-230) and all participants 

have signed a consent form and volunteered freely to participate. 

5.3.1 Datasets 

Collected faster and slower walking data were processed as per Chapter 4 (Section 4.3.2 and 

4.3.3). The sagittal plane kinematics included the translation along the Y-axis (i.e. LA) and the 

rotation along the X-axis (i.e. AV) were used for LSTM prediction, resulting in six predictor 

variables, (i) 𝑋𝑋1 foot  AV (ii) 𝑋𝑋2 shank AV (iii) 𝑋𝑋3 thigh AV (iv) 𝑌𝑌4 foot LA (v) 𝑌𝑌5 foot LA 

and (vi) 𝑌𝑌6 foot LA. The phase shift differece between the faster, slower walking speeds, the 

PWS and the 5km.h1 is presented in Figure 5-1 for all the predictor variables. The 6 predictor 

variables were transformed into 3D data to be prepared for the LSTM models using the sliding 

window technique in Chapter 4 (Section 4.3.5).  The T*F (i.e. Timesteps*Features) 2D data 

structure of Dataset 1 and Dataset 2 was transformed into S*T*F (i.e. 

Samples*Timesteps*Features) 3D data structure of input and corresponding output examples 

to train the LSTM models with supervised learning (Graves, 2012a; Zaroug et al., 2020). A one 

sample is a one window that consists of multiple timesteps and the 6 features (i.e. 𝑋𝑋1, 𝑋𝑋2, 𝑋𝑋3, 

𝑌𝑌4, 𝑌𝑌5, 𝑌𝑌6).  

The Dataset 1 was transformed from 836,020 timesteps and 6 features into input and 

cooresponding output examples. The input training data comprised of 167,199 samples and 

inside of each sample are 25 timesteps (0.5s) and 6 features. While the corresponding output 

training data was 167,199 samples and inside of each sample are 5 timesteps (0.1s) and 6 



93 
 

features. The testing input data was converted from 75 timesteps and 6 features to 15 samples, 

25 timesteps (0.5s) and 6 features. While the corresponding output testing data was converted 

to 15 samples, 5 timesteps (0.1s) and 6 features.  

The Dataset 2 was transformed from 1, 045, 521 timesteps and 6 features into input and 

cooresponding output examples. The input training data comprised of 209,099 samples and 

inside of each sample are 25 timesteps (0.5s) and 6 features. While the corresponding output 

training data was 209,099 samples and inside of each sample are 5 timesteps (0.1s) and 6 

features. The testing input data was converted from 75 timesteps (1.5s) and 6 features to 15 

samples, 25 timesteps (0.5s) and 6 features. While the corresponding output testing data was 

converted to 15 samples, 5 timesteps (0.1s) and 6 features.  
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Figure 5-1: The phase shift difference between the slower (-20% PWS) and faster (+20% 
PWS) walking speeds, and the normal (PWS) and 5km.h-1 walking conditions at 75 timesteps 

(1.5s) of the gait cycle starting from the right foot strike. In this chapter, the LSTM models 
are tested to predict the kinematics of slower and faster walking speeds only. Magenta is the 
slower walking speed. Blue is the faster walking speed. Black is the PWS. Grey is the 5km.h-

1. (a) Foot AV (𝑋𝑋1). (b) Foot LA (𝑌𝑌4). (c) Shank AV (𝑋𝑋2). (d) Shank LA (𝑌𝑌5). (e) Thigh AV 
(𝑋𝑋3). (f) Thigh LA (𝑌𝑌6). This dataset is a superimposed signals of all test sets related to the 

same participant evaluated before the cross validations in Chapter 4 and 5.  

 

As per Table 5-1, the Dataset 1 comprised of faster speed trials (4,187 strides) and the previous 

trials (Chapter 4 – 10,500 strides) to carry out training (Total 14,687 strides) and testing (75 

timesteps of faster speed) with leave-one-out cross validation protocol. When faster speed cross 
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validation was completed, the slower speed trials (2,951 strides) were added to Dataset 1 

(Table 5-1).The new Dataset 2 comprised of 17,638 strides and due to the uniqueness of each 

participant’s walking speed, the testing set was kept fixed at 75 timesteps. 

Table 5-1: Description of training and testing datasets. 

Datasets Training Testing Dataset 

Dataset 1 5k + PWS + 20% faster = 14,687 strides 75 timesteps of faster speed 

Dataset 2 Dataset 1 + 20% slower = 17,638 strides 75 timesteps of slower speed 

 

5.3.2 Evaluation and performance metrics 

Models trained in Chapter 4 were further trained using TL on faster speeds (Dataset 1) and 

slower speeds (Dataset 2). As shown in Table 5-2, models training started from the last number 

of epochs left off at Chapter 4. Input/Output sliding windows as well as the performance 

metrics were kept the same as per Chapter 4. Performance evaluations were carried out for each 

of the predicted 5 timesteps (0.1s) output prediction window. Output sliding windows were 

then combined and the predicted versus actual trajectories are shown for the first tested 

participant. Then leave-one-out cross validation is carried out after Dataset 1/Dataset 2 training 

epochs have been performed.  

Table 5-2: Models training process. The number of epochs is the starting point for testing the 
first participant. Using TL, subsequent participants were tested after 10 epochs each. 

Trained 
models 

Original 
epochs 

Dataset 1 
training 
epochs 

Final 
validation 

epochs 

 Dataset 2 
training 
epochs 

Final 
validation 

epochs 
Vanilla 
LSTM 240 50 370  50 500 

Stacked 
LSTM 400 50 530  50 660 

Bi-LSTM 340 50 470  50 600 
ED-
LSTM  340 50 470  50 600 

 

5.4 Results for faster walking speed (+20% PWS) 

Results in this section describes the performance of all LSTM architectures at +20% 

PWS only. The LSTM models were trained on Dataset 1 (14,687 strides) for 50 epochs as per 

Table 5-2 and tested with 75 timesteps (1.5s) on the same participant. To attain generalisation, 
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all trials related to the tested participant were removed from the training set. All of the predicted 

trajectories (output windows – 5 timesteps – 0.1s) were combined and shown in Figure 5-2. In 

contrast to trajectories prediction at PWS (Chapter 4 – Figure 4-9), the predicted trajectories 

in this study (at +20% PWS) are closer to the actual trajectories (Figure 5-2). Particularly 

predictions based on the LA at +20% PWS are showing less noise compared to the PWS 

predictions.  
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Figure 5-2: LSTM models prediction performance based on the inter-subject test for each 
feature vector at +20% PWS only. Models were tested with 75 timesteps and the same 
participant was tested across LSTM models. Black is the actual trajectory. Brown is the 

Vanilla LSTM predcicted trajectory. Red is the Stacked LSTM predcicted trajectory. Green is 
the Bi-LSTM predicted trajectory. Blue is the ED-LSTM predicted trajectory. (a) Foot AV 
(𝑋𝑋1). (b) Foot LA (𝑌𝑌4). (c) Shank AV (𝑋𝑋2). (d) Shank LA (𝑌𝑌5). (e) Thigh AV (𝑋𝑋3). (f) Thigh 

LA (𝑌𝑌6). 

Predicted dependent variables (X1, X2, X3, Y4, Y5, Y6) were evaluated based on the 

performance metrics; MAE, MSE, and RMSE in Table 5-3 and the NRMSE and CC in Table 
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5-4 and Table 5-5 respectively. The ED-LSTM demonstrated the best performance (least error 

– MAE, MSE and RMSE) between the rest of the LSTM models with NRMSE range between 

4.07 – 6.09%. The ED-LSTM achieved predicted pattern was also the highest with CC range 

between 0.95-0.99. 

 

Table 5-3: All LSTM models performance evaluation results based on the MAE, MSE and 
the RMSE. Each of the prediccted independent variables (i.e. 𝑋𝑋1, 𝑋𝑋2, …, 𝑌𝑌6 ) was tested at 

+20% PWS. The tested dataset comprised of 75 timesteps and is related to the first 
participant. Results were obtained after training the model with TL at 50 epochs. 

Error 
Type Architecture 𝑿𝑿𝟏𝟏 

(deg.s-1) 
𝑿𝑿𝟐𝟐 

(deg.s-1) 
𝑿𝑿𝟑𝟑 

(deg.s-1) 
𝒀𝒀𝟒𝟒 

(m.s-2) 
𝒀𝒀𝟓𝟓 

(m.s-2) 
𝒀𝒀𝟔𝟔 

(m.s-2) 

MAE 

Vanilla LSTM 0.249 0.144 0.143 0.188 0.250 0.248 
Stacked 
LSTM 0.283 0.163 0.166 0.177 0.279 0.226 
Bi-LSTM 0.293 0.143 0.148 0.217 0.289 0.253 
ED-LSTM 0.199 0.113 0.109 0.187 0.214 0.183 

MSE 

Vanilla LSTM 0.105 0.033 0.034 0.076 0.103 0.107 
Stacked 
LSTM 0.129 0.041 0.041 0.065 0.138 0.105 
Bi-LSTM 0.142 0.037 0.040 0.113 0.140 0.111 
ED-LSTM 0.065 0.024 0.025 0.060 0.069 0.055 

RMSE 

Vanilla LSTM 0.325 0.182 0.186 0.275 0.321 0.326 
Stacked 
LSTM 0.359 0.202 0.202 0.255 0.371 0.324 
Bi-LSTM 0.376 0.193 0.199 0.336 0.375 0.334 
ED-LSTM 0.255 0.155 0.159 0.244 0.263 0.235 

 

 

Table 5-4: All LSTM models performance evaluation results based on the NRMSE (%). 
Each of the prediccted independent variables (i.e. 𝑋𝑋1, 𝑋𝑋2, …, 𝑌𝑌6 ) was tested at +20% PWS. 
The tested dataset comprised of 75 timesteps and is related to the first participant. Results 

were obtained after training the model with TL at 50 epochs. 

Architecture 𝑿𝑿𝟏𝟏(%) 𝑿𝑿𝟐𝟐 (%) 𝑿𝑿𝟑𝟑 (%) 𝒀𝒀𝟒𝟒 (%) 𝒀𝒀𝟓𝟓 (%) 𝒀𝒀𝟔𝟔 (%) 
Vanilla LSTM 7.74 4.64 4.74 5.56 6.47 6.34 
Stacked LSTM 8.56 5.14 5.17 5.15 7.49 6.30 
Bi-LSTM 8.98 4.92 5.08 6.80 7.56 6.48 
ED-LSTM 6.09 3.94 4.07 4.94 5.31 4.56 
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Table 5-5: All LSTM models performance evaluation results based on the CC. Each of the 
prediccted independent variables (i.e. 𝑋𝑋1, 𝑋𝑋2, …, 𝑌𝑌6 ) was tested at +20% PWS. The tested 

dataset comprised of 75 timesteps and is related to the first participant. Results were obtained 
after training the model with TL at 50 epochs. 

Architecture 𝑿𝑿𝟏𝟏 𝑿𝑿𝟐𝟐  𝑿𝑿𝟑𝟑 𝒀𝒀𝟒𝟒  𝒀𝒀𝟓𝟓 𝒀𝒀𝟔𝟔 
Vanilla LSTM 0.96 0.98 0.98 0.95 0.93 0.93 
Stacked LSTM 0.95 0.99 0.98 0.96 0.90 0.92 
Bi-LSTM 0.94 0.98 0.98 0.93 0.91 0.92 
ED-LSTM 0.97 0.99 0.99 0.97 0.95 0.96 

 

5.4.1 Leave-one-out cross validation test results for +20% PWS 

Models were cross validated for each 9 participants at +20% PWS. Between each 

participant testing, the models were trained for 10 epochs excluding all trials related to the 

tested participant until the final validation epochs was reached as per Table 5-2. Predicted 

dependent variables (X1, X2, X3, Y4, Y5, Y6) were evaluated for each participant based on the 

performance metrics (MAE, MSE, RMSE, NRMSE and the CC) and averaged in Table 5-6 to 

Table 5-8. Predicted trajectories based on the AV (MAE 0.101-0.260 deg.s-1) were generally 

less erroneous than the predicted trajectories based on the LA (MAE 0.164-0.300 m.s-2) across 

all the LSTM models (Table 5-6). The ED-LSTM demonstrated the best performance amongst 

the rest of the LSTM models with NRMSE between 4.43-5.76% for both AV and LA predicted 

trajectories (Table 5-7). To facilitate models performance comparison, predicted variables 

were graphically presented in Figure 5-3 and Figure 5-4. The Vanilla and the Stacked LSTM 

attained similar performance results for predicted LA and AV trajectories in Figure 5-3. While 

the Bi-LSTM performance have shown a pronounced highest error for all predicted trajectories. 

Wider gaps between the RMSE and the CC in Figure 5-4 indicates a good predicted pattern 

and a more accurate prediction for the relevant LSTM model. The ED-LSTM attained the 

widest gap for all predicted feature vectors. 
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Table 5-6: Leave-one-out cross validation (9 participants) test for the faster walking speed 
(+20% PWS) based on the MAE, MSE and the RMSE for all the LSTM architectures 

Error 
matric Architecture 𝐗𝐗𝟏𝟏 

(deg.s-1) 
𝐗𝐗𝟐𝟐 

(deg.s-1) 
𝐗𝐗𝟑𝟑 

(deg.s-1) 
𝐘𝐘𝟒𝟒 

(m.s-2) 
𝐘𝐘𝟓𝟓 

(m.s-2) 
𝐘𝐘𝟔𝟔 

(m.s-2) 

MAE 

Vanilla LSTM 0.223 0.132 0.141 0.186 0.245 0.257 
Stacked 
LSTM 0.200 0.119 0.125 0.169 0.218 0.220 
Bi-LSTM 0.260 0.142 0.154 0.217 0.281 0.300 
ED-LSTM 0.178 0.101 0.106 0.164 0.196 0.206 

MSE 

Vanilla LSTM 0.221 0.037 0.038 0.179 0.124 0.141 
Stacked 
LSTM 0.089 0.030 0.030 0.068 0.100 0.102 
Bi-LSTM 0.155 0.041 0.045 0.101 0.167 0.184 
ED-LSTM 0.074 0.023 0.024 0.063 0.089 0.101 

RMSE 

Vanilla LSTM 0.387 0.183 0.190 0.337 0.337 0.360 
Stacked 
LSTM 0.278 0.164 0.167 0.244 0.301 0.305 
Bi-LSTM 0.371 0.196 0.206 0.305 0.394 0.415 
ED-LSTM 0.249 0.144 0.149 0.234 0.278 0.298 

 

 

Table 5-7: Leave-one-out cross validation (9 participants) test for the faster walking speed 
(+20% PWS) based on the NRMSE (%) for all LSTM architectures.  

Architecture 𝐗𝐗𝟏𝟏% 𝐗𝐗𝟐𝟐 % 𝐗𝐗𝟑𝟑 % 𝐘𝐘𝟒𝟒 % 𝐘𝐘𝟓𝟓 % 𝐘𝐘𝟔𝟔 % 
Vanilla LSTM 7.03 4.36 4.52 5.07 6.56 7.05 
Stacked LSTM 6.29 4.01 4.06 4.62 5.85 5.95 
Bi-LSTM 8.41 4.79 4.98 5.93 7.68 8.25 
ED-LSTM 5.55 3.50 3.59 4.43 5.36 5.76 

 

Table 5-8: Leave-one-out cross validation (9 participants) test for the faster walking speed 
(+20% PWS) based on the CC for all LSTM architectures.  

Architecture 𝐗𝐗𝟏𝟏 𝐗𝐗𝟐𝟐  𝐗𝐗𝟑𝟑  𝐘𝐘𝟒𝟒  𝐘𝐘𝟓𝟓 𝐘𝐘𝟔𝟔  
Vanilla LSTM 0.94 0.98 0.98 0.96 0.92 0.91 
Stacked LSTM 0.95 0.98 0.98 0.96 0.94 0.94 
Bi-LSTM 0.92 0.98 0.98 0.95 0.90 0.88 
ED-LSTM 0.96 0.99 0.99 0.96 0.95 0.94 
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Figure 5-3: Performance comparison between LSTM models based on leave-one-out cross 
validation at +20% PWS for each feature vector. Green is the RMSE (Left Y-axis). Blue is 
the NRMSE (Right Y-axis). Lower error points for the MAE and NRMSE means a better 

predictive model for the related feature vector. (a) Foot AV (𝑋𝑋1). (b) Foot LA (𝑌𝑌4). (c) Shank 
AV (𝑋𝑋2). (d) Shank LA (𝑌𝑌5). (e) Thigh AV (𝑋𝑋3). (f) Thigh LA (𝑌𝑌6). 
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Figure 5-4: Performance comparison between LSTM models based on the leave-one-out 

cross validation at +20% PWS for each feature vector. Red is the RMSE (Left Y-axis). Black 
is the CC (Right Y-axis). Wider gaps between the two error lines (CC and RMSE) means 

better prediction quality for the related feature vector. (a) Foot AV (𝑋𝑋1). (b) Foot LA (𝑌𝑌4). (c) 
Shank AV (𝑋𝑋2). (d) Shank LA (𝑌𝑌5). (e) Thigh AV (𝑋𝑋3). (f) Thigh LA (𝑌𝑌6). 
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5.5 Results for slower walking speeds (-20% PWS) 

Results in this section describes the performance of the developed LSTM architectures 

at -20% PWS only. The LSTM models were trained on Dataset 2 (17,638 strides) for 50 epochs 

as per Table 5-2 and tested with 75 timesteps and on the same participant. The same participant 

was tested across LSTM models and trials related to the tested participant were removed from 

the training set. The actual versus predicted trajectories (0.1s – 5 timesteps per output window) 

for all models were combined and shown in Figure 5-5. Predicted trajectories based on the AV 

and LA are found not maintaining a consistent track to the actual trajectories across LSTM 

models, particularly at the foot AV in Figure 5-5-a.  
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Figure 5-5: Predicted versus actual trajectories for the Vanilla (brown), Stacked (red), Bi 
(green) and ED (blue) LSTM at -20% PWS. All models were tested on the same participant 
at the same speed. Each single predicted output window was 5 timesteps (0.1s). (a) Foot AV 
(𝑋𝑋1). (b) Foot LA (𝑌𝑌4). (c) Shank AV (𝑋𝑋2). (d) Shank LA (𝑌𝑌5). (e) Thigh AV (𝑋𝑋3). (f) Thigh 

LA (𝑌𝑌6). 
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Predicted dependent variables (𝑋𝑋1, 𝑋𝑋2, 𝑋𝑋3, 𝑌𝑌4, 𝑌𝑌5, 𝑌𝑌6) were individually evaluated for all models 

and shown in Table 5-9 to Table 5-11. Across LSTM models, higher error rates are attained 

at the LA than AV trajectories. The ED-LSTM however demonstrated the best prediction 

performance across error metrics (4.15-5.94%) for all feature vectors. 

 

Table 5-9: All LSTM models performance evaluation results based on the MAE, MSE and 
the RMSE. Each of the prediccted independent variables (i.e. 𝑋𝑋1, 𝑋𝑋2, …, 𝑌𝑌6 ) was tested at -

20% PWS. The tested dataset comprised of 75 timesteps and is related to the first participant. 
Results were obtained after training the model with TL at 50 epochs. 

Error 
metric Architecture 𝑿𝑿𝟏𝟏 

(deg.s-1) 
𝑿𝑿𝟐𝟐 

(deg.s-1) 
𝑿𝑿𝟑𝟑 

(deg.s-1) 
𝒀𝒀𝟒𝟒 

(m.s-2) 
𝒀𝒀𝟓𝟓 

(m.s-2) 
𝒀𝒀𝟔𝟔 

(m.s-2) 

MAE 

Vanilla LSTM 0.306 0.163 0.174 0.233 0.331 0.329 
Stacked 
LSTM 0.323 0.172 0.178 0.261 0.302 0.321 
Bi-LSTM 0.309 0.160 0.164 0.322 0.304 0.333 
ED-LSTM 0.197 0.146 0.150 0.216 0.225 0.225 

MSE 

Vanilla LSTM 0.156 0.041 0.044 0.097 0.198 0.220 
Stacked 
LSTM 0.186 0.045 0.051 0.146 0.215 0.227 
Bi-LSTM 0.177 0.046 0.046 0.221 0.169 0.183 
ED-LSTM 0.085 0.034 0.033 0.086 0.104 0.112 

RMSE 

Vanilla LSTM 0.395 0.203 0.209 0.312 0.445 0.469 
Stacked 
LSTM 0.431 0.212 0.226 0.382 0.463 0.476 
Bi-LSTM 0.420 0.215 0.215 0.470 0.411 0.428 
ED-LSTM 0.291 0.185 0.183 0.293 0.323 0.335 

 

 

Table 5-10: All LSTM models performance evaluation results based on the NRMSE (%). 
Each of the prediccted independent variables (i.e. 𝑋𝑋1, 𝑋𝑋1, …, 𝑌𝑌6 ) was tested at -20% PWS. 
The tested dataset comprised of 75 timesteps and is related to the first participant. Results 

were obtained after training the model with TL at 50 epochs. 

Architecture 𝑿𝑿𝟏𝟏(%) 𝑿𝑿𝟐𝟐 (%) 𝑿𝑿𝟑𝟑 (%) 𝒀𝒀𝟒𝟒 (%) 𝒀𝒀𝟓𝟓 (%) 𝒀𝒀𝟔𝟔 (%) 
Vanilla LSTM 8.09 4.65 4.74 6.25 7.61 7.86 
Stacked LSTM 8.82 4.87 5.13 7.64 7.91 7.97 
Bi-LSTM 8.59 4.93 4.88 9.42 7.01 7.16 
ED-LSTM 5.94 4.24 4.15 5.87 5.52 5.61 
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Table 5-11: All LSTM models performance evaluation results based on the CC. Each of the 
prediccted independent variables (i.e. 𝑋𝑋1, 𝑋𝑋2, …, 𝑌𝑌6 ) was tested at -20% PWS. The tested 

dataset comprised of 75 timesteps and is related to the first participant. Results were obtained 
after training the model with TL at 50 epochs. 

Architecture 𝑿𝑿𝟏𝟏 𝑿𝑿𝟐𝟐  𝑿𝑿𝟑𝟑 𝒀𝒀𝟒𝟒  𝒀𝒀𝟓𝟓 𝒀𝒀𝟔𝟔 
Vanilla LSTM 0.94 0.98 0.98 0.95 0.88 0.86 
Stacked LSTM 0.93 0.98 0.97 0.93 0.87 0.86 
Bi-LSTM 0.94 0.98 0.98 0.88 0.90 0.89 
ED-LSTM 0.97 0.99 0.99 0.96 0.94 0.93 

 

 

5.5.1 Leave-one-out cross validation test results for -20% PWS 

Models were cross validated for each of the 9 participants at -20% PWS. Models were 

trained for 10 epochs before testing each of the 9 participants until the final validation epochs 

was reached (Table 5-2). To maintain generalisation of LSTM models, all trials related to the 

tested participant were excluded from the training set. Predicted dependent variables (X1, X2, 

X3, Y4, Y5, Y6) were evaluated and averaged for each participant based on the performance 

metrics (MAE, MSE, RMSE, NRMSE and the CC) in Table 5-12 to Table 5-14.  

The inaccuracy of predicted LA trajectories (MAE 0.216-0.329 m.s-2) are higher than 

the AV predicted trajectories (MAE 0.146-0.323 deg.s-1) throughout LSTM models (Table 

5-12). Amongst all evaluated LSTM models, the ED-LSTM demonstrated the best 

performance in predicting trajectories at slower walking speed (-20% PWS) with NRMSE 

between 5.91-9.86% for both AV and LA predicted trajectories (see Table 5-13 and Figure 

5-6). The Bi-LSTM is found not suitable for trajectories prediction at -20% PWS. The Vanilla 

and the Stacked LSTM attained similar performance results for predicted LA and AV 

trajectories (Figure 5-6 and Figure 5-7). The wider the gaps between the RMSE (red) and the 

CC (black) in Figure 5-7 indicates a good predicted pattern and a better achieved accuracy for 

the relevant LSTM model. The ED-LSTM maintained the gap for all predicted feature vectors 

except for the Thigh LA (Y6). 
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Table 5-12: Leave-one-out cross validation (9 participants) test for the faster walking speed 
(-20% PWS) based on the MAE, MSE and th RMSE for all the LSTM architectures 

Error 
metric Architecture 𝑿𝑿𝟏𝟏 

(deg.s-1) 
𝑿𝑿𝟐𝟐 

(deg.s-1) 
𝑿𝑿𝟑𝟑 

(deg.s-1) 
𝒀𝒀𝟒𝟒 

(m.s-2) 
𝒀𝒀𝟓𝟓 

(m.s-2) 
𝒀𝒀𝟔𝟔 

(m.s-2) 

MAE 

Vanilla LSTM 0.306 0.163 0.174 0.233 0.331 0.329 
Stacked LSTM 0.323 0.172 0.178 0.261 0.302 0.321 
Bi-LSTM 0.309 0.160 0.164 0.322 0.304 0.333 
ED-LSTM 0.197 0.146 0.150 0.216 0.225 0.225 

MSE 

Vanilla LSTM 0.156 0.041 0.044 0.097 0.198 0.220 
Stacked LSTM 0.186 0.045 0.051 0.146 0.215 0.227 
Bi-LSTM 0.177 0.046 0.046 0.221 0.169 0.183 
ED-LSTM 0.085 0.034 0.033 0.086 0.104 0.112 

RMSE 

Vanilla LSTM 0.395 0.203 0.209 0.312 0.445 0.469 
Stacked LSTM 0.431 0.212 0.226 0.382 0.463 0.476 
Bi-LSTM 0.420 0.215 0.215 0.470 0.411 0.428 
ED-LSTM 0.291 0.185 0.183 0.293 0.323 0.335 

 

 

Table 5-13: Leave-one-out cross validation (9 participants) test for the faster walking speed 
(-20% PWS) based on the NRMSE (%) for all LSTM architectures.  

Architecture 𝑿𝑿𝟏𝟏% 𝑿𝑿𝟐𝟐 % 𝑿𝑿𝟑𝟑 % 𝒀𝒀𝟒𝟒 % 𝒀𝒀𝟓𝟓 % 𝒀𝒀𝟔𝟔 % 
Vanilla LSTM 10.34 6.98 6.90 8.96 11.48 10.50 
Stacked LSTM 10.36 6.61 6.52 8.76 10.86 9.57 
Bi-LSTM 12 7.94 7.82 9.87 12.37 11.07 
ED-LSTM 9.46 5.91 5.91 8.27 9.86 9 

 

 

Table 5-14: Leave-one-out cross validation (9 participants) test for the faster walking speed 
(-20% PWS) based on the CC for all LSTM architectures.  

Architecture 𝑿𝑿𝟏𝟏 𝑿𝑿𝟐𝟐  𝑿𝑿𝟑𝟑  𝒀𝒀𝟒𝟒  𝒀𝒀𝟓𝟓 𝒀𝒀𝟔𝟔  
Vanilla LSTM 0.81 0.95 0.94 0.84 0.77 0.75 
Stacked LSTM 0.85 0.95 0.95 0.85 0.81 0.80 
Bi-LSTM 0.81 0.93 0.93 0.82 0.73 0.71 
ED-LSTM 0.85 0.96 0.96 0.86 0.84 0.82 
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Figure 5-6: Performance comparison between LSTM models based on leave-one-out cross 
validation at +20% PWS for each feature vector. Green is the RMSE (Left Y-axis). Blue is 
the NRMSE (Right Y-axis). Lower error points for the MAE and NRMSE means a better 

predictive model for the related feature vector. (a) Foot AV (𝑋𝑋1). (b) Foot LA (𝑌𝑌4). (c) Shank 
AV (𝑋𝑋2). (d) Shank LA (𝑌𝑌5). (e) Thigh AV (𝑋𝑋3). (f) Thigh LA (𝑌𝑌6). 
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Figure 5-7: Performance comparison between LSTM models based on leave-one-out cross 

validation at +20% PWS for each feature vector. Red is the RMSE (Left Y-axis). Black is the 
CC (Right Y-axis). Wider gaps between the two error lines (CC and RMSE) means better 

prediction quality for the related feature vector. (a) Foot AV (𝑋𝑋1). (b) Foot LA (𝑌𝑌4). (c) Shank 
AV (𝑋𝑋2). (d) Shank LA (𝑌𝑌5). (e) Thigh AV (𝑋𝑋3). (f) Thigh LA (𝑌𝑌6). 
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5.6 Performance comparison between the developed LSTM models in 
Study 2 and Study 3 

The performance of all cross validated LSTM models (Vanilla, Stacked, Bi and ED) is 

summarised and shown in Figure 5-8 below for each tested walking speed condition; PWS and 

5km.h-1, +20% PWS and the -20% PWS. The best model that maintained a low percentage 

error for all conditions is the ED-LSTM. While the Bi-LSTM demonstrated the most erroneous 

predicted trajectories for all feature vectors. The Vanilla and the Stacked LSTM performance 

error range fall in between the two other models. The Stacked LSTM sometimes perform 

almost the same as good as the ED-LSTM, particularly at the PWS and 5km.h-1 conditions. 
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Figure 5-8: Leave-one-out cross validation error (%) summary for the cross validated LSTM 
models in study 1 (PWS and 5km.h-1) and study 2 (±20% PWS). Brown is the Vanilla LSTM. 

Lower error point indicates better performing model for the relevant speed. Red is the 
Stacked LSTM. Green is the Bi-LSTM. Blue is the ED-LSTM. (a) Foot AV (𝑋𝑋1). (b) Foot 

LA (𝑌𝑌4). (c) Shank AV (𝑋𝑋2). (d) Shank LA (𝑌𝑌5). (e) Thigh AV (𝑋𝑋3). (f) Thigh LA (𝑌𝑌6). 

 

5.7 Discussion  

Due to the significant changes found at the kinematic walking profiles when ambulation 

speed changes (see Section 1.2), the aim of this study was to further challenge and evaluate the 
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developed LSTM models (i.e. Vanilla, Stacked, Bi-LSTM and ED-LSTM) at ±20% PWS. All 

models obtained poorer predictions at 20% slower speeds and achieved best predictions at 20% 

faster speeds compared to the PWS and 5km.h-1 walking speeds. The ED LSTM maintained 

and achieved the best predictive model throughout walking speed conditions (see Figure 5-8).  

Developing ML Models that have been trained and validated to predict across different 

walking speeds (i.e. 5 km.h-1, PWS, fast and slow), is precisely essential in-order to acclimate 

to the human’s walking speed changes (A. R. Wu et al., 2019). Particularly in the design of 

bionics to better synchronise assistive devices to the varying human motion dynamics (Hanlon 

& Anderson, 2006; Sawicki et al., 2020; Tanghe et al., 2019; A. R. Wu et al., 2019). Studies 

have shown that older adults sporadically walk at a faster space in outdoor activities which may 

increase the risk of falling (W. Li et al., 2006; Oliveira et al., 2017). The potential of predicting 

kinematics at slower walking speed than PWS, expands the utility of the LSTM models to the 

older populations whom are known to walk slower than younger adults. There exists a 

proportional relationship between the human age and their walking speeds. The walking speed 

was found to be slightly decreasing each year among healthy male and female populations 

(Schimpl et al., 2011). Starting from 4.89 km.h-1 (male) and 4.82 km.h-1 (female) at 20-29 years 

old up to 3.49 km.h-1 (male) and 3.38 km.h-1 (female) at 80-89 years old. Slow walking speeds 

are especially relevant to the design of powered exoskeletons and orthotics for users with 

neurological disorders (Louie, Eng, & Lam, 2015). 

Pilot trials were firstly conducted in-order-to observe walking speed changes that does 

not alter the human walking nature (Winter, 1991). The preliminary results suggested that 

±20% walking speed changes are enough to induce differences into the walking kinematic 

patterns without altering the nature of walking. These findings were also consistent with the 

literature for the 20% faster walking speed (5.26 ± 0.53 km.h-1) (Khan, Khan, & Usman, 2016; 

Weinhandl, Irmischer, & Sievert, 2017; Yang, Yoshida, Hortobágyi, & Suzuki, 2013) and the 

20% slower walking speed (3.59 ± 0.47 km.h-1) (Hsiao, Knarr, Higginson, & Binder-Macleod, 

2015; Kwon et al., 2015; X. Wang, Ma, Hou, & Lam, 2017). Drastic changes in walking speed 

(i.e. ±30%) were found to develop into postural control at very slow walking (Smith & Lemaire, 

2018) or it may increase the risk of tripping at very fast or uncomfortable walking speed 

(Oliveira et al., 2017; W.-F. Wang, Lien, Liu, & Yang, 2018). Falling in particular is highly 

associated with fast walking in older adults (Fan, Li, Han, Lv, & Zhang, 2016; Kang & 

Dingwell, 2008; Nagano, James, Sparrow, & Begg, 2014; Oliveira et al., 2017). 
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The Faster speed predictions (+20% PWS) were the most accurate in this research 

(Figure 5-8). The least erroneous and most accurate trajectory signals were achieved at this 

speed (Figure 5-3 and Figure 5-4). The dissimilarities between the RMSE error of LA and AV 

predicted trajectories were found lower for all LSTM models (Figure 5-3). The results suggest 

that all of the LSTM models may not perform as good at faster walking speed as at the PWS 

or slower walking speeds (M. Murray, Mollinger, Gardner, & Sepic, 1984; Oliveira et al., 

2017).  

In general however, all of the LSTM models exhibited the worse predictions at -20% 

PWS (Figure 5-8). The weak performance at slower speed is demonstrated in Figure 5-7 where 

models obtained higher error rates for all LA trajectories and the foot AV. The thigh and shank 

AV obtained lower rates possibly due to the less variability movements in these segments in 

contrast with the foot (Figure 5-1) (Gholami et al., 2020). The predicted pattern (CC) was 

below 0.9 for most of the trajectories (Table 5-14) compared to faster speed and the PWS. 

Locomotion predictions at slower speeds were commonly found to be challenging (Moissenet 

et al., 2019) due to the utilisation of different muscle and locomotor coordination strategies 

(Den Otter, Geurts, Mulder, & Duysens, 2004; Nymark, Balmer, Melis, Lemaire, & Millar, 

2005). Such differences in locomotor strategies may be translated into a succession of postures 

rather than an ambulatory task during slow walking (Moissenet et al., 2019; Smith & Lemaire, 

2018) which may lead to longer double support phase (Martin & Schmiedeler, 2014) and 

discontinuity on temporal parameters (i.e. stride and stance length) (Smith & Lemaire, 2018). 

Besides, the coordination of left-right limbs was found to be weakening at slower walking 

speeds due to increased control attention demands (Plotnik, Bartsch, Zeev, Giladi, & 

Hausdorff, 2013). Poorer predictions at slower speeds may also be attributed to the training 

data. The distribution of the training data was largely centred on PWS, 15.4% faster (i.e. 5km.h-

1) and 20% faster speed which resulted on models that were trained on fewer examples of slow 

walking speeds (i.e. only at -20% slower). 

The most accurate kinematic trajectory predictions at all of the tested walking speeds 

were achieved by the ED LSTM model (Figure 5-8) in which the internal learning process is 

unsupervised  (Srivastava et al., 2015). As shown in Chapter 3 – Section 3.3.8, the ED LSTM 

obtains predictions based on a two learning phases. The encoder maps the input data (i.e. the 

input window) into a hidden layer and learns a compressed feature representation of the 

independent variables. While the decoder reconstructs the input data from the hidden layer to 

obtain the target dependent variables from the compressed feature representation. The 
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optimiser (i.e. SGD) then minimises the reconstruction error which is the difference between 

the input and the reconstructed output (Sagheer & Kotb, 2019b). This type of learning approach 

allowed the ED LSTM to obtain quality features from a given input of kinematic trajectories 

(Zabalza et al., 2016). The unsupervised feature learning paradigm (i.e. encoder) and the 

reconstruction of time series information (i.e. decoder) has made the ED LSTM a good 

architecture for high level deep features formation and for generative models (Bao, Yue, & 

Rao, 2017; Blaschke, Olivecrona, Engkvist, Bajorath, & Chen, 2018; Srivastava et al., 2015). 

The complexity and the power of the ED LSTM could be extended to other learning techniques 

such as the unsupervised greedy layer-wise pre-training referred to as pretraining (Sagheer & 

Kotb, 2019b). The pretraining involves the training of a shallow layer and sequentially adding 

up and refitting a new hidden layer to learn inputs from the existing previous layer (i.e. shallow 

layer) while keeping fixed the learned weights and biases of the previous layer (Goodfellow, 

Bengio, Courville, & Bengio, 2016). The pretraining structure opened up the opportunity to 

train very deep stacked ED LSTM with less possibility of overfitting (because the training is 

performed in layer-wise) and a lower generalisation error (Bengio et al., 2006). 

The second best LSTM model for kinematics trajectory prediction at all of the tested 

walking speeds was the Stacked LSTM (Figure 5-8) in which the model consists of multiple 

hidden layers with each layer comprised of multiple memory cells (Chapter 4 – Figure 4-6). 

The concept of multiple hidden layers or sometimes referred to as deep learning is commonly 

attributed to the success of solving several challenging prediction problems (LeCun et al., 

2015). The hierarchy of the several layers resembles a processing pipeline where each layer 

processes part of the given problem and convey it is output to the next layer until the last layer 

generates the sequence prediction output (Hermans & Schrauwen, 2013). Therefore, the 

Stacked LSTM is a hierarchical model that was able to achieve good predictions (the closest to 

ED LSTM) by dissecting the given prediction problem into several sub-problems that are 

solved by each of the hidden LSTM layers (Pascanu, Gulcehre, Cho, & Bengio, 2013). The 

Stacked LSTM may be improved to achieve better performance with supervised greedy layer-

wise pretraining (Bengio et al., 2006) and regularisation techniques (Goodfellow et al., 2016).  

The Vanilla LSTM (Chapter 4 – Figure 4-5) is a simple LSTM architecture adopted from 

the original 1997 LSTM paper (Hochreiter & Schmidhuber, 1997). The Vanilla LSTM (Figure 

5-8) achieved a moderate performance at all of the tested walking speeds. The LA and AV 

predicted trajectories were not as good as the ED and the Stacked LSTM and were not as poor 

as the Bi-LSTM. This type of performance indicates that the Vanilla LSTM model was capable 
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of predicting future kinematic trajectories but was not able to learn enough features from the 

independent variables. Unlike the Stacked LSTM, the Vanilla LSTM model consists of a single 

layer of LSTM memory cells that may not be able to capture all features and characteristics 

related to the AV and the LA kinematic variables. The Vanilla LSTM model is found not 

suitable for the future kinematics trajectory prediction. 

The Bi-LSTM achieved the poorest predictions throughout walking speeds (Figure 5-8). 

The Bi-LSTM architecture (Chapter 4 – Section 4.3.9) maximises modelling of the input 

sequence by processing the input signals in forward and backward directions (Schuster & 

Paliwal, 1997). The bases of the Bi-LSTM architecture is on the scientific evidence that 

humans may use sounds, or words that only make sense at a future context (Graves & 

Schmidhuber, 2005). Without the BN layer the Bi-LSTM model was found slower in 

converging to the local minima compared to the other developed LSTM models (Siami-Namini 

et al., 2019). In this theses, a BN input layer has been added to the Bi-LSTM model in order to 

expedite the neural network training by stabilising the distributions (mean and variance) of the 

input layer (Ioffe & Szegedy, 2015). The model achieved good perfromance in challenging 

prediction problems such as the financial timeseries forecasting and in coordination with CNN 

for EEG signal generation (Zhu et al., 2019). However, it was not clear whether learning the 

human lower limb trajectories from the past and the future have added any value to the 

prediction quality. The Bi-LSTM model is found not suitable for the future kinamtics trajectory 

prediction. 

This study was limited to young and healthy participants. The application of future known 

trajectories at slower and faster walking speeds is largely relevant to the elder populations and 

patients with pathological gait pattern. Expanding the recruitment cohort to those populations 

allow the developed LSTM models to learn trajectories that are sophisticated enough to assist 

in falls prevention for the elderly (Barrett et al., 2010; D. T. Lai et al., 2012; Levinger et al., 

2016; Nagano et al., 2020) and in the design of bionics for individuals with gait disorders 

(Dollar & Herr, 2007; Esquenazi, Talaty, Packel, & Saulino, 2012; Tanghe et al., 2019). The 

second limitation of this work is the constrained walking nature over the treadmill. There exist 

a statistically significant differences in the kinematic variables between the treadmill and the 

overground walking nature (Alton, Baldey, Caplan, & Morrissey, 1998; S. J. Lee & Hidler, 

2008; Riley, Paolini, Della Croce, Paylo, & Kerrigan, 2007).  The bases of collecting walking 

data over a treadmill was to understand the possibility of predicting kinematics trajectory at 

faster and slower speeds relative to the PWS. Collecting overground walking data however 
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exposes the LSTM models to trajectories that are realistic and natural so that the predicted 

kinematic trajectories are better suited to the human movement dynamics.    

5.8 Conclusion 

In this study, 4 LSTM architectures were trained and tested to predict the future lower 

limb kinematics (i.e. foot AV, shank AV, thigh AV, foot LA, shank LA and thigh LA) at faster 

(+20% PWS) and slower (-20% PWS) walking speeds. Results indicated that at the faster and 

slower walking speeds, the ED and the Stacked LSTM are the most accurate models to predict 

kinematic trajectories up to 0.1s in the future. The 0.1s known future lower limb trajectories is 

in the range between fast and slow muscle twitches (0.01-0.12s) and therefore highlight the 

possibility for the LSTM models to prevent falls and improve in the bionics human-machine 

interface. Further work is needed to understand the ED and the Stacked LSTM models 

robustness under different walking conditions (i.e. overground) and in the elder population as 

well as in participants with a pathological gait. The next chapter concludes the findings for all 

the 3 studies (Chapters 3 to 5) and outlines the limitations and future directions. It also 

highlights the practical applications for a known human movement biomechanics. 
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6 CHAPTER SIX: CONCLUSION AND FUTURE 
DIRECTIONS 

6.1 Summary 

This thesis investigated the potential of LSTM neural networks to predict the future lower 

limb trajectories of the foot AV (X1), foot LA (Y4), shank AV (X2), shank LA (Y5), thigh AV 

(X3) and the thigh LA (Y6). Four LSTM architectures have been developed and generalised to 

predict the lower limb kinematics at imposed walking speed, PWS, faster walking speed and 

slower walking speed. The LSTM autoencoder (ED-LSTM) have been found to be the most 

accurate and robust ML model for kinematic trajectories forecasting up to 0.1s. Prevalent 

statistical models such as the LR is found not suitable for the prediction of future lower limb 

kinematics. The aim and findings of this work were carried out in 3 studies as follows (see 

Figure 1-4): 

1. Study 1 (Chapter 3) – To investigate the possibility of ML and statistical techniques to 

predict the human movement biomechanics: 

In Chapter 2, the potential applications of ML in human movement biomechanics have 

been investigated and reviewed. Studies have shown that ML models were better able to 

capture the relationships between heterogeneous and highly dimensional biomechanical 

variables than conventional statistical techniques. Fewer studies have been found to address 

the human movement future trajectories prediction using ML and statistical methods with 

no sliding window technique specified for ML regression tasks. In Chapter 3, the study 

confirmed the possibility of predicting the future trajectories of human lower limb 

kinematics (i.e., thigh AV, shank AV, thigh LA and shank LA) using ED-LSTM and the 

LR during an imposed walking speed (5km.h-1). A new sliding window technique have 

been proposed and validated for the optimum size to convert the time series data into 3D 

data to be modelled with ED-LSTM and LR models for the human movement regression 

tasks. Both models achieved satisfactory predicted trajectories up to 0.06s. A prediction 

horizon of 0.06s can be used to compensate for delays in an exoskeleton’s feed-forward 

controller to better estimate the human motions and synchronise with intended movement 

trajectories (B. Su & M Gutierrez-Farewik, 2020; Tanghe et al., 2019). The ED-LSTM 

prediction horizon was better able to forecast earlier future trajectories and was able to learn 

and predict the future kinematics. The LR obtained better prediction performance than the 
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ED-LSTM at the imposed speed. However, the findings along with the linear prediction 

principle of the LR necessitate further investigation of the LR performance at the PWS. 

2. Study 2 (Chapter 4) – To develop and generalise ML models and a statistical model to 

predict the future lower limb kinematics at preferred walking speed. 

In the previous study, the possiblity to predict the future lower limb kinematics at imposed 

speed (5km.h-1) is confirmed and the optimum sliding window sizes have been recognized. 

In this study, there were 4 standard LSTM architectures that have been developed and 

generalised to predict the future lower limb kinematics, i.e. foot AV, shank AV, thigh AV, 

foot LA, shank LA and thigh LA. The LR is a popular prediction method among 

biomehcnaists that have also been investigated for the same task to comprehend the 

performance of parametric statistical models. The sliding window design to convert the 2D 

data into 3D was kept the same as per study 1. The performance of the LR model at PWS 

indicated that it is not suitable for the prediction of future lower limb kinematics. The 

LSTM perfromace results suggested that the ED-LSTM and the Stacked LSTM are more 

accurate to predict the future lower limb kinematics up to 0.1s at PWS and imposed walking 

speed (5km.h-1). The average duration for a gait cycle rages between 0.98-1.07s, and a 

prediction horizon of 0.1s accounts for about 10% of the gait cycle (M. P. Murray, Drought, 

& Kory, 1964). Such a forecast may assist in anticipating a low foot clearance to develop 

early countermeasures such as slowing down or stopping (D. T. Lai et al., 2012). 

3. Study 3 (Chapter 5) – To finalise and test the developed models’ architecture on the 

effects of walking speed variations: 

In this study, the developed 4 LSTM architectures were further trained with TL and cross 

evaluated to predict the future lower limb kinematics at faster (+20% PWS) and slower (-

20% PWS) walking speeds. The design of the LSTM architectures was kept the same to 

forecast the same variables (i.e. foot AV, shank AV, thigh AV, foot LA, shank LA and 

thigh LA) up to 0.1s. At +20% PWS, results have shown that the LSTM models’ 

performance obtained better predictions compared to all tested walking speeds (i.e. PWS, 

-20% PWS and 5km.h-1). While at -20% PWS, results indicated that at slower walking 

speeds all of the LSTM architectures obtained weaker predictions compared to all tested 

walking speeds (i.e. PWS, +20% PWS and 5km.h-1). In addition to the applications of a 

known future trajectories at the PWS mentioned in study 1 and 2, the prediction at fast and 

slow walking speeds familiarised the developed ML models with changes in human 
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walking speed which are known to have large effects on lower limb kinematics (A. R. Wu 

et al., 2019). When intelligent ML methods are familiarised with the degree of kinematic 

changes due to speed variations, it could be used to improve human-machine interface in 

bionics design for various walking speeds.  

4. The key findings of Studies 1, 2 and3: 

The complexity of the human movements might not be estimated with linear statistical 

models such as the LR. ML methods such as the LSTM were found to better able to learn the 

trajectories of human movement kinematics. The ED LSTM was found to be the most accurate 

and robust model to predict and adapt to the human motion kinematics at PWS, ±20% PWS 

and 5km.h-1 (see Figure 5-8). All models attained the best performance at +20% PWS and 

obtained the weakest predictions at the -20% PWS (Figure 5-8) due to imbalances in the 

training data (Section 5.7).  

6.2 Limitations and future directions 

In order to apply the findings of this thesis to real-life scenarios of human movement 

biomechanics, there exist some technical challenges to practical implementation of ML. The 

LSTM model was validated for steady state walking. More walking movement conditions may 

need to be studied such as walking at home or in office to understand how the LSTM model 

performs in human daily life tasks. Kinematic motions based on human daily life tasks are rich 

of non-periodic trajectories (Simonsick, Guralnik, Volpato, Balfour, & Fried, 2005). Such 

kinematics are useful to widen the application of the LSTM model to the human motion 

dynamics.  

Future directions could also be carried out to tackle the limitations of this work as follows: 

• Limitation 1 (Treadmill walking) – This work was to investigate the possibility and the 

accuracy of LSTM to predict the future kinematics of the lower limb trajectories. The 

LSTM models were trained and cross-validated on lower limb kinematics data collected 

during a treadmill walking to obtain a high quality training data and in return simplify 

the model’s development and tuning (Batista, Prati, & Monard, 2004; Goodfellow et 

al., 2016). There exist a statistical differences between the lower limb kinematics in 

treadmill and overground walking (Alton et al., 1998; S. J. Lee & Hidler, 2008). This 

work is the first of its kind, and there was no specific data collection protocol in order 

to understand the performance of ML in forecasting the human movement trajectories. 
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Due to the higher kinematics variance in overground walking, the treadmill walking 

facilitates a baseline to develop, tune and compare the performance of different ML 

models to empirically choose the optimum model (i.e. ED-LSTM) for human 

movement trajectories prediction. Future training data should be based on overground 

walking in order to expose the ED-LSTM and the Stacked LSTM to a more realistic 

and natural human movement kinematics. This would have a direct impact to naturalise 

the operation of bionics and to facilitate the compensation of control system delays. 

• Limitation 2 (Healthy and young participants) – One of the major application of this 

work is to prevent falls and tripping incidents. Future participant recruitment should be 

expanded to include elders and individuals with pathological gait that are known to 

walk slower than the general population and in high risk to fall at faster than preferred 

walking speeds. This would convey the potential application of future lower limb 

kinematics prediction to users that may mostly benefit from this work. 

• Limitation 3 (Prediction horizon of 0.1s) – The ED LSTM has been found to be the 

most accurate and robust LSTM model to predict the trajectories of human movement 

biomechanics up to 0.1s. Further work is need to expand the ED LSTM prediction 

horizon while maintaining or improving the prediction quality. This could be tackled 

by firstly introducing different learning techniques to the LSTM model such as the 

greedy layer-wise pretraining (Sagheer & Kotb, 2019b). Secondly the LSTM model 

should be exposed to more training (i.e. more participants) data to overcome the weak 

performance at slow speed (Batista et al., 2004). While the addition of a more training 

means there is a possibility of overfitting, it might be necessary to include regularisation 

techniques such as the weight regularisation or the dropout. 

6.3 Practical ML-based applications of a known human movement 
biomechnics 

While ML has proven wide success in modelling the complexity of human movement 

biomechanics, it allowed biomechanists, clinicians and engineers to deliver new technologies 

that improve our safety and lifestyle. The hardware implementation of ML models have been 

a challenging process across many research studies (Sze, Chen, Emer, Suleiman, & Zhang, 

2017). Particularly due to the required strong computational power. Deep learning platforms 

such as NIVIDIA Jetson Nano is a promising platform that provides a low-cost embedded ML 

applications (Mittal, 2019). The LSTM model in this thesis was developed and validated using 

Amazon Web Services (AWS – EC2) platform which is a cloud-computing service that offers 
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super computational power (Mishra, 2019). The developed LSTM model is expected to require 

higher computational power than the Jetson Nano. In the future, the LSTM model is expected 

to be transformed into a user-friendly hardware when the suitable technology is available in 

the market. 

In a bigger picture, if this path of research is expanded further to include the full human 

body motion estimation, the findings of this thesis can be transferred into a diverse range of 

applications. Nowadays, robots are becoming a major component to assist in repetitive tasks 

(i.e. factory operations and defence purposes) and powerful robots (i.e. automated guided 

vehicles) are posing manifold difficulties for human-robot interaction (Heyer, 2010; Kratzer, 

Toussaint, & Mainprice, 2020; Lasota, Fong, & Shah, 2017; Sheridan, 2016). One such 

difficulty is when humans have to strategise their movements in order to work in a close 

proximity with mobile robots (Ge & Cui, 2000; Patle, Pandey, Parhi, & Jagadeesh, 2019). 

Although robots are possibly equipped with path planning technologies, the additional 

knowledge of future human motions minimises the hazardous human-robot interaction (i.e. 

unexpected human motion trajectory) and improves the safety of a work environment (Fu et 

al., 2018; Kratzer et al., 2020; Lasota et al., 2017). The smart human-robot interaction can also 

be integrated with the internet of things (IoT) for a safer collaborative work environment (Ray, 

2018). The IoT facilitates the autonomous robot communication with the environment which 

eventually leads to autonomous learning and self-awareness (Vermesan et al., 2020).  

In robotic rehabilitation training, the patient-robotic cooperative strategies have been actively 

researched and are considered an important attribute towards safe and comfortable assistive 

technology (Duschau-Wicke et al., 2009; Glackin et al., 2014; Hesse et al., 1999). Some of the 

robotic rehabilitation devices such as the Lokomat (Colombo et al., 2000) rely on a cooperative 

strategy in which a pre-defined trajectories were influenced by the patient movements 

(Veneman et al., 2007). A foreseen motion trajectories based on historical gait pattern (i.e. 

sliding window), improves the cooperative strategy and better assist the user to achieve natural 

and genuinely assisted movements. Particularly the non-parametric ML based (i.e. LSTM) 

cooperative strategy are capable of automatically adapting it is predictive parameters to better 

align with the continuously varying human movement trajectories (Fong, Ocampo, Gross, & 

Tavakoli, 2020; M. Zhang et al., 2017; K. Zhao, Teng, Gong, Chen, & Zhao, 2019). 

The known human movement biomechanics could be a game changer in sports such that it 

could improve skill acquisition (Hodges & Williams, 2012; Xiao-wei, 2020). The prediction 
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of swimming movements have been found to enhance the swimmer performance (Stanula et 

al., 2012; Webb et al., 2011; J. Xie, Xu, Nie, & Nie, 2015, 2017). The known swimming 

motions could also be applied to assist  an amputee to achieve their potential and perhaps 

expedite the re-gaining of their swimming skills (Lecrivain, Payton, Slaouti, & Kennedy, 2010; 

Osborough, Payton, & Daly, 2010). When a movement trajectory is known, it can be classified 

and that enables the classification of an incorrect foot movement for instance which may lead 

to a bad stroke. Such information could be transferred to a wearable device and alert the user 

to rectify their movement pattern and suggest synchronisation techniques for optimum 

swimming performance. 

Overall, the possibility to forecast the human motion dynamics expands the capacity of bionics, 

wearable sensors and robotics to enrich the human-machine interaction. 
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Chapter 15
Overview of Computational Intelligence
(CI) Techniques for Powered
Exoskeletons

Abdelrahman Zaroug, Jasmine K. Proud, Daniel T. H. Lai,
Kurt Mudie, Dan Billing and Rezaul Begg

Abstract There is an emerging need to synchronise wearable function with user
intention asmany exoskeletons reported in current literature have limited capability to
predict user intention. In order to achieve good synchronization, closed loop feedback
is required. Overcoming these limitations necessitates an architecture composed
of networked sensors and actuators with smart control algorithms to fuse sensor
data and create smooth actuation. This review chapter discusses the growing need
to deploy computational intelligence (CI) techniques as well as machine learning
(ML) algorithms so that exoskeletons are able to predict the user intentions and
consequently operate in parallel with human intention. A comprehensive review of
major portable, active exoskeletons are provided for both upper and lower limbs with
a focus on the need for smart algorithms integration to drive them. The application
areas include rehabilitation and human performance augmentation.

Keywords Wearable Robotics · Exoskeletons · Computational Intelligence
Machine Learning · Hidden Markov Model · Artificial Neural Networks
Gaussian Mixture Model · Support Vector Machines

15.1 Introduction

Robots were designed to assist humans to complete repetitive or monotonous tasks,
such as part assembly in factories. However, currently robots are moving toward
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richer interaction with human operators. Instead of solely exchanging commands
to/from the user, they are now becoming an extension of the human body, interacting
through physical movement, sensory feedback and determining user intention. This
has given rise to the term wearable robotics or robots worn by human operators.
According to Carpino et al. [1], wearable robotics are a type of mechatronic system
that are designed to assist the human body for either performance augmentation or for
rehabilitation and assistance of physically challenged persons. Wearable technolo-
gies, i.e. smart watches, fitness trackers, health monitors, are becoming prolific in
todays society and thus their purpose hasmoved away from the purely functional into
a form of self-expression. This induces a heightened social awareness of wearable
technologies and their purpose [2]. Poor form design can have an adverse effect on
social inclusion, perception of ability and a users self-confidence. Wearables design
needs to balance form and function equally as assistive devices used outside of reha-
bilitation design show decreasing frequency of use due to physical and psychological
discomfort of the users [3].

Wearable robotics can be grouped into three main categories; orthoses, prostheses
and exoskeletons [4]. Orthoses, as well as exoskeletons, are defined as mechanical
devices that are outfitted by a user, mimics the joints/limbs motion and is anthropo-
morphic in nature [5]. On the other hand, exoskeletons are used to describe devices
used by an able-bodied wearer [6], and occasionally when they span multiple joints,
for rehabilitation purposes [5]. Orthoses are devices designed for individuals with
limb pathology [5, 6]. Finally, prostheses are artificial limbs predominantly designed
for amputees and the device replaces the lost limb/joint function.

There is an emerging need to synchronize wearable function with user intention.
In order to achieve good synchronization, closed loop feedback will be required.
This will necessitate an architecture composed of networked sensors and actuators,
i.e. Wireless Sensor Networks (WSN) [7]. In addition, smart control algorithms will
be required to fuse sensor data and create smooth actuation [8]. Machine learning
helps in categorising large datasets by observing their regularities and recognising
their patterns. This class of algorithms would be integral to future wearable robotic
designs.

Within the last decade several review papers in the literature have addressed
exoskeleton research [1, 5, 6, 9] and established the need for this technology. This
review chapter discusses the state-of-the-art portable, active exoskeletons for both
upper and lower limbs of the human body with a focus on the need for smart algo-
rithms to drive them. Active systems use computational techniques for user con-
trol, safety parameters and task orientated function. The application areas of these
exoskeletons include rehabilitation and human performance augmentation. The lit-
erature in lower limb devices tends to be more abundant, than its upper limb coun-
terpart due to it addressing the rudimentary task of walking assistance [9], having
less degrees of freedom and greater real estate from the addition of exoskeleton
components.
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15.2 Exoskeletons Background

Research in human exoskeletons began in the late 1960s [5], and the first to be
designed was the Nicholas Yagn lower limb exoskeleton [10]. This was designed in
parallel to the lower limbs to augment running, though it was not manufactured or
effectively demonstrated. From an operational perspective, exoskeletons as well as
active orthoses act either in series or in parallel [11] to the human body. The former
is meant to add length and displacement to the body, however, the latter is to support
the limb by offering strength as well as endurance [6].

With regard to operational energy, exoskeletons can be sub-classified into active
[12], passive [13, 14] and quasi-passive devices [15, 16]. Active devices are essen-
tially devices that include an actuator, controller and a battery. Passive devices how-
ever, are exactly the opposite. They deliver assistance through the addition of power,
provision of support or the transfer of loading, using energy conservation elements
such as springs and dampers. Finally, quasi-passive devices are a hybrid between
the active and passive mechanisms in such a way that the passive elements are used
to store and release energy while the active elements are used to control the timing
(when to release energy) as well as the quantity of released energy.

An active exoskeleton is an external, typically anthropomorphic, structure that
provides supported or augmentedmovement to thewearer through amechatronic sys-
tem [17]. The creation of mechanical power is achieved through the use of actuators,
creating movement that can at times be greater than what is biomimetically possible
by the user. Due to this many exoskeletons have been developed for human perfor-
mance augmentation, such as carrying heavy loads, improving endurance, reducing
fatigue and performing repetitive tasks. The potential benefit of an anthropomorphic
exoskeleton is a small footprint and unrestricted movement. However, exoskeletons
do not yet work synergistically enough with the musculoskeletal system for human
kinematics and kinetics to allow natural motion. The main challenge for the adoption
of exoskeletons in industry is caused by issues such as discomfort, device weight,
musculoskeletal alignment and kinematics and detection of human intention.

The majority of current active upper limb exoskeletons use electric motors with
some using pneumatic actuation. Hydraulic and other actuation methods are rarely
used for upper limb exoskeletons. The development of upper limb exoskeletons has
been mainly for; power assist, movement of limbs for people with limited function,
rehabilitation or assistive living; augmentation, amplifying the current capabilities
of the human body or lifting external loads; and providing additional support to
workers through postural controls or additional limb strength/control. Commonly
used power transmissionmethods are gear and cable drives [17].As for the lower limb
exoskeletons, pneumatic, hydraulic, and electric motors have all been reported in the
literature. However, currently electric motors are widely used in both rehabilitation
as well as to enhance human performance, as they feature simpler design features
and can adopt complex control methods.

The upper limb category includes exoskeletons that augment the hand, wrist,
elbow and/or shoulder [17], while the lower limb encompasses the major joints;
hips, knees and ankles.
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15.2.1 Exoskeleton Structure

The degrees of freedom (DOF) of an exoskeleton are determined by the number
of articulated joints in the structure. The human body has 244 DOF [18], a highly
complex system to be accommodated in an exoskeleton. Designers aim to minimise
complexitywhile stillmaintaining normalmotion, this can be done through removing
DOF, supporting a discrete segment of the movement cycle or under-actuating the
system.

A balance needs to be found between the weight and size of the system, its
reaction speed and force transmission. Traditional actuators such as electric motors,
pneumatics and hydraulics still face major issues in terms of form factor, power-to-
weight and control. The human body has multiple DOF for each of its joints and the
addition of an external structure to the body can hinder or distort normal movement.
Exoskeleton actuation systems fall into 4 categories: electric, hydraulic, pneumatic
and other. While power transmission can occur through gears, cables, belt drives or
rigid linkages [17].

A rigid frame requires precise alignment to the human joints, these being numer-
ous, it can cause the system to become bulky. However, rigid-link systems allow
for easy control and force transmission. A soft frame combats this issue but may
cause undesired motion through the joints via unintended deformation in the frame
or poor human-mechanical coupling, leading to inefficient force transmission. Cable
driven systems are commonly used due to the space constraints and the ability to
separate the actuator from the end effector. A Bowden cable is a flexible cable con-
sisting of a plastic outer shell, an incompressible steel structure, a friction reducing
inner lining and the inner cable. It is used as a push/pull mechanism for linear force
transmission. The use of this type of force transmission reduces the weight of the
system on the affected limb and allows the design to be scalable [19]. However, Bow-
den cables show significantly low efficiency in power transmission due to unstable
friction between the inner and outer sheaths and positional accuracy loss [20, 21].

Issues arise with the ability to provide large forces through electrical actuators
required to sustain and assist themotormovements of thewearer.Movement between
joints have large velocity and acceleration peaks that can only be mimicked using
powerful actuators, which are large and heavy thus using them would then hinder
the movement due to reduced space between joints. Small, lightweight motors can
only create sufficient forces through the addition of gearing systems which then
add frictional forces to the creation of movement and impede performance. Electric
motors require a secondary system of gears, belts or cables in order to transfer power
and can induce additional complexity through low efficiency and joint misalignment.

PneumaticArtificialMuscles (PAMs) showdesirable characteristics such as a high
power-to-weight ratio, linear contraction and flexibility in wearable applications.
Their motion differs from air cylinders, where it simultaneously contracts its length
as the soft chamber dilates [22]. Soft exoskeletons appear to be promising for use in
wearable robotics due to their lowcost, easymanufacturability and inherent biosafety.
Soft exoskeleton actuationmechanisms use pneumatic or hydraulic systems to create
limb forces.
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Hydraulic and pneumatic actuators are limited to single planemotion, they require
additional maintenance to other forms of actuation and require large pressure pumps.
However, they provide benefits in terms of high power density and easy power trans-
fer. Hydraulic systems suffer from low force generation due to the lack of rigid
structure to transfer force to the distal joints.

15.2.2 Exoskeletons Evaluation

Testing of device affects on the wearer is within 3 categories: physiological parame-
ters, biomechanical parameters, and wearabilty [23, 24]. Physiological tests measure
the variation in baseline performance of human function whilst using the exoskele-
ton. Commonly performed physiological tests are muscle activity, muscle fatigue
and oxygen consumption.

Muscle activity testing is performed via electromyography (EMG). EMG mea-
sures the electrical activity that causes skeletalmuscle activation via electrodes placed
on the skin. While testing of an upper limb exoskeleton may show a decrease in arm
muscle activity, the external forces placed on the body by the addition of the device
could cause an increase in muscle activity in a different part of the body and change
the movement pattern of the wearer. This is due to the necessity for the weight of
the exoskeleton to be deflected away from the user by tranferring the force into the
ground. Muscle fatigue however is subjective and measured against the users varia-
tion in stamina with and without the robotic intervention, while oxygen consumption
is a more definitive test that compares the amount of oxygen consumed and carbon
dioxide expelled to that of the users baseline.

Biomechanical testing involves measuring force loading, joint torque, compres-
sion and shear forces experienced by the user. This quantitative analysis shows the
distribution of forces on the body caused by the exoskeleton and external load-
ing. Similar dynamic mechanical tests can be used to analyse the performance of
the exoskeletons function. Function tests include range of motion, static holding
and dynamic lifting. All of the tested protocols are vital to understanding how the
exoskeleton functions and affects the human wearer when performing movement,
however for device uptake to be successful the major consideration for exoskeletons
is wearablity (user comfort).

In Radder et al. [3], there were key factors users identified as leading to consistent
use of a device. It must be comfortable (compact, lightweight, portable), quickly
initialized (donning, doffing, powering up) and only provide assistance-as-needed.
Some other features were identified: the device needed to be hygienic and therefore
washable [25], able to be submerged in water, battery life should last for a day of
intermittent use, and provide modular support [3]. Feedback in the form of task
performance was also important to users while health care professionals were also
interested in force generation and joint kinematics [3].
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15.3 Exoskeletons for Human Performance Augmentation

Over 40% of workers in the European Union suffer musculoskeletal disorders such
as lower back, neck or shoulder pain annually, caused by physical work loads and
repetitive movements [23]. The occurance of reduced capacity, injury or disability
in the workforce has led to research into technological interventions for prevention.
Alongsidemechanical processes and robotic automation, exoskeletons are now being
explored for use in human performance augmentation in industrial, agricultural and
military applications.

Robotic intervention is used for repetitive tasks that lead to user fatigue and
allow users to remain in the work process for extended periods without suffering
debilitating physical effects. The development of industrial exoskeletons is due to a
humans ability to make fast adaptable decisions based on observation and where full
automation via robotic intervention of these tasks is either prohibitively expensive
or not possible. These exoskeletons are designed to support posture, hold, carry and
support loads and perform dynamic lifting [23].

15.3.1 Upper Limb Devices

While the development of upper limb exoskeletons has been ongoing for many years
andmany exist in the current research spectrum, this area of technologyhas developed
slowly and very few are available for use by the general population. The problem is
that many of these devices have restricted portability because of their size, weight
and poor mobility.

The majority of current upper limb exoskeletons use electric motors with some
using pneumatic actuation. Hydraulic and other actuationmethods are rarely used for
upper limb exoskeletons. These exokeletons are used for power assist, augmentation
or lifting external loads. Commonly used power transmission methods are gear and
cable drives [17].

Upper limb exoskeletons were originally developed to assist military personnel
in improving endurance through assistance in heavy load carrying. These have now
been developed with the purpose of assisting in the performance of specific tasks
for workers in agriculture, manufacture and construction such as stooped work, load
carrying and overhead work.

The Toyota Technological Institute Exoskeleton (TTI-Exo) is a multipurpose
exoskeleton for power assistance [26]. It is a full body system with the upper limb
section having 2 active DOF in shoulder and elbow flexion/extension and 1 pas-
sive DOF in shoulder rotation. Actuation is provided by harmonic drive brushless
servo motors with integrated encoders. An encoder only, sensorless control approach
using disturbance observer modules to estimate user-applied and task specific force
variations is implemented. The use of this model means that robot dynamics and
joint friction that can cause additional disturbances must be compensated for via
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model-based dynamic and friction compensation algorithms. The suit was tested by
5 partcipants in laboratory experiments for power assistance and rehabilitation col-
lecting EMG data. A reduction in muscle activity of up to 85% was observed when
using the exoskeleton.

IKerlans Orthosis (IKO) is a 5 DOF exoskeleton supporting shoulder, elbow and
forearm motion for force amplification in the workplace with an additional 4 passive
DOF to allow for movement of the structure around the body [27]. The upper limb
is remotely actuated using a combination of electrical motors with Bowden cables
and artificial muscles. For dynamics and control capability testing a 2 DOF section
model was created for elbow flexion/extension and rotation. Position control is via
a non-linear enhanced proportionalintegralderivative (PID) controller. Experimental
results indicated that desired smoothmotion is achievedwith no variationwhen under
load. The exoskeleton is capable of supporting 10kg loads.

Agrirobot is an exoskeleton to assist with agricultural harvesting of produce and
load carrying [28]. It contains 10 DOF in a full body symmetrical suit, actively
actuating using DC motors, at the joint, the shoulder, elbow, hip, knee and passively
actuating the ankle. Agrirobot has multiple function modes that can be selected via
voice command. There is an automatic movement pattern mode that functions for
harvesting root crops and vine fruit, and a user controlled mode that follows a system
of sensors to determine user intention. Encoders and gyroscopes detect joint positions
while hall and pressure sensors detect user movements. The exoskeleton was tested
for various harvesting situations by a single subject. The exoskeleton was able to
adapt to these movements but created mobility restrictions in the back and shoulder
due to the limited DOF.

15.3.2 Lower Limb Devices

BLEEX is a 7 DOF exoskeleton [1, 6, 9], 4 of which are active, those being hip flex-
ion/extension, abduction/adduction and knee and ankle flexion/extension, the other
3 DOF are hip and ankle rotation and ankle inversion/eversion. It has been designed
for military application load carrying and is capable of supporting 75 kg. Actuation is
provided via bidirectional linear hydraulic cylinders. Control information is gathered
from the exoskeleton rather than the user. The 8 actuated joints contain 8 encoders
and 16 linear accelerometers to determine their angular acceleration and velocity.
Additionally, it contains: single-axis force sensors at each actuator for force control,
and an inclinometer for backpack orientation. A sensitivity amplification control
strategy is used which changes the inverse dynamics in the sagittal plane depending
on the gait phase, which is determined by the foot switches and load distribution
sensors, that are for measuring ground contact and force distribution.

TheHybridAssistiveLeg (HAL),manufactured byCyberdyne in Japan is themost
investigated exoskeleton in the literature [29–34]. Different types of HAL have been
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developed, single-leg, to full lower-limbs and also a full body exoskeleton. Hence,
it is designed for healthy population to upgrade human capabilities, and also for
individuals with impaired limbs. HAL 5 is a full body exoskeleton for performance
augmentation and rehabilitation [1, 6]. It utilises direct drive at each of the joints with
DC motors containing harmonic drives. The control system is made up of a number
of sensory components; skin-surface EMG electrodes are placed at the posterior and
anterior femur to detect user walking intent; potentiometers measure joint angles;
gyroscopes, accelerometers, and ground reaction force sensors determine postural
information. All of these sensors work together to determine user intent and control
suit movement. It has been reported that HAL 5 increases the user’s ability to lift
loads by up to 40 kg and can almost double their leg press ability. There are few peer
reviewed results of this system and there is a lengthy calibration process for each
specific user.

The MIT exoskeleton uses a quasi-passive actuation system for backpack load
carrying by transferring the load through a rigid link system to the ground [1, 5, 9,
35]. It provides augmentation at the hip, knee and ankle alongside a support system
for load carrying on the back. Joint augmentation is provided via controlled release
of springs with variable dampers during the negative power phase of each joint
movement. Control strategies are determined by walking gait patterns. The walking
gait phase that the user is positioned in is determined by a sensing system for joint
angles, joint torques and ground reaction forces. Experimentation has shown that the
exoskeleton is capable of transferring up to 90% of the carried load into the ground
but indicated a 10% rise in metabolic cost when using it.

Finally, the K-SRD (Lockheed Martin) is an active lower extremity device that is
computer controlled based on kinetic and kinematic user data. It has been designed to
reduce user fatigue as well as stress on the lower back and legs during repetitive tasks
that potentially involves lifting, pushing/pulling heavy loads, squatting, and walking
over long distances through up or downhill with or without carrying loads. It has
been reported [36], that the exoskeleton can potentially assist dismounted troops by
reducing effort during physical tasks.

Lower limb devices are further along in their development with devices such
as HAL-5 [34] available for workplace testing and components of it commercially
available. Whereas the upper limb counterparts are still in research, development
and prototyping. With all devices, there is minimal user validation testing reported.
This could be due to a lack of testing standards around user validation protocols
for exoskeletons [24]. The development of testing standards will allow for a clearer
evaluation of exoskeletons function capabilities; especially the impact of the device
on the human user.

Evenwithminimal user validation consistent challenges are apparent. Those being
the limitation of movement and user discomfort due to poor form fitting and large
weight of devices; and the value proposition of exoskeletons formultiple task cases of
a single user, thus creating overly complicated systems. A narrow use-case (constrain
activities of the human) may allow improved customisation and thereby a greater
value proposition.
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15.4 Exoskeletons for Rehabilitation and Assistance

The field of rehabilitation technology includes a wide breadth of research based
interventions to treat themany issues that arise after accident or illness. Limb function
is most commonly affected by stroke and as of 2009 there were 375,800 stroke
survivors living in Australia with over a third of stroke victims (131,100) having
difficulty gripping or holding objects [37]. As of 2009 there were 75,000 carers
providing at home assistance for people with stroke and disability [37], many of these
people receiving care would gain independence with the assistance of a mechatronic
intervention. Additional causes of paralysis include traumatic injury to the spine,
brain and motor neurons as well as neurological diseases [38].

With improvements in technology, the need for mechatronic interventions is
increasing [37], with the purpose of improving quality of life, providing indepen-
dence and restoring limb function to the user. However, developers of such devices
have faced challenges due to problematic interaction between mechatronic devices
and human users [39]. This is mainly due to biomechanical, mechanical and psy-
chological factors [3]. For desired interaction to be possible, exoskeleton complexity
needs to be reduced. Exoskeleton complexity is determined by the selection of the
degrees of freedom for the joints and their arrangement, type of sensors and actuators
used and the link lengths. Simplifying the exoskeleton to the requirements of the user
can assure easier interaction.

15.4.1 Upper Limb Devices

Robotic assistance is used for repetitive tasks that lead to user fatigue and allow
users to remain in the work process for extended periods without suffering physical
effects. Robotic interventions for rehabilitation can reduce costs and increase the
speed of recovery in some instances, through highly accurate and repeatable fine
motor movements specific to the users requirements [40].

While many devices provide rehabilitation treatment, another important use is in-
home assistance for activities of daily living (ADL). In Australia, 29.3% of people
living with disability primarily having physical limitations with 42% experiencing
physical impairments [41]. Physical disability is the 3rd largest primary disability
group, after intellectual and psychiatric disabilities, and the number of people with
limited physical function is increasing annually [41]. There are numerous causes of
limb function loss, the foremost being stroke, spinal cord injury, head injury and
multiple sclerosis. In stroke survivors hand function is most commonly affected.
With the average person performing 1500 grasping tasks per day, stroke can severely
affect independence and quality of life.More than 70% of patients post stroke require
long term medical assistance and about 50% live with permanent impairment [42],
however robot aided rehabilitation of the distal joints has been shown to improve the
whole arm function [21].
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Nycz et al. [21] has created a 4DOF remotely actuated exoskeleton for finger flex-
ion/extension with the purpose of assisting stroke survivors with grasping tasks and
improve distal hand function. The systems actuation is due to linear force transmit-
ted via Bowden cable to a spring sliding mechanism attached to the fingers. Closed
loop position control via a hysterysis controller is used to compensate for positional
hysterysis due to bending of the Bowden cable during actuation. While the posi-
tional control reduced the deviation in deflection at the fingertips it still showed an
undesired difference in the corresponding positional change.

The Dinh et al. [43] soft arm exoskeleton, has been created for movement assis-
tance of the elbow joint for flexion/ extension. The system is comprised of aDCmotor
and Bowden cable force transmission. Joint position is monitored via flex sensors
while cable tension is measured via load cells. The exoskeleton uses a 3 level hierar-
chical cascade control. The first level consists of active impedance control estimating
the user’s motion intention; the mid level controller compensates for positional devi-
ation due to the Bowden cable slack and sets the actuator position according to arm
position; the low level controls drive the actuators while compensating for the nonlin-
earity of the cables and provide the desired joint torque. The exoskeleton was tested
on 3 subjects performing standardised range of motion (ROM) exercises under load
to determine the accuracy, quality of movement and comparison of muscle activity
via EMG. The controller was successful in providing the desired motion to the user
and reducing muscle activity.

Mohammadi et al. [44] have developed a 3 DOF rehabilitation exoskeleton for
physical upper limb limitations caused by spinal cord injury. It provides active flex-
ion/extension of the elbow and wrist via geared DC motors and rigid links while
allowing passive rotation of the forearm. The closed loop control system consists
of sensor driven force signals and motion trigger commands supplied by the user.
When the user resists the motion of the exoskeleton, motor velocity is reduced and
once the velocity is below a set threshold the motor is stopped. The principle of this
control method is to regulate the robots position by controlling the velocity of its
links. Testing of 1 subject showed that the exoskeleton followed the desired trajectory
of the user with a tracking error of less than 7% in terms of root-mean-square error
index.

RoboticUpperExtremityRepetitiveTrainer (RUPERT IV) is a 5DOFexoskeleton
for full arm therapy and rehabilitation [45]. It uses pneumatic muscle actuators to
provide shoulder, elbow andwrist extension, forearm and humeral rotation. There are
multiple control systems within this unit, an inner loop that works at the individual
joint level and contains a PID feedback controller. Within 3 of the joints there is the
addition of an iterative learning controller (ILC), in parallel with the PID controller.
Due to the repetitive nature of the tasks, the use of the ILC improves the quality of
movement by measuring errors and updating the control command. The outer loop
that works at the functional task level, contains an open loop trajectory planning
module to provide a smooth command signal to the inner loop. The exoskeleton was
tested on 2 subjects and results showed that the control system was able to adapt and
improve the quality of movement within a couple of trials.
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15.4.2 Lower Limb Devices

These exoskeleton devices are intended to assist patients with weak limbs, mostly
due to neurological disorders, such as stroke, paraplegia, hemiplegia, Cerebral Palsy
and so forth, to walk again. These exoskeleton devices are strapped to the lower
limbs and actuated using electrical actuators, controlled (e.g. on-board computer)
with the aid of feedback sensors (e.g. encoders). Therefore, unlike treadmill-based
rehabilitation robots in [46, 47], they require active engagement from the operator
by perpetuating the torso balance using crutches and navigating through various
surfaces. Few of them have been commercialised such as the ReWalk (ArgoMedical
Technologies, Israel), Ekso (Ekso Bionics, USA), and the Indego (Parker Hannifin,
USA) rehabilitation exoskeletons.

The H2 is a 6 DOF robotic exoskeleton [48], designed for stroke survivors. It
applies impedance control which uses force field control to direct the patient’s walk-
ing trajectories through three actuated joints in each leg (hips, knees and ankles).
Hence, the ankle drives prevent foot drop for paraplegic patients. It was designed for
patients 1.50–1.95 m in height and up to 100 kg body weight. The 12 kg aluminium
mechanical structure allows movements in the sagittal plane along with 20◦ in the
frontal plane to allow turning through the hip joint. Brushless 100 W DC motors
coupled with a harmonic drive are implemented at each joint. The research in [48],
reports that this exoskeleton has been tested on small number of patients and requires
personalised training for each users needs.

ReWalk is another wearable robotic exoskeleton for stroke survivors [49]. Man-
ufactured by Argo Medical Technologies, it was the first to receive FDA (Food and
Drug Administration) approval in the US to be used at home and in the community.
Unlike the H2, the ReWalk exoskeleton is only actuated at the hips as well as the
knees with a DC motors. For the control, users have to balance the trunk which
consists of a tilt sensor that produces a pre-set hip and knee angle displacement,
which eventually generates a step. A wireless pad controller is on the wrist for tran-
sition command control (e.g. sit-stand-sit transfers), and crutches must be used for
balancing effect.

The Hybrid Assistive Leg (HAL) for rehabilitation purposes, relies on two types
of control; a voluntary control system which uses bioelectrical signals, and a robotic
autonomous control system that produces motor patterns according to the user’s
motion [29]. For the sensory feedback system, it utilises skin surface EMGs below
the hips and above the knees on both the anterior as well as the posterior sides for
bioelectrical signal detection.

For posture estimation, it utilises potentiometers, accelerometers, and gyroscopes,
all mounted on the backpack. In [32], HAL was used to assist the knee flexion of
hemiplegic patients whom EMG signals can still be detected at the knee flexor.
Hinged from a model based control which calculates the knee flexion torque based
on a compensating torque for gravity (static lower limb model), viscous torque, and
finally the assistive torque for the knee joint. The exoskeleton was able to detect the
user intention in the right knee of a 60 year old male participant. The study found
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that HAL was able to reduce muscular activity, and it actively overcame the limiting
motor functions caused by paralysis.

Produced by Parker Hannifin is the Indego exoskeleton, which was initially
designed in Vanderbilt University for paraplegic patients [50]. The design features
simplicity as the modular design facilitates portability, and compared to ReWalk and
Ekso, there are no straps around the shoulders, which allows the patient to sit in
a wheelchair while wearing the exoskeleton. With the aid of Functional Electrical
Stimulation (FES) as a means to stimulate muscle activity, Indego uses a joint level
controller which works in either Proportional Derivative (PD) mode or impedance
control mode. Higher level control consists of a state machine that governs each indi-
vidual controller and in turn allows changing between modes. Switching between
each finite state is governed by the Centre of Pressure (CoP) relative to the forward
heel, and that essentially allows transition between movements such as sit-to-stand
or stand-to-sit.

REXexoskeleton byREXBionics is another rehabilitation device for patientswith
mobility impairments as well as severe disabilities. Without the use of crutches, the
device is designed to assist in overground walking, sit-to-stand and stair ascending.
With the aid of linear actuators, the device is manually controlled using a joystick
thus the system has no sensors to estimate user intention [1].

Finally, Wandercraft is an exoskeleton to assist paraplegic patients to walk again
using 12 actuators. It is very similar to REX in terms of stability requirement, as
paraplegic users are not required to use crutches. The study in [51], implemented
the device in validating a stabilising controller inspired from bipedal robots using
a decentralised controller. As the device has been recently released, there are few
reviews on its actuators or controller types.

Similarly to human augmentation exoskeletons, lower limb device development
exceeds that of upper limb devices. Commercially available upper limb exoskeletons
are large, bulky, fixed devices used inmusculoskeletal and neurological rehabilitation
within hospitals and rehabilitation centres. The challenges faced in creating portable
upper limb devices are the complexity of the tasks performed and the joint DOF.
Whereas, the lower limb walking assist exoskeletons reviewed in this paper are
more commonly available and used in medical and rehabilitation centres than upper
limb devices. This enhanced level of development could be due to the narrow use
case of these devices ie. They perform a single task, the walking gait, which is a
consistent cyclical movement pattern. Narrowing the use case of a device leads to a
less complex system and allows for more efficient and effective control strategies to
be implemented.

15.5 Computational Intelligence (CI) and Machine
Learning (ML) Frameworks and Applications

Earlier successfully demonstrated exoskeletons [35, 48, 49, 52] have nonetheless
experienced some limitations including; the lack of user intention prediction as well
as the mandatory use of crutches for stability and direction [51]. Overcoming these
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Fig. 15.1 Computational Intelligence generic frameworks for user intention detection [60]

limitations requires smarter control algorithms. Hence, there is a growing need to
deploy CI techniques as well as ML algorithms so that exoskeletons are able to
predict the user intentions and consequently operate in line with human intention. CI
techniques are a group ofmodellingmethods that rely on a computer-based intelligent
system. While ML algorithms are very similar, however they are data-driven and
rather rely on pattern recognition [53].

The literature in lower limb devices research tends to be more abundant, as they
tacklewalking formostworks,which is a rudimentary physical task [9]. Furthermore,
lower limb devices are easier to design compared to its upper limb counterpart.
Therefore, CI as well as ML implementations in lower limb exoskeletons tend to be
more focused, especially in detection and prediction of walking gait phases. There
are two main motives behind gait event detection which are; to study human patterns
to evaluate walking after rehabilitation [54, 55], and to be used in therapeutic as
well as assistive devices including; FES [56, 57], active orthosis [5], prosthesis [58],
and exoskeletons [59]. Figure 15.1 depicts the workflow of a generic scheme meant
to detect user intention. In the following sub-sections, detailed illustration of each
component (e.g. wearable sensor selection, features extraction, etc.) will be discussed
and their implementation into exoskeletons will be reviewed.

15.5.1 Wearable Sensor Selection

Without gait phase information, the exoskeleton will not be able to support the lower
limbs accurately so that gait trajectories are calculated precisely and gait execution is
generated correctly [59]. Kinematic data which are the movements caused by forces
as well as kinetic data which are the forces that cause movements, are the most
common data types used in the literature for gait detection [61]. This data offers a
great deal of biomechanical information [61].

The choice of sensors used to measure the biomechanical data is a crucial element
in gait events detection [60] and it varies according to the collection purpose. For
example, the use of motion capture systems with force platforms is considered the
benchmark and has been widely used in literature [62, 63] for experimental purposes
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as well as for offline gait detection studies. However, the sensors are costly and are
not suitable for outdoor use [54]. Therefore, for use in outdoor environments and for
online gait detection, wearable sensors offers the best choice [64, 65]. Owing to the
fact that they are light weight, non-invasive and can easily be attached to the body
without altering the users normal locomotion [60].

The most used wearable sensors [66] for gait detection include gyroscopes [58,
67], accelerometers [68], Inertial Measurements Units (IMUs) [69], Force Sensitive
Resistors (FSRs) [67], wireless pressure shoe insoles [70], encoders [54], and the
electroencephalogram (EEG) as well as electromyography (EMG) [71, 72]. EMG
measures the muscles electrical response to nerve stimulation and has been used as a
method of exoskeleton control. Surface EMG uses electrodes placed on the skin and
has the benefit of being non-invasive. Several works in the literature have considered
the detection of muscles electric signals, called EMG signals, as a mean for the
exoskeleton to comprehend human intentions, such as in Hybrid Assistive Limb
(HAL) exoskeleton [73], and theNEUROExos [74]. In [75], a lower limb exoskeleton
is developed with the use of EMG signals which are calibrated using pose sensors
(Hall sensors, accelerometers, and floor contact sensors). Results have shown the
possibility of measuring one muscle to represent a group of neighbouring muscles,
however, this method was only successful at a specific joint motion and therefore
further research is needed to see whether this works in other motions. Moreover, the
device was only tested on healthy user, not the devices intended target user, hence,
further investigation is needed. Conversely, in [76], with the aid of EMGs and other
intelligent computational algorithms, the knee exoskeletonwas able to predict human
motor intent in real-time. The EMG signal was treated as a harmonic oscillator using
the energy kernel method [77].

EMGs are very sensitive to electrode placement, noise fromneighbouringmuscles
and the influence of human sweat. Hence, they are deemed unreliable for prolonged
use, as they require calibration for inter-subject variability in rehabilitative devices
[78]. Problems arise in its use for intended hand movement detection as the slender
muscles controlling the individual finger overlap those of the arm [79] and precise
electrode placement is needed. Whereas systems such as brain-computer interface
perform better at capturing intended user movement.

Brain-Computer Interface (BCI) is a method of creating a pathway to commu-
nicate directly from the brain to a computer. Non-invasive BCI uses EEG to detect
electrical activity in the brain via the placement of electrodes on the scalp. It allows
the activation of an assistive device even when full limb paralysis is present. Non-
invasive EEG BCI requires a number of electrodes to be worn on a tight-fitting cap
with user specific programming and user training. This method requires substantial
initialisation time and potentially could cause the user social discomfort. The relia-
bility of these signals for lower limb exoskeleton is still being researched, such as
in [72, 80], as the mobility sources are difficult to record from the brain cortex [81].
Hence, a new trend is to merge both EMG and EGG signals to enhance the detection
accuracy of human intention as in [78].

Among all of the aforementioned sensors, IMU sensors offer the best choice for
measuring position as they are multidimensional, non-invasive sensors and immune
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to interference [60]. Moreover, they do not require external sources (e.g. electro-
magnetic signal) which could easily restrict their sensing range compared to optical
tracking systems, electromagnetic transmitters, audio trackers and so forth [82]. They
are commonly composed of three dimensional sub-sensors, including accelerome-
ters and gyroscopes. Therefore, their main function falls into position and orientation
tracking of the bodies onto which they are fixed. Nonetheless, they still lack accuracy
at a large scale compared to inertial navigation systems (INSs) [83]. When imple-
menting in exoskeletons, IMUs were found to be quickly initialised and practical
[84, 85].

The latest developments in the area ofmicro-electro-mechanical systems (MEMs)
hasmade IMUsmoreminiaturised and low in both cost aswell as power consumption.
As magnetic sensors have been integrated into IMUs, the entire earth offers abundant
external magnetic source for their operation. The combination of magnetic and IMU
sensors has shown a viable solution in studies that require three-dimensional position
tracking such as in gait analysis and clinical studies. This is done by integrating
the gyroscopic signal from a known starting point given by magnetometers and
accelerometers. However, this results in an unbounded error which grows over time,
due to low-frequency gyro bias drifts [82], which can be addressed using the Kalman
Filter (KF). The KF is an optimal estimation algorithm used to extract measurements
of what cannot be measured from what can be measured. It is an effective tool for
multisensory fusion as well as filtering based on recursive Bayesian state estimation
(Markov process). The Global Kalman Filter (GKF), helps in measuring all modules
assuming they are related with each other [86], and therefore it ameliorates the
accuracy of a multi-body systems such as in exoskeletons.

Classifying the data is a means of recognising the gait type (e.g. running vs.
cycling) and the different combination of gait events taking place within that par-
ticular type. Generally, classifying focuses on processing the acquired data from the
aforementioned sensors. The processing can be classified into two major categories;
classification using machine learning which relies on pattern recognition as well as
past events or experience from large sensor datasets, such as in [54, 67, 87], and
algorithms that classify gait events using other methods, such as in [65, 68, 70].

15.5.2 Machine Learning

Gait data representation tends to be enormous in size and variability which may be
tedious to understand and categorise. Machine learning helps in categorising large
datasets by observing their regularities and recognising their patterns. This can be
done through a number of machine learning algorithms which learn from past and
present events and then adapt to the environment, regardless of human interventions
[88]. Each of those algorithms have a different method of learning and classification
such as Support Vector Machines (SVM) [62], decision trees, linear regression and
neural nets [89]. Figure 15.2 shows the design process of typical machine learning.
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Fig. 15.2 General machine learning design process [88]

There are major elements common among all machine learning algorithms including
datasets, features selection, model selection, and evaluation.

15.5.2.1 Dataset

Datasets are the starting point or input to the machine learning process. They are
predominantly divided into two types; the training set and the testing set. The training
set is data used to train the model, while the testing set approximates the model error
rate. Due to irregularity or sometimes deficiency in datasets, this step might require a
pre-processing afore getting into the learning algorithm, such as data normalization
[90] and cleaning [91].

15.5.2.2 Feature Selection

Feature selection is sometimes considered as a pre-processing step or as a sub-
algorithm computed within the machine learning model (e.g. hidden units in ANN)
[92]. Theobjective is to clear the dataset fromany redundant or irrelevant information.
Therefore, it largely contributes to the accuracy of the learning model. It is beneficial
in the case where the data size is multidimensional. It also expedites the process
of learning because it only allows meaningful data to be considered [93]. However,
precautions must be taken as crucial information might be discarded if poor feature
selection is done. Common approaches of feature extraction are filters, wrappers,
and embedded methods [92, 93].
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Feature selection should not be confused with dimensionality reduction. Albeit, it
seems counter-intuitive to discriminate between both terms, since feature selection
ultimately leads to reduction in data dimension. In dimensionality reduction, the
goal is to build new combinations of attributes or features and therefore it includes
transformational techniques [94]. However, feature selection methods add or discard
attributes without changing them, this means that it preserves the original-axis of
this information [95]. Common dimensionality reduction techniques are; Principal
Component Analysis (PCA) and Linear Discriminant Analysis (LDA).

15.5.2.3 Learning Model

The learningmodel is themathematical framework for the selected learning algorithm
[89]. Themodel selection largely depends on themodel that offers the best description
or prediction for the presented data [96]. It is how the algorithm models the problem
and generates a classifier. A classifier is defined as a system that takes a vector of
feature values and generates a single output vector. For example, in the following
training set D:

D = {d1 = (x1, y1), d2 = (x2, y2), dn = (xn, yn)} (15.1)

Themachine learning system then tries to find out the best possible mapping function
between the input xk , and its corresponding output yk , until it reaches generalisation.

There are numerous machine learning models in the literature [97]. Nonethe-
less, the way they have been grouped is distinctive among authors. For example in
[88], algorithms have been classified according to their mathematical model; learn-
ing style algorithms (e.g. supervised learning), algorithms that classify data based
on similarities (e.g. SVM), and other measures. However, in [89, 93], algorithms
were classified according to their interaction with input data; supervised learning,
unsupervised learning, and reinforcement learning.

In supervised learning, the machine is presented with a set of input vectors along
with its corresponding output/outcome vectors which are referred to as labelled
training data. The machine is directly told which outputs are true for each set of
inputs. However, for the unsupervised learning, there are no set of target values for
each set of input vectors. The machine is not told what the correct answer is and is
set to discover patterns in data and to group each similar data point using clustering
techniques.

Reinforcement learning is a decision-making problem where the machine tries to
seekout the appropriate actions in a given situation.Thegoal here is to get themost out
of a reward, which is essentially a feedback mechanism or rather the reinforcement
of the learning process [98]. Typically, the machine interacts with its environment
by forming a sequential state, and all the past and current states have a direct impact
on the reward. Consequently, the machine keeps on amending its learning model.
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15.5.2.4 Evaluation Process

Designing a good classifier has never been a straightforward matter. Even when
counting the number of incorrect classifications or rather the error rate, it turns
out for most of the time the error rate does not manifest the entire picture [97,
99]. The main purpose of this step varies according to the performance criteria;
however, the common goal is to measure the classifiers performance or what has
been learned so far. Other goals are to compare different learning algorithms against
different classifiers on a specific problem, compare different classifiers within the
same learning algorithm, or to create a set of generic classifiers for a specific problem
[93].

The most basic evaluation approach is to use results from a classified testing set
(see Fig. 15.2), and from there correct classifications are counted, hence error rate is
known. Other more accurate approaches include; sensitivity and specificity analysis
[67, 100], cross-validation [101], Gmean, and cost functions [99].

15.5.3 Models Implemented in Exoskeletons

15.5.3.1 Hidden Markov Model (HMM)

The generation of natural analogue signals (e.g. speech samples, measured tem-
peratures, etc.) can be characterised by signal models [102] The most commonly
used signal models are statistical models that are generally classified into deter-
ministic models as well as stochastic models. For deterministic models, the models
behavioural properties are known, such as sine wave and exponential function. How-
ever, for stochastic models, the signals behaviour is inconsistent. Hence, statistical
models are the most efficient approach for describing the signals properties.

A stochastic process can be represented as a sequence of random variables

S = (S1, S2, . . . , SN ) (15.2)

from a discrete or continuous domains [103]. Markov chain is a type of stochastic
modelling. It defines a series of random variables, in which the current state depends
on the past states. Hidden Markov Model (HMM) is a double stochastic process
in which the first process (hidden) is the Markov property which describes how
the system may transition from one state to another. The second stochastic process
(observable) gives the statistical description of the emissions from each state (the
sensor readings or the feature vectors constructed from them), in terms of either
discrete probabilities or continuous probabilities represented in probability density
functions (PDFs) [102, 103]. The major elements of HMM includes the following
[102–104]:
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1. N, is the number of hidden states in the model (Eq. 15.2). However, the actual
state at time t is denoted as qt , where t = 1, 2, …

2. M, is the number of distinct observation symbol for each hidden state. Denoted
as follows:

V = (v1, v2, . . . , vM) (15.3)

and the actual state at time t is denoted as Ot .
3. A = (ai j), is the state transition probability matrix, where:

ai j = P(q(t + 1) = si |qt = s j )1 ≤ i, j ≤ N (15.4)

4. B = (b j (vk)), is the probability distribution of an observable hidden state j,
where:

b j (vk) = P(Ot = vk |qt = s j ), 1 ≤ j ≤ N , 1 ≤ k ≤ M (15.5)

5. π = (πi ), is the initial state distribution, where:

πi = P(Q1 = si ), 1 ≤ i ≤ N (15.6)

Given the appropriate values of N, M, A, B and, the HMM can be used as a
generator to give an observation sequence

O = (O1, O2, O3, OT ) (15.7)

where, T is the number of observation in the sequence, and for simplicity, the fol-
lowing is the compact notation

λ = (A, B, π) (15.8)

There are a number of other algorithms associated with HMM, that are concerned
with computing the parameters mentioned in Eq. 15.8:

1. The forward-backward algorithm [105], which efficiently computes the obser-
vation sequence probability, O = (O1O2O3 . . . OT ).

2. The Viterbi algorithm [105], which finds the optimal state sequence Q = (Q1,

Q2, . . . , QT )within the hidden part, given the observation sequence in 1.
3. The Expectation maximization technique [93] or the Baum-Welch algorithm

[102], which obtain the maximum probabilities for the model parameters λ.

15.5.3.2 Applications of HMM in Exoskeletons

Examples of applications where HMM has been successfully implemented include
areas of speechprocessing [102], bioinformatics [106], andgesture recognition [107].
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It has also been implemented in the recognition of human physical activities, which
became attractive in the area of healthcare monitoring [60] and other applications
mentioned earlier.

In the area of wearable robotics, exoskeletons and biomechanics there have been
few studies to implement HMMwithin gait phase detection using data obtained from
wearable sensors. For example, in [67], HMM was able discriminate between two
pathological gaits in typical developing children (TD) as well as children suffer-
ing from Hemiplegia (HC). The HMM was trained using a single-axis gyroscope
embedded within an IMU on each foot.

Additionally, in [100], twoHMMswere used to detect gait phases as well as walk-
ing and jogging activities, using gyroscopic data obtained from an IMU mounted on
the navicular space of the left foot. Using data from shoe insoles HMM achieved
96% success on walking phase detection in [108]. A novel HMM distributed classi-
fier based on Hierarchical Weighted Decision (HWD) [109] was introduced in [87]
and the results showed high specificity and sensitivity values of more than 0.98.
The HMM was also implemented in prosthetic devices. For example, the HMM
was able to detect different steady-state gait phases of amputee walking using data
acquired from seven IMUs mounted on different body segments in [58]. For the
upper extremities in [110] an average accuracy of 94.63% was attained using HMM
based on data from EMGs to classify six different static limb motions; hand open
and close, pronation, supination, wrist flexion and extension.

Like any machine learning algorithm, training is where the HMM learns about the
nature of presented data. The standard methods for HMM training are the forward-
backward orBaum-Welch algorithms [105].However, if training is not done carefully
it might become challenging for the model to come out with optimal representation
of datasets during the testing phase. Insufficient training data was reported in [58]
where there were only three users from which the same IMU data was used as a
training set and test set. Likewise, in [67] the same training data of 10 TD and 10
HC were used during the test phase but with a different classifier, which resulted in
low sensitivity and specificity values in non-walking tasks. However, unlike [100],
the training phase was unsupervised.

Finally, in order for the HMM classification results to be validated, many studies
compared the obtained results against threshold-based algorithms. In [67], HMM
results were compared against FSR mounted on the foot and the algorithm found
to be producing high sensitivity as well as specificity results. Also, in [100] HMM
outperformed threshold results obtaining more than 94% and 98% for specificity
and sensitivity analysis respectively, which is a good generalisation. In the prosthetic
study, [58] compared the HMM performance to a rule-based algorithm, and the
results were approximately similar (97% success rate).

15.5.3.3 Artificial Neural Networks (ANN)

Artificial Neural Networks (ANN) is a mathematical model that emulates the
structure as well as the function of the biological Neural Networks. The work in
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Fig. 15.3 The general
structure of ANN [111]

[111, 112] provides a comprehensive discussion on the ANN working principles.
Figure 15.3 shows the general structure of ANN which consists of three major lay-
ers, the input layer which receives the input data, the hidden layers which process and
classify the data, and finally the out player which obtain the classification result(s).

15.5.3.4 Applications of ANN in Exoskeletons

To date there is a large opportunity to use ANN for gait analysis. Among these is
Jung et al. [54] in which training as well as validation is conducted using supervised
learning. The study compared two NN configurations namely; the multiple layer
perceptron (MLP) and the nonlinear autoregressive with external inputs (NARX).
Analysis was conducted offline usingMATLAB as well as online using the exoskele-
ton Robin-H1 equipped with 2 IMUs, 4 absolute encoders, 4 incremental encoders,
and 2 FSRs. Results showed that MLP as well as NARX obtained a very similar
outcome of approximately 2% error rate and a superior performance to threshold
method using FSRs. Also, [59] introduced and validated a gait recognition model
using ANN or rather Multiple Layer Perceptron (MLP) for lower limb exoskeletons
with only joint angular sensors. The study started by dividing the swing phase into
three sub phases namely; initial phase, middle phase and the terminal swing. While
the stance phase was divided into initial contact, loading response, mid-stance, ter-
minal stance, and pre-swing. The study found that it is much easier to distinguish
the range of motion between the knee and the hip joints during the stance phase and
the swing phases. The Fisher’s Linear Discriminant method was used as an offline
data analysis to extract features which in turn informs the gait phase. However, to
be used in an exoskeleton, MLP was adopted as an online analysis method to clas-
sify the data. Using cross-validation, MLP showed good performance with correct
detection rate for sample points in the training or testing sets of 94.45% and correct
detection rate for sample points in a single phase of 87.22%. Other work such as
in [113], implemented deep convolutional NN, for gait recognition using imaging
technique that converts the human body features automatically into silhouette image
for identity purposes.
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15.5.4 Future Challenges and Prospects

This sectionwill highlight algorithms that are still under investigation, however, there
is a good potential for these algorithms to be adopted into exoskeletons. Moreover,
some of these algorithms are meshed with other ML algorithms so that they achieve
optimum user prediction.

15.5.4.1 Gaussian Mixture Model (GMM)

As the name implies, GMM is a combination of multivariate density functions. A
full detailed analysis on GMM can be found in [114]. GMM applications include;
forecast verification [115], market studies [116], physics [117], robotics [118], and
biomechanics [119, 120].

In Allen et al. [115], GMMwas used along with Bayesian adaptation to compen-
sate for subject specific training in recognition of three postures (sitting, standing and
lying) as well as five physical movements (sit to stand, stand to sit, lie to stand, stand
to lie and walking). Thirty-two GMMs were trained from multiple users for each
movement type using the Expectation Maximization algorithm, and then adopted to
specific participants using the Bayesian adaptation. Data was self-collected at home
(unsupervised pilot study) using a tri axial accelerometer from six healthy users, and
it was divided into approximately 60–40% as a training and testing sets.

Adopting GMM improved the classification accuracy of time domain features
(92.2%), which obtained better performance compared to frequency domain fea-
tures (79.2%). However, as there was a single accelerometer there was challenges in
distinguishing between sitting and standing. Also in [121], Infinite GMM (IGMM)
was fused with a Parallel Practile Filter (PPF) in order to attain real-time gait phase
recognition, which is a vital tool for patients to identify their walking patterns and
update the parameters used for clinical rehabilitation. Hence, the IGMMwas used to
classify walking gait phases based on Ground Contact Forces (GCF) acquired from
a barometric sensor, while model parameters were estimated and updated using the
PPF. With the aid of a Proportional-Integral-Deferential (PID) controller, a sparse
Gaussian Process (GP) is used in [122] to learn the human trajectory through torque
sensors installed on the knee joint. The study aimed at improving the Human Robot
Interaction (HRI) mechanism by allowing the exoskeleton to track the joints angu-
lar motion. Data was collected while wearing the exoskeleton without operating the
hydraulic actuators and then analysed offline using MATLAB. Results suggested
the possibility of using GMM in intention recognition with physical HRI. For the
upper extremity an implementation of both HMM and GMM (obtaining emission
probabilities) was reported in [123] for object grasp and release tasks, using data
from EMGs instrumented in a band around the forearm as well as a motion cap-
ture system. A comparison result between n-gram HMM and GMM with a different
number of mixture components based on inter-subject training and testing yielded
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mean accuracy of 75.96% with 5 mixtures attained using the unigram (i.e. a single
sequence) HMM.

15.5.4.2 Support Vector Machines (SVM)

Support Vector Machines proposed by Valdimir Vapnik [124] are a powerful tool for
pattern recognition and classification problems. Given its simplicity and easy imple-
mentation it requires few parameters to be tuned and it offers good generalisation
in many data classification problems [125]. It is widely used for binary classifica-
tion problems [62, 126, 127], where it finds the optimal separating hyperplane (see
Fig. 15.4).

There are a number of applications where SVM is found to be contributing,
amongst those are; face detection [128], text recognition [129], protein classification
[130], and gait recognition [62, 126, 131–133].

In Nakano et al. [127], four types of SVM were used including; Linear SVM,
Quadratic SVM, Cubic SVM, and Gaussian SVM to differentiate walking patterns
between normal and patient users, using data obtained from a custom designed wire-
less gait sensor installed on 7 users (3 normal and 4 patients). The wireless gait
sensor is a multi-dimensional kit, which combines 3 MEMS chips including; a sin-
gle axis gyroscope, a dual axis gyroscope, and a 3-axis linear accelerometer. Linear,
Quadratic, and Cubic SVM obtained high specificity and sensitivity values of 100
and 95.2% respectively, as well as 98% accuracy. While Gaussian attained 87.8%
accuracy, 71.7% sensitivity, and 100% specificity. Also in Begg et al. [62], SVM
was used to discriminate the walking patterns between elderly and young popula-
tions using basic spatial/temporal, kinetic and kinematic data obtained from a force
platform as well as a 3D motion analysis system. With gait data obtained from 24
users (12 youths and 12 elderly), results suggested better performance was achieved
when combining more than a single type of data.

That is, analysing the kinetic data alone obtained up to 83.3% of accuracy, while
the combination of kinetic and kinematic data achieved up to 91.7% of accuracy. It
was also found that not all features help in improving the classification accuracy. In
Fig. 15.5, only 3 features were required to attain the optimum accuracy and accuracy
started to decrease after inclusion of features.

Fig. 15.4 Linear (a) and non-linear (b) SVM to find optimum possible planes to divide the data
into two classes [62]
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Fig. 15.5 The classification
accuracy of SVM against the
number of features in [62]

Overall, SVM is a powerful tool for binary discrimination problems, however,
it is yet to be applied in active exoskeletons that are generally multiclass problems
[134].

15.6 Summary

An ideal exoskeleton is an extension of the human body that attempts to assist move-
ment. A major challenge in current exoskeleton designs is the need to synchro-
nise user intention with exoskeleton function to achieve smooth interaction between
the user and device. The fusion of intelligent machine learning algorithms into the
exoskeletons controller has potential to improve the human machine interface and
user experience. The goal of future research in the area is to develop exoskeletons
that automatically adapt to the users environment or settings and learn frommistakes
as well as user experience. These would boost user confidence while wearing the
exoskeleton.

As research starts to focus on the feasibility of adopting machine learning tech-
niques, it should be emphasised that each algorithm excels at a specific problem. For
example, HMM has shown better performance in motions classification compared
to SVM, GMM, and LDA in [60]. It offers a good advantage when intent transitions
are prerequisite actions to each other, such as in the upper extremity, where approach
is a prerequisite to grasp [102]. Unlike other classifiers which classify each input
feature at each time independently, HMM considers the entire motion sequence over
time. Hence, it is suitable to work with stochastic signals, such as EMGs [110, 123].

Comparing HMM to ANN, they outweigh each other from different perspectives.
The HMM has a robust capacity in modelling the time series actions, while ANN
is better in categorising the actions using spatial data [59]. In addition, HMM offers
much better performance in classification of stochastic signals (EMG) compared to
ANN [110]. However, HMM, ANN, and SVM are claimed to be computationally
intensive and therefore unsuitable for rehabilitation training [121]. In conclusion, we
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foresee that future exoskeleton control would need an intelligent learning framework
to be developed that seamlessly integrates the different machine learning techniques
discussed in this chapter.
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This study determined whether the kinematics of lower limb trajectories during walking
could be extrapolated using long short-term memory (LSTM) neural networks. It was
hypothesised that LSTM auto encoders could reliably forecast multiple time-step
trajectories of the lower limb kinematics, specifically linear acceleration (LA) and angular
velocity (AV). Using 3D motion capture, lower limb position–time coordinates were
sampled (100 Hz) from six male participants (age 22 ± 2 years, height 1.77 ± 0.02 m,
body mass 82 ± 4 kg) who walked for 10 min at 5 km/h on a 0% gradient motor-
driven treadmill. These data were fed into an LSTM model with a sliding window of four
kinematic variables with 25 samples or time steps: LA and AV for thigh and shank. The
LSTM was tested to forecast five samples (i.e., time steps) of the four kinematic input
variables. To attain generalisation, the model was trained on a dataset of 2,665 strides
from five participants and evaluated on a test set of 1 stride from a sixth participant. The
LSTM model learned the lower limb kinematic trajectories using the training samples
and tested for generalisation across participants. The forecasting horizon suggested
higher model reliability in predicting earlier future trajectories. The mean absolute error
(MAE) was evaluated on each variable across the single tested stride, and for the five-
sample forecast, it obtained 0.047 m/s2 thigh LA, 0.047 m/s2 shank LA, 0.028 deg/s
thigh AV and 0.024 deg/s shank AV. All predicted trajectories were highly correlated
with the measured trajectories, with correlation coefficients greater than 0.98. The
motion prediction model may have a wide range of applications, such as mitigating the
risk of falls or balance loss and improving the human–machine interface for wearable
assistive devices.

Keywords: LSTM, neural networks, machine learning, forecasting, gait, walking

INTRODUCTION

An increasingly useful application of machine learning (ML) is in predicting features of human
actions. If it can be shown that algorithm inputs related to actual movement mechanics can predict
a limb or limb segment’s future trajectory, a range of apparently intractable problems in movement
science could be solved. One such problem is how to anticipate movement characteristics that can
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predict the risk of tripping, slipping or balance loss. Previous
work has investigated balance control using wearable sensors to
estimate the body’s centre of mass (CoM) trajectory (Fuschillo
et al., 2012). The Internet of things (IoT) has also created
a new paradigm of algorithms and systems to predict and
subsequently apply interventions to prevent falls (Rubenstein,
2006; Tao and Yun, 2017; Nait Aicha et al., 2018). Perhaps the
most valuable motion-prediction application is in the design and
control of wearable assistive devices, such as prostheses, bionics
and exoskeletons, in which smart algorithms can ensure safer,
more efficient integration of the assistive device with the user’s
natural limb and body motion (Lee et al., 2017; Rupal et al., 2017).

Previous computational methods have investigated motion
trajectory prediction, using position-time inputs and their
derivatives (velocity and acceleration). Lower limb trajectory
prediction has been implemented in rehabilitation robotics
(Duschau-Wicke et al., 2009). Using inverse dynamics, Wang
et al. (2011) designed a model for foot trajectory generation using
a predefined pelvic trajectory and line fitting 10 data points from
a single gait cycle. Also using inverse dynamics, Ren et al. (2007)
predicted all segment motions and ground reaction forces from
the average forward velocity gait, double stance duration and gait
cycle period. Another technique was implemented in the Lower
Extremity Powered Exoskeleton (LOPES) device to emulate the
trajectories from a healthy limb to the impaired limb (Vallery
et al., 2008). Prediction of the lower limb joint angles future
trajectory that effectively leads to foot events timing was also
investigated in the works of Aertbeliën and De Schutter (2014)
and Tanghe et al. (2019) using probabilistic principal component
analysis (PPCA).

Recent methods implemented ML algorithms such as artificial
neural networks (ANNs) to identify subject gait trajectories
to recognise neurological as well as pathological gait patterns
(Alaqtash et al., 2011; Horst et al., 2019). Artificial neural
networks were also used to improve user intention detection in
wearable assistive devices (Jung et al., 2015; Islam and Hsiao-
Wecksler, 2016; Moon et al., 2019; Trigili et al., 2019). A variation
of ANNs called generalised regression neural networks (GRNNs)
was found to be capable of predicting lower limb joint angles (hip,
knee and ankle) from the linear acceleration (LA) and angular
velocity (AV) of foot and shank segments (Findlow et al., 2008),
or from subject gait and anthropomorphic parameters (Luu et al.,
2014). Recurrent neural networks (RNNs) and convolutional
neural networks (CNNs), which are classes of ANNs, were able
to classify human motions and activities (Murad and Pyun, 2017;
Han et al., 2019).

Long short-term memory (LSTM) neural networks are a
subclass of RNNs, and they have proven success in modelling
a wide range of sequence problems, including human activity
recognition (Ordóñez and Roggen, 2016), gait diagnosis (Zhao
et al., 2018), falls prediction (Nait Aicha et al., 2018) and
gait event detection (Kidziński et al., 2019). Long short-term
memory autoencoder is an architecture of LSTM that has been
implemented in an array of applications such as language
translation (Ding et al., 2018) and in forecasting of video frames
(Srivastava et al., 2015), weather (Gangopadhyay et al., 2018;
Reddy et al., 2018; Poornima and Pushpalatha, 2019), traffic

flow (Park et al., 2018; Wei et al., 2019) and stock prices
(Li et al., 2018).

Given the potential of lower limb trajectory prediction,
no previous work was found that utilised ML techniques to
predict future lower limb trajectories using simulated inertial
measurement data, which could have a profound impact on
human movement science. Simulated measurement data such
as the kinematics output from inertial measurement units
(IMUs; i.e., LA and AV) offer the opportunity to transcend a
predictive model outside the laboratory settings. The aim of this
work was to determine whether the kinematics of lower limb
trajectories during walking could be reliably extrapolated using
LSTM autoencoder neural networks. It was hypothesised that
an LSTM autoencoder could reliably forecast multiple time-step
trajectories of the lower limb kinematics.

MATERIALS AND METHODS

Collection Protocol
Ethics approval was granted by the Department of Defence
and Veterans’ Affairs Human Research Ethics Committee
and Victoria University Human Research Ethics Committee
(Protocol 852-17). All participants signed a consent form and
volunteered freely to participate. Walking data were obtained
from six male participants (22 ± 2 years old, 1.77 ± 0.02 m in
height, 82 ± 4 kg in mass) who walked for 10 min at 5 km/h on
a 0% gradient treadmill. A set of 25 retroreflective markers were
attached to each participant in the form of clusters (Findlow et al.,
2008). Each cluster comprised a group of individual markers that
represent a single body segment (e.g., shank). That included left
and right foot (three markers), left shank (four markers), right
shank (five markers), left thigh (three markers), right thigh (four
markers) and pelvis (three markers). The 3D position of each
cluster was tracked using a 14-camera motion analysis system
(Vicon Bonita, Version 2.8.2) at 150 Hz. Virtual markers were
also established to calibrate the position and orientation of the
lower body skeletal system (Garofolini, 2019). Three-dimensional
ground reaction force and moment data were collected from
a force-plate instrumented treadmill (Advanced Mechanical
Technology, Inc., Watertown, MA, United States) at 1,500 Hz.

Dataset Processing
Recorded 3D positional and force data were processed using
Visual 3D (C-motion, Inc, Version 6) to obtain LA and AV. In
Visual 3D (Figure 1), the data were firstly filtered using a low-
pass digital filter with a 15-Hz cut-off frequency and normalised
to mean 0 and standard deviation 1 using standard scores (z-
scores), preserving the original data properties. Secondly, raw
AV was obtained as the derivative of Euler/Cardan angles (C-
motion, 2015), and the raw LA was generated by the double
derivative of segment linear displacement using built-in pipeline
commands (Hibbeler, 2007). These data (LA and AV) simulated
the kinematic outputs from body-mounted IMUs widely used
in wearable assistive devices, monitoring lower limb kinematics
(Santhiranayagam et al., 2011; Lai et al., 2012), controlling
powered actuators (Lee et al., 2017) and recognising human
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FIGURE 1 | Components (x,y,z) definition and markers setup. Grey balls are
retroreflective markers. Turquoise balls are virtual markers.

actions (Van Laerhoven and Cakmakci, 2000; Jimenez-Fabian
and Verlinden, 2012; Koller et al., 2016).

As shown in Figure 1, the main direction of movements
included the translation along the Y-axis (i.e., LA) and the
rotation along the X-axis (i.e., AV), which were used for LSTM
prediction, resulting in four predictor variables: (i) Y1 thigh LA,
(ii) Y2 shank LA, (iii) X3 thigh AV and (iv) X4 shank AV. The
thigh segment was defined as the reference frame to the shank,
and the shank segment was defined as the reference frame to the
thigh (Figure 2).

Dataset Description
The data were divided into training and testing sets. The training
set comprised 2,665 strides from five participants that included
four kinematic feature variables (Y1, Y2, X3, X4) (N-columns)
and 453,060 samples or time steps (M-rows) for each variable.
To attain generalisation, a testing set was used that comprised
of a single stride from the sixth participant with the four feature
variables and 170 samples for each variable.

Time Series Transformation to a
Supervised Learning Problem
The inputs to the LSTM were four parallel feature variables and
the outputs were the successive four parallel feature variables.
Prior to feeding into the LSTM model, the MxN training and
testing datasets were transformed to a 3D dataset using a sliding
window technique (Banos et al., 2014). The sliding window
comprised of an input window, an output window and a sliding
size. The input window consists of M samples and N features,
so as the output window. The input window is the input data to
the LSTM model, and the output window is the future prediction
output from the LSTM model. The sliding size is how much of M
samples that both the input and the output windows are sliding
forward with (see Figure 3). The sliding size (M samples) was
always equal to the output size.

Recurrent Neural Networks
While multiple layer perceptrons (MLPs) consider all inputs
as independent, RNNs are designed to work with time series
data (Ordóñez and Roggen, 2016). RNNs are a class of ANN
architecture designed specifically to model sequence problems
and exploit the temporal correlations between input data samples
(Elman, 1990; Murad and Pyun, 2017). It contains feedback
connections between each of its units, which enables the network
to relate all the previous inputs to its outputs (Figure 4).

The forward pass equations from the inputs to the outputs of
the RNN are given as follows.

For the hidden units:

at
h =

I∑
i=1

wihxt
i +

H∑
h′=1

wh′hbt−1
h′ (1)

and differentiable activation functions are then applied:

bt
h = θh(at

h) (2)

The network input to output units:

at
k =

H∑
h=1

whkbt
h (3)

where
at

h is the sum of inputs to unit h at time t, bt
h is the activation of

unit h at time t, θh is the non-linear and differentiable activation
function of unit h, at

k is the sum of all inputs to output unit k at
time t, xt

i is the input i at time t, wih is the connection weights
between input unit i and hidden unit h, wh′h is the connection
weights between the previous hidden state h′ and itself h and
whk is the connection weights between the hidden state h and the
output unit k. Bias was neglected for simplicity.

LSTM Networks
As the input data propagates through the standard RNN’s hidden
connections to the output units, it either slowly attenuates or
amplifies exponentially, referred to, respectively, as vanishing or
exploding gradients (Bengio et al., 1994; Hochreiter et al., 2001).
The problems with this approach are that the vanishing gradient
prevents the network from learning long-term dependencies
and the exploding gradient leads to weights oscillation. These
difficulties have been addressed using gradient norm clipping
to tackle the exploding gradient and a soft constraint to deal
with the vanishing gradient (Pascanu et al., 2013). The LSTM
design addresses these problems by maintaining a memory cell C
(Figure 5) that enables the network to retain information over a
longer period by using an explicit gating mechanism (Hochreiter
and Schmidhuber, 1997; Graves, 2012; Karpathy et al., 2015).

Each LSTM cell has an input gate, forget gate, and output
gate. The input gate dictates the information used to update the
memory state, and the forget gate decides which information
to discard or remove from the cell. The final gate specifies the
information to output based on the cell input and memory.
All gates are designed such that information is exchanged from
inside and outside the block (Figure 5). Furthermore, each
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FIGURE 2 | Average thigh and shank LA and AV within a stride. A stride was defined as the interval between two successive heel strikes of the same foot (De Lisa,
1998). (A) Thigh three-dimensional AV (direction of the rotation around the X-axis). (B) Shank three-dimensional AV (direction of the rotation around the X-axis).
(C) Thigh three-dimensional LA (direction of the progression along the Y-axis). (D) Shank three-dimensional LA (direction of the progression along the Y-axis). Red is
the X-axis. Green is the Y-axis. Blue is the Z-axis.

memory block contains three peephole-weighted connections
(dotted lines in Figure 5), which are the input weight wcι, the
output weight wcω and the memory state wcφ. The functions f ,
g and h are usually tanh or logistic sigmoid activation functions
(Graves, 2012). Below are the network equations (Graves, 2012)
that govern the LSTM architecture used:

Input gates:

at
ι =

I∑
i=1

wiιxt
i +

H∑
h=1

whιbt−1
h +

C∑
c=1

wcιst−1
c (4)

bt
ι = f (at

ι) (5)

Forget gates:

at
φ =

I∑
i=1

wiφxt
i +

H∑
h=1

whφbt−1
h +

C∑
c=1

wcφst−1
c (6)

bt
φ = f (at

φ) (7)

Cells:

at
c =

I∑
i=1

wicxt
i +

H∑
h=1

whcbt−1
h (8)

st
c = bt

φst−1
c + bt

ιg(at
c) (9)

Output gates:

at
c =

I∑
i=1

wiwxt
i +

H∑
h=1

whwbt−1
h +

C∑
c=1

wcwst
c (10)

bt
w = f (at

w) (11)

Cell outputs:
bt

c = bt
wh(st

c) (12)

where wij is the weight of the connection from unit i to unit j;
at

j is the network input to unit j at time t; bt
j is the activation of

unit j at time t; ι, φ, ω respectively stand for the input gate, the
forget gate and the output gate; C is the memory cell; wcι, wcφ,
wcω are peephole weights; st

c is the state of cell C at time t; f is the
input, output and forget gates activation function; g and h are the
cell input and output activations, respectively; I is the number of
inputs; H is the number of cells in the hidden layer; and index h
is the cell outputs from other blocks in the hidden layer. Bias was
neglected for simplicity.

Design of the LSTM Model
The implemented model was based on the autoencoder
LSTM, a neural network architecture composed of an encoder
and a decoder (Ding et al., 2018). The encoder encodes
the input variable length vector into a fixed length feature
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FIGURE 3 | Sliding window illustration example using the normalised shank angular velocity X-axis component (one feature). The window in this model is 25
samples and four features and the prediction outputs are five samples of four features.

FIGURE 4 | Unfolded structure of the Recurrent Neural Network.
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vector that captures the attributes of the variable length
vector. The LSTM decoder decodes the encoded fixed length
feature vector back into a variable length vector (Figure 6).
The final layer is a fully connected dense (feedforward)
mechanism for outputting predictions. The network weights
and biases were updated at the end of each batch using an
adaptive moment estimation (Adam) optimisation algorithm
(Kingma and Ba, 2014) with mean absolute error (MAE)
as an optimisation criterion. A single batch consists of 100
input/output windows. The activation for all LSTM layers was
set to a rectified rectilinear unit (ReLU) activation function
(Nair and Hinton, 2010). The LSTM autoencoder model was
implemented in Google Colab as well as Amazon Web Services
(AWS) using Python 3 (Libraries: Keras, Numpy, Pandas
and Scikit learn).

Evaluation Metrics
To evaluate the network quality, three parameters were
considered to calculate how closely the network predicted
variable trajectories ŷj (Y1, Y2, X3, X4) were to the actual variable
trajectories yj (Y1, Y2, X3, X4) across the n samples:

1. MAE given as:

MAE =
1
n

n∑
j=1

∣∣yj − ŷj
∣∣ (13)

2. Mean squared error (MSE) given as:

MSE =
1
n

n∑
j=1

(
yj − ŷj

)2 (14)

FIGURE 5 | Standard LSTM memory cell with peephole connections.

FIGURE 6 | Structure of the implemented encoder–decoder LSTM architecture given one input window. The adapter converts the 2D encoded features into 3D
output to be adopted by LSTM. The last layer is a fully connected dense layer for outputting one window prediction.
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3. Correlation coefficient (CC) given as:

P =
cov(y, ŷ)

std
(
y
)
× std(ŷ)

(15)

where std() is the standard deviation and cov(y, ŷ) is the
covariance between variables y and ŷ.

RESULTS

Using the sparse grid search approach, the model’s
hyperparameters were tuned to determine the optimum
model design (least MAE), including the number of epochs,
batch size, layers and cells. The optimum model was then trained
for 50 epochs (repetitions), and performance evaluated on the
test set using MAE, MSE and the CC. The test set was a single
stride that consisted of 170 samples. Initial 25 samples were
used from the preceding cycle in order to start predicting the
trajectories of the single stride.

Model Performance With Different Input
Window Sizes
The size of the input window was varied eight times at five
sample intervals (5–40 samples) to demonstrate the optimum
input window size (least error). The output sliding window was
fixed to five samples prediction. The model performance is shown
in Figure 7 where the impact of each input window size on the
prediction of each variable is computed.

Model Performance With Five Samples
Prediction
This sliding window comprised of 25 samples input and 5
samples prediction output. Results were given in two analyses: (i)
predicted versus actual trajectories including the absolute error
(AE) for each sample in the first output window (Figure 8)
and for the whole gait cycle (Figure 9) and (ii) performance
metrics (MAE, MSE and CC) for the first window of five samples
(Table 1) and for all windows combined (Table 2).

Model Performance With 10 Samples
Prediction
This sliding window comprised of 25 samples input, 10 samples
prediction output. Figure 10 illustrates the results as predicted
versus the actual trajectories including the AE for each sample in
the first output window, whereas Figure 11 displays the results
for the whole gait cycle. Performance metrics (MAE, MSE and
CC) for the first window of 10 samples are presented in Table 3
and for all windows combined in Table 4.

DISCUSSION

Our aim was to develop and evaluate an LSTM autoencoder
model to predict the trajectories of four kinematic variables (Y1,
Y2, X3, X4), simulating the output from wearable sensors (IMU).
The predicted kinematic feature variables, LA and AV, for the
shank and thigh were reliably predicted up to 10 samples or

FIGURE 7 | Model performance with different input window sizes. Red is MAE. Blue is MSE. (A) Thigh LA (Y1). (B) Shank LA (Y2). (C) Thigh AV (X3). (D) Shank AV
(X4).
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FIGURE 8 | Model performance for the first window, showing predicted trajectories (green) and actual trajectories (red). Columns represent the absolute error (AE)
for the five predicted samples. (A) Thigh LA Y1. (B) Shank LA Y2. (C) Thigh AV X3. (D) Shank AV X4

FIGURE 9 | Model performance over the entire gait cycle when five samples prediction window is used. The figure shows predicted trajectories (orange) and actual
trajectories (blue). (A) Thigh LA Y1. (B) Shank LA Y2. (C) Thigh AV X3. (D) Shank AV X4.
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TABLE 1 | Model performance for predicting the first five stride samples.

Feature MAE MSE CC

Y1 0.125 m/s2 0.019 m/s2 0.99

Y2 0.133 m/s2 0.022 m/s2 0.99

X3 0.032 deg/s 0.001 deg/s 0.98

X4 0.033 deg/s 0.001 deg/s 0.99

TABLE 2 | Model performance for predicting the complete stride using an input
window size of 25 samples and an output window size of 5 samples.

Feature MAE MSE CC

Y1 0.047 m/s2 0.006 m/s2 0.99

Y2 0.047 m/s2 0.006 m/s2 0.99

X3 0.028 deg/s 0.001 deg/s 0.99

X4 0.024 deg/s 0.001deg/s 0.99

time steps, i.e., up to 60 ms in the future. A 60-ms prediction
of future trajectories adds a feedforward term to an assistive
device controller rather than being reactive and predominantly
relying on feedback terms (i.e., sensory information; Tanghe
et al., 2019). This enables the assistive device to adapt to changes
in human gait, allowing smoother synchronisation with user
intentions and minimising interruptions when the user changes
their movement pattern (Elliott et al., 2014; Zhang et al., 2017;
Ding et al., 2018; Zaroug et al., 2019). A known future trajectory
might also monitor the risk of balance loss, tripping and falling,
in which impending incidents can be remotely reported for early
intervention (Begg and Kamruzzaman, 2006; Begg et al., 2007;

Nait Aicha et al., 2018; Hemmatpour et al., 2019; Naghavi et al.,
2019). Since 60 ms falls in the range of slow (60–120 ms) and fast
(10–50 ms) twitch motor units (Winter, 2009), this would enable
wearable devices such as IMUs to alert (e.g., by audio/visual
signal) an elderly user about an imminent risk of tripping and
potentially gives them a chance to adjust their gait accordingly.

In contrast to the 1- to 2-s window for human activity
recognition proposed by Banos et al. (2014), no window has
previously been suggested for forecasting human movement
trajectories (Banos et al., 2014). In addressing this limitation, the
present project input and output sliding windows were tested
to discover the optimum prediction model. The input window
was varied from 5 to 40 samples, whereas the output window
was fixed at 5 samples during each test. Results showed that
both MAE and MSE increased after 25 samples for all variables
except for the thigh LA Y1 in which 15 samples scored lowest.
Due to the majority score, 25 samples were fixed, and the output
window size manipulated between 5 and 10 samples. Prediction
error MAE and MSE gradually increased across the first 5 and 10
sample prediction windows, indicating better prediction early in
the stride cycle. This prediction horizon suggests that an output
window exceeding five samples may not be sufficiently reliable
for forecasting gait trajectories. LA-predicted trajectories began
to deviate earlier than AV, possibly due to the double derivative
generating a noisier signal.

Across the stride cycle, an output window of 5 samples showed
better model performance (lower MAE scores) than the 10-
sample output window, particularly when there is less noise in
the predicted signal for all variables. Predictions of five samples

FIGURE 10 | Model performance for the first window, showing predicted trajectories (green) and actual trajectories (red). Columns represent the AE for the 10
predicted samples. (A) Thigh LA Y1. (B) Shank LA Y2. (C) Thigh AV X3. (D) Shank AV X4.
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FIGURE 11 | Model performance over the entire gait cycle when 10 samples prediction window is used. The figure shows predicted trajectories (orange) and actual
trajectories (blue). (A) Thigh LA Y1. (B) Shank LA Y2. (C) Thigh AV X3. (D) Shank AV X4.

for all variables achieved high CC (0.99) and maintained below
MAE 0.048 deg/s and 0.029 m/s2. These result parameters are
different from those of earlier work (Findlow et al., 2008; Luu
et al., 2014). The difference is in the type of predicted data (lower
limb joint angles of the hips, knees and ankles) and in the type
of output, which was not a forecast, but rather a prediction of
joint angles from the LA and AV of the lower limb segments.
Nonetheless, the work presented in this paper showed higher CC
values than the earlier works (Findlow et al., 2008; Luu et al.,
2014) at the intersubject test. Overall, the LSTM model was able

TABLE 3 | Model performance for predicting the first 10 stride samples.

Feature MAE MSE CC

Y1 0.839 m/s2 1.206 m/s2 0.52

Y2 0.596 m/s2 0.667 m/s2 0.75

X3 0.176 deg/s 0.042 deg/s 0.94

X4 0.122 deg/s 0.019 deg/s 0.96

TABLE 4 | Model performance for predicting the complete stride using an input
window size of 25 samples and an output window size of 10 samples.

Feature MAE MSE CC

Y1 0.170 m/s2 0.096 m/s2 0.96

Y2 0.202 m/s2 0.096 m/s2 0.96

X3 0.079 deg/s 0.015 deg/s 0.98

X4 0.086 deg/s 0.014 deg/s 0.98

to learn the trajectories and generalise across participants. This
generalisation is invaluable to adapt algorithm performance to a
wider population in assistive devices, particularly when each user
responds differently to the same device (Zhang et al., 2017).

This study was limited to the walking movement with a 60-ms
prediction horizon and healthy participants walking at 5 km/h.
The speed was imposed to report the feasibility of whether
lower limb future trajectories are predictable. In future work,
the model would be developed to accommodate a higher gait
variance from more participants and other populations, such as
female, older adults and individuals with gait disorders walking
at their preferred as well as slower and faster speeds (Winter,
1991). More participants (i.e., stride examples) would potentially
improve the model performance to predict trajectories above
60 ms and also provide a more comprehensive validation set,
a strategy to find the optimum number of epochs and avoid
model overfitting (Graves, 2013). The LSTM autoencoder can
be made flexible by automating the input/output window size
depending on the detected human activity, which revamps the
LSTM capacity to recognise a wider range of human action
transitions, such as slow to fast walking. Although LSTM
autoencoders described here were able to learn and predict
future data points, further research is needed to explore other
LSTM architectures, such as bi-directional LSTM (Graves and
Schmidhuber, 2005). Bi-directional LSTM can be useful in
forward and backward modelling of sequential data, giving
further insights into sequential pattern modelling (Liu and Guo,
2019; Zhang et al., 2019).
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CONCLUSION

This study confirmed the possibility of predicting the future
trajectories of human lower limb kinematics during steady-state
walking, i.e., thigh AV, shank AV, thigh LA and shank LA. An
input window of 25 samples and an output window of 5 samples
were found to be the optimum sliding window sizes for future
trajectories prediction in LSTM. The LSTM model prediction
horizon was better able to forecast the earlier sample trajectories
and was also able to learn trajectories across different participants.
Further work is required to systematically investigate the effects
of tuning the model’s hyperparameters, including layers and
cells, optimisation algorithms and learning rate. Future work
could focus on automating input/output window size and using
predicted kinematics to identify discrete gait cycle events such
as heel strike and toe-off (Kidziński et al., 2019). Long short-
term memory methods for human movement prediction have
applications to balance loss, falls prevention and controlling of
assistive devices.
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CONSENT FORM 

Title A Machine Learning Model for the Prediction of User Gait 
Intention in Exoskeletons  

I, ................................................................………………... give my consent to participate in the 
project mentioned above on the following basis: 

I have had explained to me the aims of this research project, how it will be conducted and my 
role in it. 

I understand the risks involved as described in the Participant Information Sheet. 

I am cooperating in this project on condition that: 
 The information I provide will be kept confidential.
 The information will be used for this project and in future related projects.
 The research results will be made available to me at my request and any published

reports of this study will preserve my anonymity.

I understand that: 
 There is no obligation to take part in this study.
 I am free to withdraw at any time.

I have been given a copy of the participant information sheet and consent form, signed by me 
and by one of the principal investigators, as listed on the information sheet, to keep. 

_______________________________Signature of participant 
_______________________________Name in full 
_______________________Date 

_______________________________Signature of Research Investigator 
_______________________________Name in full 
_______________________Date 

Should you have any complaints or concerns about the manner in which this project is 
conducted, please do not hesitate to contact the researchers in person, or you may prefer to 
contact Victoria University Human Research Ethics Committee at the following address: 
Ethics Secretary, Victoria University Human Research Ethics Committee, 
Office for Research, Victoria University, PO Box 14428, Melbourne, VIC, 8001, email 
researchethics@vu.edu.au or phone (03) 9919 4781 or 4461. 
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PARTICIPANT INFORMATION SHEET 

Title A Machine Learning Model for the Prediction of User Gait 
Intention in Exoskeletons 

Principal 
Investigator(s) 

Prof. Rezaul Begg rezaul.begg@vu.edu.au 

Ph. 0399191116

A/Prof. Daniel Lai daniel.lai@vu.edu.au 

Ph. 0399194425

Dr. Kurt Mudie kurt.mudie@dst.defence.gov.au 

Ph. 0396267642 

Student 
Investogator(s) 

Mr. Abdelrahman Zaroug abdelrahman.zaroug@live.vu.edu.au 

Ph. 0412076074 

This Participant Information Sheet tells you about the research project. It explains the 
processes involved with taking part. Knowing what is involved will help you decide if you want 
to take part in the research. Please read this information carefully. Ask questions about 
anything that you don’t understand or want to know more about. 

Participation in this research is entirley voluntary; there is no obligation to take part in the 
study, and if you choose not to participate there will be no detriment to your career or future 
health care. 

If you decide to take part in the research project, you will be asked to sign the Consent Form. 
You will be given a copy of this Participant Information and Consent Form to keep. 

Brief description of the study  
Background: Exoskeletons are mechanical devices that are outfitted by a user, mimics the 
joint’s or limb’s motion, anthropomorphic in nature and designed to improve user performance 
and reduce injury risk. However, a major challenge in current exoskeletons is the need to 
synchronise user intention with exoskeleton function to achieve smooth interaction between 
the user and device. In order to achieve good synchronisation and create smooth actuation, 
feedback is required along with intelligent control algorithm, known as Machine Learning (ML) 
algorithms. 
Aim: The aim of this research is to develop ML algorithms for future walking event prediction 
using human movement data. 
Method: Inertial Measurement Units (IMUs) in conjunction with motion tracking system and 
instrumented treadmill will be used to collect lower limbs biomechanical data. These data will 
be used to develop, train and test ML algorithms to predict key events such as heel contact 
and toe off during walking. 
Significance: The fusion of ML algorithms into an exoskeleton has the potential to improve 
the human machine interface and user experience. A compliant exoskeleton with intelligent 
machine learning algorithm could allow the device to automatically adjust to the users’
environment or task requirements as well as learn from errors and user interactions. These 

mailto:rezaul.begg@vu.edu.au
mailto:daniel.lai@vu.edu.au
mailto:kurt.mudie@dst.defence.gov.au
mailto:abdelrahman.zaroug@live.vu.edu.au
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would boost the user safety (preventing falls and injury), confidence, create a smooth 
interaction while wearing the exoskeleton and improve the overall performance of the 
exoskeleton. 

What does participation in this research involve?  
Particpation will be required in one of two studies. Both studies will have similar trials, however, 
data collected from both studies will be processed differently. Participants will be required to 
arrive at VU Biomechanics lab for testing on a date and time arranged by the research 
investigators. You will be asked to wear a tight fitting upper garment, shorts and comfortable 
shoes to allow markers visibility and to ensure normal everyday walking. Prior to testing height 
and mass will be measured and a screening questionnaire and consent form completed for 
one of the two studies.  
A typical session will take approximately 2-3 hours, including marker/IMU attachment, practice 
trial(s), rest intervals and data collection. You will be given rest breaks between conditions. 
There will be familiarisation and practice trial(s). 
All testing willtake place in the Biomechanics laboratory PB301 at Victoria University 
(Footscray Park Campus).  

Study 1/2 
Background: Walking trials will be performed without an exoskeleton on a force plate 
embedded treadmill with lower body motion recorded using IMUs and a 13 camera motion 
analysis system (Vicon Bonita). Vicon Bonita is a standard three dimensional (3D) motion 
capture camera system that utilizes retroreflective passive markers to be tracked in a 3D 
space. The IMUs will be tracking the orientation and acceleration of the feet, shanks, thighs 
and trunk. The IMU devices utilize a built-in and battery powered accelerometer, gyrometer 
and magnetometer sensors. Data from IMUs will be synchronized and transmitted with Vicon 
cameras using built-in low energy Bluetooth. 

Experiment setup: Markers will be placed laterally on four different body segments including 
feet (3 markers), shanks (3 markers left/4 markers right), thighs (4 markers right/5markers left) 
and trunk or upper back (3 markers). Each group of markers (cluster) that represent a body 
segment will be placed on a rubber pad attached to the skin (only for thighs and shanks) using 
double sided tape. Upper back clusters will be attached to the upper body garment. The IMUs 
will be placed at the same sites as the markers using the company (IMeasureYou) supplied 
velcro straps. 

Testing protocols: You will be required to complete 5 minutes of walking on an instrumented 
treadmill (AMTI) at three speeds as follows;  
a) Preferred speed (Normal).
b) 10% faster than preferred (Fast).
c) 10% slower than preferred (Slow).

Benefits 
No direct benefits to the participant are expected from participation. However, participants 
may receive an educational benefit from being exposed to the scientific experimental research 
process. 

Risks of participating 
There are risks associated with participation but a range of safeguards have been put in place 
to minimize these risks: 

1. Risk of physical injury during testing activities:
 Participants will be healthy with no current injury, and the skills necessary to complete

the tasks in a competent manner.
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 The level of physical exertion will be no greater than that normally encountered during
trade training or exercises.

 Participants will be excluded from the study if they possess a pre-existing injury that is
likely to place them at an unacceptable degree of injury risk as a result of participation
in the study.

 In the event that a participant is injured during the study, they will be afforded the
standard level of care. This includes calling a medical practitioner or ambulance using
the telephone in the laboratory and the Western Hospital is a short distance away. The
participant will also be advised to see a medical practitioner for assessment.

 Only those participants deemed acceptably low risk will be accepted into the study. All
risks will be minimised by following standard exercise laboratory procedures.

 All exercise testing procedures will be attended by the student research investigator
and the exercise protocol will involve only low intensity exercise (walking), thus
considerably reducing the potential risks.

2. The equipment used for data collection may harm the participant:
 All equipment used to collect data from the participant will involve non-invasive

measurement techniques and thus any risk of injury are very unlikely.

3. Usability and acceptability:
 Usability and acceptability of data will be agreed upon through consent form.

4. Use of data and privacy:
 All data will be de-identified and treated as confidential and only made available to

members of the research team on a need to know basis. Information linking participant
names to participant codes will only be accessed by the research investigators. This
information will be destroyed after 5 years in accordance with Australian Code for the
Responsible Conduct of Research.

Withdrawal from the research 
You will be provided a 24 hour cooling off period after providing consent and if you no longer 
wish to continue, you are free to notify the research team that you wish to withdraw. You may 
do this at any time during the study without any detriment to your career or future health care. 
Your individual data will also be removed from further analysis if you choose to withdraw, 
however, if you participate through to completion your de-identified data will be retained for 
further analysis. 

Privacy and confidentiality  
The lab space (PB301) will be closed during testing and will only be accessible to researchers 
involved. No images or videos of participants will be collected, and it is not possible to identify 
a participant from the 3D marker recordings. Participants will have the freedom to choose the 
gender of the person attaching the markers/IMUs. An experienced female researcher (Mrs: 
Jasmine Proud) will be available to assist with marker/IMUs placement. 
To make sure your privacy is maintained all data will be de-identified and treated as 
confidential. Your data will only be available to members of the research team on a need to 
know basis. Information linking your name to your code will only be accessed by the above 
investigators. This information will be destroyed after 5 years from the publication of reports 
arising from the study, in accordance with Australian Code for the Responsible Conduct of 
Research.  
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Other relevant human research ethics considerations 
This project will be carried out according to the National Statement on Ethical Conduct in 
Human Research (2007). This statement has been developed to protect the interests of people 
who agree to participate in human research studies.  

Dissemination of research findings  
The results of this reserch will be reported through conference presentations and open 
literature publications. In any publication and/or presentation, information will be provided in 
such a way that you cannot be identified, except with your permission. Only de-identified 
and/or group data and statistical summaries will be presented in publicly released reports.  
If you wish to access your individual data you will be provided with a copy on request. 

Who is organising and funding this research? 
This research program is conducted by the Program in Assistive Technology Innovation (PATI) 
funded by Victoria University and DSTGroup. PATI is a collaboration between Defence 
Science and Technology (DSTGroup), Victoria University and The University of Melbourne, a 
partnership recognised as the leading resource for research and expertise on skin-out devices 
which enhance mobility by reducing and transferring mechanical load and/or reducing 
physiological work rate. 
No member of the research team will receive a financial benefit from your involvement in this 
project. 

Concerns or complaints 
Should you have any complaints or concerns about the manner in which this project is 
conducted, please do not hesitate to contact either the researchers (see first page) or the 
Victoria University Human Research Ethics Committee at the following address: 
Ethics Secretary, Victoria University Human Research Ethics Committee, Office for Research, 
Victoria University, PO Box 14428, Melbourne, VIC, 8001, email researchethics@vu.edu.au 
or phone (03) 9919 4781 or 4461. 



Page 1V1 (2011)

ADULT PRE-EXERCISE SCREENING TOOL

STAGE 1 (COMPULSORY)
AIM: to identify those individuals with a known disease, or signs or symptoms of disease, who may be at a higher risk of 
an adverse event during physical activity/exercise. This stage is self administered and self evaluated.

1. Has your doctor ever told you that you have a heart condition or have
you ever suffered a stroke?

Yes No 

2. Do you ever experience unexplained pains in your chest at rest or
during physical activity/exercise?

Yes No 

3. Do you ever feel faint or have spells of dizziness during physical
activity/exercise that causes you to lose balance?

Yes No 

4. Have you had an asthma attack requiring immediate medical
attention at any time over the last 12 months?

Yes No 

5. If you have diabetes (type I or type II) have you had trouble
controlling your blood glucose in the last 3 months?

Yes No 

6. Do you have any diagnosed muscle, bone or joint problems that you
have been told could be made worse by participating in physical
activity/exercise?

Yes No 

7. Do you have any other medical condition(s) that may make it
dangerous for you to participate in physical activity/exercise?

Yes No 

IF YOU ANSWERED ‘YES’ to any of the 7 questions, please seek 
guidance from your GP or appropriate allied health professional prior to 
undertaking physical activity/exercise

IF YOU ANSWERED ‘NO’ to all of the 7 questions, and you have no other 
concerns about your health, you may proceed to undertake light-moderate 
intensity physical activity/exercise

Name: 

Date of Birth: Male        Female Date:

Please circle response

This screening tool does not provide advice on a particular matter, nor does it substitute for advice from an appropriately qualified 
medical professional. No warranty of safety should result from its use. The screening system in no way guarantees against injury or 
death. No responsibility or liability whatsoever can be accepted by Exercise and Sports Science Australia, Fitness Australia or Sports 
Medicine Australia for any loss, damage or injury that may arise from any person acting on any statement or information contained in 
this tool.

I believe that to the best of my knowledge, all of the information I have supplied within this tool is correct.

Signature   Date
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