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On a regular basis, a variety of events take place in computer systems: program launches,

firewall updates, user logins, and so on. To secure information resources, modern organisations

have established security management systems. In cyber incident management, reporting and

awareness-raising are a critical to identify and respond to potential threats in organisations.

Security equipment operation systems record ’all’ events or actions, and major abnormalities

are signaling via alerts based on rules or patterns. Investigation of these alerts is handled by

specialists in the incident response team.

Security professionals rely on the information in alert messages to respond appropriately. Incident

response teams do not audit or trace the log files until an incident happens. Insufficient information

in alert messages, and machine-friendly rather than human-friendly format cause cognitive

overload on already limited cybersecurity human resources. As a result, only a smaller number of

threat alerts are investigated by specialist staff and security holes may be left open for potential

attacks.

Furthermore, incident response teams have to derive the context of incidents by applying prior

knowledge, communicate with the right people to understand what has happened, and initiate the

appropriate actions. Insufficient information in alert messages and stakeholders’ participation

raise challenges for the incident management process, which may result in late responses. In other

words, cybersecurity resources are overburdened due to a lack of information in alert messages

that provide an incomplete picture of a subject (incident) to assist with necessary decision making.

The need to identify and track local and global sources in order to process and understand the

critical elements of threat information causes cognitive overload on the company’s currently

limited cybersecurity professionals.

This problem can be overcome with a fully integrated report that clarifies the subject (incident) in

order to reduce overall cognitive burden. Instead of spending additional time to investigating each

subject of incident, which is dependent on the person’s expertise and the amount of time he has, a
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detailed report of incident can be utilised as an input of human-analyst. If cyber experts’ cognitive

loads can be reduced, their response time efficiency may improves. The relationship between

achieving incident management agility through contextual analytical with a comprehensive report

and reducing human cognition overload is still being studied. There is currently a research gap in

determining the key relationships between explainable Artificial Intelligence (AI) models and

other technologies used in security management to gain insight into how explainable contextual

analytics can provide distinct response capabilities. When using an explainable AI model for

event modelling, research is necessary on how to improve self and shared insight about cyber

data by gathering and interpreting security knowledge to reduce cognitive burden on analysts.

Due to the fact that the level of cyber security expertise depends on prior knowledge or the results

of a thorough report as an input, explainable intelligent models for understanding the inputs

have been proposed. By enriching and interpreting security data in a comprehensive human-

readable report, analysts can get a better understanding of the situation and make better decisions.

Explainable intelligent models are proposed in cyber incident management by interpreting

security logs and cybersecurity alerts, and include a model which can be used in fraud detection

where a large number of financial transactions necessitates the involvement of a human in the

analysis process.

In cyber incident management application, a wide and diverse amount of data are digested,

and a report in natural language is developed to assist cyber analysts’ understanding of the

situation. The proposed model produced easy-to-read reports/stories by presenting supplementary

information in a novel narrative framework to communicate the context and root cause of the alert.

It has been confirmed that, when compared to baseline reports, a more comprehensive report

that answers core questions about the actor (who), riskiness (what), evidence (why), mechanism

(how), time (when), and location (where) that support making real-time decisions by providing

incident awareness. Furthermore, a common understanding of an incident and its consequences

was established through a graph, resulting in Shared Situation Awareness (SSA) capability (the

acquisition of cognition through collaboration with others).

A knowledge graph, also known as a graph to semantic knowledge, is a data structure that

represents various properties and relationships between objects. It has been widely researched

and utilised in information processing and organisation. The knowledge graph depicts the various

connections between the alert and relevant information from local and global knowledge bases.

It interpreted knowledge in a human-readable format to enable more engagement in the cyber

incident management. The proposed models are also known as explainable intelligence because

they can reduce the cognitive effort required to process a large amount of security data. As a

result, self-awareness and shared awareness of what is happening in cybersecurity incidents have

been accomplished. The analyses and survey evaluation empirically demonstrated the models’

success in reducing significant overload on expert cognition, bringing more comprehensive
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information about the incident, and interpreting knowledge in a human-readable format to enable

greater participation in cyber incident management.

Finally, the intelligent model of knowledge graph is provided for transaction visualisation for fraud

detection, an important challenge in security research. As with the same incident management

challenges, fraud detection methods need to be more transparent by explaining their results in

more detail. Despite the fact that fraudulent practices are always evolving, investigating money

laundering based on an explainable AI that uses graph analysis, assist in the comprehension of

schemes. A visual representation of the complex interactions that occur in transactions between

money sender and money receiver, with explanations of human-readable aspects for easier

digestion is provided. The proposed model, which was used in transaction visualisation and fraud

detection, was highly regarded by domain experts. The Digital Defense Hackathon in December

2020 demonstrated that the model is adaptable and widely applicable (received first place in the

Hackathon competition).
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Chapter 1

Introduction

Never underestimate the likelihood of an attack on the organisation. Attackers and intruders are

constantly devising new tactics. To respond effectively, businesses must be adaptable, which

means exchanging pertinent facts with the proper people at the right time. Analysts are put

in challenging situations where they must make quick decisions based on massive amounts of

data that exceed their human capabilities. Intelligence models are needed as an alternative to

overcome this limitation. In terms of security decisions, fraud detection and characteristics,

current systems must adapt and behave more like humans, a concept known as the cognitive

model, which integrates technology solutions that assist decision systems with the cognitive

processes of analysts [7].

Cognitive security systems can mimic human thought processes to solve complex problems such

as threat detection by use of AI technologies [8]. Cognitive security systems aim to improve

cybersecurity operations by integrating various technologies [7]. As a result, it is the most

appropriate term to use to characterise our proposed approach. The phrase “cognitive security”

refers to the use of cognition that affect cybersecurity decisions and business outcomes. I

looked at how to generate cognition in cyber and financial environments, including both self

and shared situation awareness (SA) because awareness in a multi-actor operation, like cyber

incident management or fraud detection needs both self and shared SA. An organisation’s created

levels of cybersecurity awareness enable the identification of the type of threats and attacks,

maintenance of acceptable levels of security, and the design of proactive plans to confront any

lurking threats [7]. The level of financial landscape awareness is also beneficial in detecting

frauds and preventing criminal behaviour from continuing.

This chapter explains more about the aim and objectives of the investigation, and further details

about the problem.

1
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1.1 Research Background and Motivation

Cybersecurity incident response is a continual process of incident management in which human

beings have to be involved in the analysis process through a dedicated manual effort to identify,

investigate, respond and learn from potential cybersecurity incidents in a timely and cost-effective

manner [9]. This process plays an essential role in enterprises as preventing all breaches is

not feasible, leaving the security hole open for potential attacks. Even though many automated

technologies are available, incident response still involves many manual processes. A quick

incident response to a cybersecurity assault can help businesses prevent financial loss while

safeguarding their reputation and competitive edge [9]. Current approaches that: (i) rely on the

knowledge and skills of security professionals, or (ii) are restricted in the depth of the insight

supplied, do not allow for the discovery of the root causes of the incidents, hence preventing the

appropriate response to possible threats [1].

The rapid rise of information technology (IT) has resulted in global security concerns. The use of

technologies introduces new challenges (e.g., higher risks of data exposure, sensitive corporate

data, phishing, electronic fraud, impersonations and information security issues). New risks

and security attacks have emerged as a result of technological improvements, with cybercrime

serving as a sophisticated international threat on an industrial scale. As a result, new and

complex cybersecurity scenarios involving massive amounts of data and several attack vectors

have emerged, possibly exceeding security analysts’ cognitive ability to detect unseen trends

in the acquired information and data. There is a significant chance that every network already

contains hidden threats. Because technologies advance at such a rapid speed that by the time a

new threat signature is found, no cybersecurity system is impermeable or capable of detecting or

stopping every potential threat.

In an effort to deal with cybersecurity attacks and data breaches, human beings have to be involved

in the analysis process, where humans act as security sensors to detect attacks, which known

as human-as-a-security-sensor by Vielberth and et al. [10]. Human cybersecurity professionals,

such as analysts, act as a barrier between malicious actors and an organisation’s data that must

be safeguarded [11]. Analysts are responsible for determining whether a network is under

attack, how to mitigate the attack and, in many circumstances, how the attack was executed.

Cyber analysts work for major corporations. They face three main questions to efficiently and

effectively detect, examine, and respond to cybersecurity incidents: (1) ’What happened?’, (2)

’Why did it happen?’ and (3) ’What should I do?’ [12]. Analysts must get SA of the critical

components of network defense. The capability of a Security Operations Centre (SOC) or a

Security Incident Response Team (CSIRT) to quickly collect, integrate and analyse all data

relevant to a cybersecurity issue in order to digest enormous amounts of data and identify hidden

linkages and dependencies, provides SA.
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According to a cognitive perspective of SA, in a complex world, a human operator will learn to

interpret the appropriate, essential elements of information, attempt to comprehend their context

and use this understanding to make near-future predictions about the state of the environment

[11]. The term cyber situation awareness (CSA) applies SA to cyber defense. It refers to the

comprehension of essential factors, which promotes efficient and timely predictions about the

state of the environment [13]. In this context, cognitive sciences, particularly CSA [11], can

assist security analysts in establishing actions inside incident management in less time and with

greater efficiency. In terms of cognitive sciences, the perspective in the field of cybersecurity is

to find ways to improve human-factor capacities, which are required for incident management,

especially in security systems that are generated by technologies like cloud, mobile, IoT, and

social networks that all generate large amounts of data. Cyber-cognitive situation awareness

(CCSA) is a new term that focuses on the cognitive processes that support SA [13]. CCSA is

influenced by various factors, such as protocol investigation, security practices, the information

generated by computer systems, security blogs, vulnerability bulletins, and security professionals’

expertise based on the tasks they perform on a regular basis.

The interdisciplinary scientific study of psychology, computer science, linguistics, philosophy,

and neuroscience to better understand the human mind is known as cognitive sciences [14]. It is

now critical to look at the role of cognitive sciences in enhancing human abilities for cybersecurity

tasks. In SOC and CSIRT as key security defence teams, robust modern technologies like Security

Information and Event Management Systems (SIEMs) are utilised to analyse logs and generate

alerts and incident reports gaining insight into occurrences for obtaining data triage automatons.

The SIEM tools integrated the logs from different sensors, correlated them, and compared them

with rules or signatures. If the correlated data triggers a rule, an alert with a summary is generated.

When they use SIEM, they must make decisions about data triage. As a result, they are dealing

with CTA tasks. Because they must comprehend what the incident is, how serious it is, what

should be done in response to it, and why it occurred based on the features and evidence described

in the report. Some things are related to cognitive task analysis, part of CCSA.

Inadequate information in incident reports generated by security technologies written in a

machine-friendly manner rather than a human-friendly format causes cognitive overload on

currently scarce cybersecurity resources. Based on the network flows features, the connections

(inputs and outputs) have been analysed from whom, when, where, how, and why. It shows

the network is in normal or suspicious states. When analysts interpret the network’s state and

forecast the network’s future state, cognitive task analysis (CTA) reflects the aims of CCSA. The

cognitive activities that cyber analysts use to execute specific tasks such as decision-making,

problem-solving, memory, awareness, and judgment are described and represented using CTA

approaches. Cyber analysts, SOCs, and CSIRTs, should respond to possible incidents based on

what SIEM technology notices and reports. They must indicate whether or not the elements

mentioned in the incident report depict the actual incident. They must also investigate what
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happened, when, where, and why, and the appropriate response. Identifying crucial decision

points and grouping, connecting, and prioritising them are all part of CTA.

Cyber professionals begin gathering more facts about network users and services implicated in

the original alert to satisfy their CTA duties in incident management [15]. They spent a lot of

effort gathering data on network users to have a better knowledge of network conditions [15].

‘(Who) was it about?’, ‘(What) happened?’, ‘(When) did it happen?’, ‘(Where) did it happen?’,

‘(Why) did it happen?’, and ‘(How) did it happen?’ are all critical details missing from current

incident reports generated by devices. A 5W1H method is a helpful tool for analysing reports

and texts, and it takes six pieces of information (Who, When. What. Where. Why, and how)

[16]. According to the 5W1H method’s theory, if a study delivers answers to the aforementioned

questions, it can be regarded as complete with the main purpose of explaining a subject [17].

The biggest weakness in the security chain is still people. SOC or CSIRT must deal not just

with technological issues but also with issues involving people and procedures. The study of

cognitive science to understand and improve the processes and cognitive tasks of security analysts

is a research issue that has attracted attention [14]. Cognitive science has the ability to improve

human understanding, comprehension, and projection processes, which are both parts of self-

learning and contribute to the situation of human cybersecurity specialists [14]. Collaboration

between humans and machines, statistical methodologies, machine learning, and Big Data have

all assisted security specialists at SOC or CSIRT in developing or expanding their cognitive skills,

captivating the attention of many researchers interested in using this science in cybersecurity

processes such as [14] or cognitive AI in [18]; Cognitive AI is a next-generation technology

for security operations centers that was launched in order to improve military decision-making

and strengthen cybersecurity defenses. The primary challenge that these new technologies must

address is how humans can attain situational awareness in an environment where AI systems are

deployed [18]. The combination of cognitive theories with methodologies and models used in

the field of cybersecurity can help players in cyberspace make better decisions.

The aim of this study was to create explainable intelligence models in a human-readable format

using novel storytelling strategies derived from security logs and alerts with sufficient context

enrichment. As a key axis in the validation and decision-making phases, the various solutions for

automating the performance of cognitive activities recognised in cyber operation procedures were

addressed in the presented models by SOC or CSIRT. It will help them be aware of any threats

that may be lurking within an IT system. Since incident management necessitates many cognitive

tasks from a cyber analyst, such as decision-making, problem-solving, and judgment [11], the

most obvious goal to emerge from this study is understanding and digesting the large and varied

volumes of data, which expanding cyber analysts cognitive skills. As a result, the proposed

models sought to improve cognition and promote expert comprehension as verification of filtered

data is necessary to identify events with few false positives. Although this study focused on
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cybersecurity, it was not restricted to it. This research can benefit any dynamic, complicated

environment with a large volume of data that requires analyst engagement.

Explanatory intelligence, in particular, will be used to enrich inputs and provide additional context

for items and topics. As a result, the explainable model in a human-readable format will aid

cognition efforts, providing sufficient awareness for both experts and non-experts to confirm what

happened to the data. Thus, the development of storytelling reports at various levels of detail,

from local and global knowledge bases, offers a holistic view of the cyber situation, filling a gap

in the analysis of cyber events through the incident management process.

Furthermore, a knowledge graph was utilised to include multi-source heterogeneous data, vi-

sualise the data, and allow several individuals to engage in incident management [19]. It is

vital to engage in incident management that enables for information exchange in order to keep

local and global information up to date, and to build an understandable common ground among

humans. By involving more individuals in incident management to improve the monitoring and

communication procedures and supporting CCSA, a narrative report with a knowledge graph

enables security professionals to better comprehend aspects of an environment. Cybersecurity

incident management teams can better understand the current situation and respond accordingly

when they have a complete picture of occurrences impacting the organisation’s environment.

The proposed intelligence model using the knowledge graph is also useful in other applications,

such as fraud detection, where a large number of transactions must be analysed and digested.

Fraud detection through transactions is of the same nature as incident detection among logs, both

transactions and logs are vast in the volume of data that gathers in non- explainable formats [20]

Fraud detection is the set of activities to identify fraudulent behaviour among transactions [21].

This field is an important challenge in security research that causes much attention and outlines

from the government [22, 23]. Detection methods that employ Machine Learning required a

domain expert who should analyse historic transactions to identify the fraudulent behaviour [20].

The interpretability of models in financial applications is missing and typically gives a score

indicating whether a transaction is likely to be fraudulent or not — without explaining why

[24]. Focus on the interpretation of financial data is rare [24]. CoDetect [25] is a fraud detection

system that focused on interpretability and reveals financial activities from fraud patterns on a

graph-based similarity matrix. Contextual information is used to improve the interpretability

of the clustering model, which can be useful in financial detection as an unsupervised method.

In this study, connections of transactions are revealed in the knowledge graph with labels that

provide much more interpretive to aware an analyst. It is also capable of searching which can be

shared with others easily.

In crime detection systems, visualisations are used for a variety of tasks, including detecting

developing fraud patterns, conducting criminal investigations, analysing fraud alarms, and
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coordinating with other fraud and financial crime experts [26]. Traditional visualisation and

human-in-the-loop methods, while useful in other domains, have significant challenges in fraud

detection. Graph knowledge has inherent benefits when it comes to expressing and displaying

data. Scaling solutions to satisfy the needs of industrial applications while coping with the

challenges of speed and complexity is essential [26].

In order to assess whether or not a reported transaction is truly fraudulent, a real-world fraud

detection system requires human intervention. To establish whether the detected transaction is

truly fraudulent or not, a human user should be able to look at prior transaction patterns or call

the client. For the fundamental scenario awareness of financial data, simple to comprehend and

analyse transactions is necessary [27].

1.2 Research Problems

The modern enterprise uses various cybersecurity incident management systems to protect

information resources. The majority of organisations rely on such systems to properly respond

incidents. Security devices report any suspicious or anomalous activities once they have been

detected. Once the incident has been specifically identified, it is then passed to SOC or CSIRT

for deeper investigation and response.

To response properly, situation awareness as collecting inputs from a system which informs

surroundings to act upon required [28]. To be aware about incidents, security professionals rely

on the information presented in reports. Their unique blend of sharp thinking and quantitative and

qualitative capabilities in collecting, integrating and analysing the events that occurred in order to

discover the best reaction would be extremely beneficial to their organisation. A high-quality

SA, better understanding of the threats and associated impacts of cyber events is essential to the

decision-making process [29]. As much as situation awareness, particularly CSA gains, analyst

response times were reduced.

Most of the current research, for instances [28, 30–32] draws attention to the digital environment

of a system with prospective on SA’s systematic factors. Among them, the most focuses are on

the security systems and tools such as SIEM to support CSA [28]. The capability of the SIEM

tools in data collection and correlation, and also adjustment of them with technologies such as AI

and ML is the main point of focus of the studies [28]. SIEM solutions have evolved to become

secured systems by concentrating on the technical features which help to improve their detection,

correlation, and reaction capabilities by integrating AI/ML technologies [33]. In paper [34],

different SIEM tools are analysed and their capabilities were reviewed by Gartner. For example,

Bryant and Saiedian [35] proposed LogRhythm with the ability to aggregate data from many

sources and make sense of unorganised data; where cyber threat modelling with kill-chains was
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proposed to facilitate logical data aggregation. Moukafih et. al. [36] used neural networks as

machine learning techniques to create high detection capabilities.

Reports are the one case of the outputs of the SIEM tools. Generate reports are analysis results

about detected security incidents from the SIEM that will reach the security analysts; Who needs

to be involved in the analysis of the incident to response. The incident reports automatically

generate from sensors forms the SA based on data fusion and correlation with Cyber Threat

Intelligence [37]. Enhancing reports rarely focused on the current SIEM solutions to improve

CSA. Required detailed information does not completely cover in the existing incident reporting

of SIEM tools [33].

Due to the lack of well-established reporting techniques, analysts are not well-suited to be aware

of threats or provide insight into network activities. Inadequate, non-semantic, and context-less

information delivered in a machine-friendly format necessitates a long, manual reaction time to

collect, integrate and analyse data in order coordinate strategic and operational security measures.

According to D’Amico and colleagues, perception, comprehension and projection are the main

levels of cyber analysis, aligned with SA and requiring the completion of many cognitive tasks by

the cyber analyst [38]. The reports generated by cybersecurity incident management systems lack

detail, making it difficult to comprehend the incident or predict future incidents. It demonstrates

that the current reports were rarely focused on two levels of SA: comprehension and projection

[39]. While generated reports are not enriched enough to deliver instant insights, human beings

have to be involved in the analysis process, which is predominantly a manual task. A significant

limitation exists in the current cyber data analysis process, which relates to message verbosity

without annotation to cope with the enormous volume of events [40].

Additionally, decision-makers (cyber experts) frequently face new challenges in cyber data

analysis settings due to new events. They have little time to explore alternative courses of action

before being confronted with a threat. Making decisions is difficult for a variety of reasons. It is

difficult to locate and integrate decision-relevant data. In incident reports, context is often omitted,

tacit, sparsely represented, or incorrectly represented, necessitating laborious and error-prone

internal reconstruction by decision-makers. Experts are frequently engaged in activities in ways

and combinations with which they are unfamiliar. They may be unprepared due to the modern

requirement for speed of response. This forces experts to multitask between several overlapping

incident warnings at the same time. As a result, it is critical to determine to what degree a human

decision-maker is conscious of the situation, whether they have achieved a certain level of SA,

and how well they continue to retain and grow that awareness over time.

It may be difficult to pinpoint the answers to the core questions about the actor (who), riskiness

(what), evidence (how), time (when), and location (where) of the event in incident reports because

their structure is not in such a way that the essential aspects required for comprehension are easily
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conveyed. However, it is easier for analysts to rely on the reports generated by security devices,

particularly SIEM tools. The reports from tools are not in an understandable format, and enough

detailed information is required to answer these core questions.

The review of existing incident management, numbers of issues that less studies have investigated

about them are as following.

1.2.1 High-volume of events are logged but not comprehended

Millions of activities and authorised or unauthorised attempts are recorded on computer systems

on a daily basis. As an example, a university of 3,000 staff and 40,000 students registers

approximately 200 MLN events every year1. At the same time, only about 20% (or 40 MLN)

of the logs will be analysed by specialised security systems. The cybersecurity team is small in

comparison to the volume of events recorded. The incident response team at Victoria University,

for example, is made up of no more than ten trained professionals.

Numerous algorithms have been proposed to automatically analyse the events and signal alerts for

potential malicious activities [41]. There is a multitude of various types of monitoring systems in

use that generate potential threat alerts. In order to appropriately respond to the suspected threat,

the synthesis of currently disintegrated systems is required. Building context around a potentially

malicious alert is predominantly a manual task which involves rich experience and knowledge

regarding log files analysis [41]. Thus, comprehensive alert analysis has become a critical task in

harmful event and fraudulent activity detection, their timely resolution, and future prevention

[42].

Although monitoring systems are helpful in filtering through millions of logged events and

generating security alerts, final human assessment remains part of the process. As such, thousands

of potential security breaches received from different monitoring systems pose significant burden

on cybersecurity team resources. Because of the machine-friendly rather than human-friendly

format of such alerts, and the extensive domain knowledge necessary, interpretation of raised

alerts is strictly limited to cybersecurity professionals.

Comprehensive and accurate alert assessment is also prone to the subjectivity aspect that forms

an inherent part of any human evaluation process. Correct response then depends on the extensive

experience of analysts from the cyber threat management field. The dramatically increasing

number of security alerts is currently outgrowing scarce and expensive cybersecurity resources.

1Reported by cyber director of VU CYBER
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1.2.2 Up-to-date local and global knowledge is required for analysis

Despite the overwhelming volume of security alerts, only a fraction requires further investigation,

though a percentage of alerts are false positives [43]. Still, time and effort must confirm that the

alert is indeed a false positive or a real incident. Knowledge outside security logs is required to

properly assess the scale of risks.

Security response teams need to gather local (The system integrated information about the

network infrastructure) and global (indicators of compromise (IOC), tactics, techniques, and

procedures (TTPs), IP addresses, DNS blacklists, etc) information from various sources to

feed the correlation process and support analysis of security events and identify alerts [19]. In

most cases, cross-data-source analysis has been a focal point in the design, maintenance and

supervision of human-machine systems [44], [45].

Comprehensive and integrated up-to-date information to cyber professionals, in broad terms,

contains any information that may be used to characterise the situation of an IT entity that

is considered as linking to locally and globally available information [19]. Local and global

information is continuously updating. Implementing approaches to integrate the information

into the data model to make full use of cybersecurity-related details from various resources,

and associating all this security-related knowledge is difficult and usually incurs expensive

modification costs [46]. One of the major challenges is the rapid variation of the network

environments which has a potential impact on security posture; i.e. machines added and removed,

various patches applied, applications installed/uninstalled, or confidential data uploaded or deleted

[47]. “The problem is not lack of information, but rather the ability to assemble disparate pieces

of information into an overall analytic picture for SA” [48].

Local domain knowledge determines the risk of an internal assets, and the potential risk of

outsider is specified by global domain knowledge. As an illustration, consider the examples

below:

• Local domain knowledge required: A server of the organisation X is used for temporary

storage and web testing, and is labelled as a non-critical host. Most of the alerts from that

server can be omitted unless a serious breach occurs. However, the server is located in

the finance department for financial reporting and budget planning. A finance department

usually holds critical information. If an alert for a serious breach occurs for one of the

servers in this department, other servers can also be at potential cyber risk, warranting

further investigation despite no explicit alert being raised. Thus, the exceptional defense

strategy should be adopted in advance following the complete knowledge obtained from

inside the organisation
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• Global domain knowledge required: The organisation Y with limited number of ex-

perienced cyber professionals has to prioritise crucial alerts over a large volume of the

remaining security breaches to provide a prompt response. The selection is based on

prior knowledge and experience accumulated through the repeated alerts from historical

records. An appropriate response for the new attack requires an in-depth investigation of

the attacker’s characteristics. However, the attacker may change its behaviour over the time

of repeated activities. The level of expert knowledge is usually not increasing at the same

speed as the complexity of attacks in today’s digital environment. As a result, a critical

alert may not be given the required priority, leading to a delayed response and potential

escalation. Thus, knowledge obtained automatically from external sources is required to

stay up-to-date with increasingly sophisticated and dynamically changing cyber attacks.

Both examples show that comprehensive alert analysis requires domain knowledge from both local

and global. Expertise is required to reliably handle alarms, and integration with knowledge can

reduce false alarms [49]. False alarm rates are compromised with minimal expert intervention, so

similar knowledge needs to be modelled and incorporated into alerts to reduce human interaction.

1.2.3 Knowledge beyond security team is required for analysis

To properly assess the scale of the risk, the knowledge outside a cybersecurity department is

frequently required. A human interpretation of the knowledge and security analysis will be

needed to engage more staff from different departments to managed the security risk. As an

illustration, consider the examples below:

1. Security escalation required: A server of organisation X is used for temporary storage

and web testing, and is labelled as a non-critical host. Most of the alerts from that server

can be ignored unless a serious breach occurs. However, this financial year’s end of

season was particularly busy. The server was borrowed by the Finance Department as

a temporary server for financial reporting and budget planning. The server now holds

critical information, and the security level lifted accordingly, with all of the alerts closely

monitored. The information about the server transfer was not passed on to security team

though. However, the Finance Department staff have little or no expertise in cybersecurity.

A big security hole is left open to the potential attackers

2. Security exception required: Organisation Y repeatedly receives a high volume of

security breach alerts from an internal host. This is a typical symptom of attack, and the

security system blocks the host along with the related ports. Further investigation involving

staff from other departments reveals that the host is an experiment server used by the

development team. The host is located in the department A’s laboratory. The department is



Chapter1 11

testing game engines that have a cloud-end. Low-level communication between the local

host and cloud server is required, as is appropriate configuration with relevant security

exceptions.

In both examples, the alerts analysis requires knowledge from the security team and other

departments which cannot be modeled and integrated with the alert analysis. Either false alarms

could be triggered, or high-risk alerts could be neglected. Therefore, generally engaging more

staff from different departments is needed to solve the issues discussed in the examples. The

development of a shared understanding of cyber SA (currently restricted to cyber professionals)

is required.

1.2.4 Fraud transactions resemble normal transactions

Fraud detection is sometimes formulated as a binary classification issue in which users are

classified as frauds or non-frauds based on their transaction histories. Many fraud detection

algorithms and learning approaches have been suggested based on the grouping pattern of frauds.

Designing and evaluating these algorithms, on the other hand, is difficult [50]:

1. Transaction data include a large number of features characterising user activity, making it

difficult to choose the most relevant aspects of fraud patterns

2. The choice of feature sets and algorithms is highly influenced by the domains and scenarios

3. There are very few or no fraud labels for training or evaluation.

Usually, fraud can cause enormous financial losses [51]. For example, author in [52] discovered

32 instances with fraud losses ranging from 1,209 to 1.9 million. Meanwhile, a successful fraud

detection procedure necessitates the deployment of a suitable algorithm, selection of valuable

feature sets, and elimination of false positives. All of these procedures however, need the presence

of human specialists for visualisation which is an essential component of any effective fraud

detection system, and as long as the specialists are aware of the situation, visualisation may aid

in their decision-making.

Analysts’ knowledge is crucial in the fight against financial fraud because it enables them to detect

financial crime within an organisation by evaluating current data using their own experience and

abilities or through a comprehensive analytical report [53]. By building a model that allows for

the comprehensive identification of suspicious behaviour patterns while taking into consideration

the human component, fraud analysts may better understand transactions’ elements to discover

potential financial fraud instances.
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This study addresses the aforementioned research gap by investigating the research question:

How might explainable intelligence help SOC and CSIRT gain comprehension awareness,
particularly CCSA?

In prior research, automated CSA tools and models aiming to enhance the cognition of experts

have been proposed [54]. As defined by Endsley: “SA is the perception of the elements of the

environment within a volume of time and space, the comprehension of their meaning, and the

projection of their status in the near future”. As such, a SA system was designed to compile,

process and fuse data from several different perspectives [55]. However, existing CSA systems

have not been able to address the continually evolving cybersecurity challenges completely [54].

Although they are helpful, the cyber experts still have to digest vast volume of data to discover

hidden links and dependencies. They must perceive and work to elucidate awareness of the

network (CCSA), to develop knowledge, comprehension and execution of security response

actions [11].

The reporting tool was developed to enable real-time analysis for improving situational awareness

[37] .Unfortunately, there have been very few attempts to enhance the reporting techniques about

security incidents as the output of security management systems. The enriched report can help

human to understand better and easier with regards to human cognitive. Although integrate the

reporting into other systems, particularly safety reporting, was the main concern of some studies,

usage of the contextual data in a human-understandable format that improves the efficiency of

security decisions and CSA, have not been studied [56] . In [57], author investigated to address

how the SIEM use case can improve cyber SA. In this thesis, cyber security kill chain models

were proposed to interpret information by the SOC analyst consuming in case [57].

This study used explainable intelligence to interpret cyber data, including incident alerts created

by security tools and security logs from Windows, and then applied information from local and

global knowledge sources to enrich data to improve experts’ cognition. The findings demonstrated

how enriched context in human-readable formats could provide a thorough insight into potential

threats and incidents. Context is a dynamic grouping mechanism that encompasses instances

associated with a specific situation.

The extracted information must be properly represented in order to depict background behaviour

at run time. Story is the good candidate. Storytelling can be used as a knowledge representation

method to highlight the explicit and implicit information from data, and convert it into a human-

readable format [58]. According to Mackinaly et al. [59], “Data tells you what is happening.

Stories tell you why it matters”. A malware information as an example presented in data and

storytelling format in the following:

• Data: 5:05 PM 02/27/2019 -10.233.62.247- MALWARE-CNCOsx.Keylogger
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• Story: Alert at 5:05 PM on 02/27/2019 because of the connection to a suspicious site

10.233.62.247. The malicious site is MALWARE-CNCOsx.Keylogger, which is a spyware

program for Mac OS X that records keystrokes, may take screenshots.

Acquiring information and knowledge about why it matters shows a highly developed awareness

of appropriate sources for an investigation that have affected experienced experts. The story-

like technical reports are produced based on personal preference, which positively impacts

comprehension.

In this research various explainable intelligence models get logs, alerts, and transactions as inputs

and then make a story from them to aware SOC and CSIRT. The story-like technical reports are

produced based on personal preference, which positively impacts comprehension. Explainable

intelligence that analyses, integrates and translates cyber data into human-comprehensible stories

provide a holistic view of potential security breaches that improves incident management process.

The use of interpretability approaches (data into story) extract various forms of information

because it interpret data means to extract information from them [60] . So, it increases confidence

and protection in the decisions making process.

To support the exchange of security-related information and share lessons learned with affected

departments, external regulators, industry associations, or other professional bodies [36, 56],

shared awareness is required. To emphasise the importance of participatory reporting and gaining

shared-awareness by others inside the company that affected from the incident and its risk, the

second research question has been raised.

How can explainable intelligence help organisational members in the incident management
process gain situation awareness while ensuring the involvement of critical stakeholders?

Incident management process requires comprehensive information to support a decision-making

process. Organisations main challenges are 1/) security team do not have the capacity to handle

the volume of incidents; 2/) other affected departments are not aware of risks or incidents.

According to [30], involvement of other types of stakeholders such as managers, higher-level

decision makers, and non-expert users in the incident management process is missing. The

information collected through incident reporting to improve situation awareness for SOC and

CSIRT can be shared with other affected departments and also with higher-level decision makers.

Information exchange is vital to communicate the right information to the right people, such as

the asset owner. A consensus view of a number of individual views about a particular activity or

collection of activities is needed in multi-actor networks. When a security incident occurs, the

analyst must decide what happened and why it happened, however the response is contingent on

the organisation’s mutual SA capability. Shared SA settings involve several of the right people

trying to form a common picture [61].
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Various insights from a cyber-security incident report helps to focus and justify subsequent

investigations [56]. Most of the studies focused on the share security insights between different

stakeholders, who maybe be helpful to validate security threat analysis [56]. The main concern

of this research is to integrate information about the incident from different person who may

affected from it includes, risk owner or who has updated knowledge about it. For instance, an

asset owner who knows the importance of the asset which was under threats.

Knowledge graph is used to depict the context by use background information with more ability to

exchange the context. Therefore, people from different departments are able to update engaging

in the analytical process. As a result, in this study, the relationships between the cyber data and

relevant information from the local and global knowledge bases are visualised through a shared

understanding of CSA contextualisation with knowledge graph. I also implemented the visual

analytic process using the intelligence model with a knowledge graph to absorb a bigger volume

of information in a financial case since open data is demanded due to humans cooperating in

the analytical process to acquire insights, draw conclusions, and eventually make appropriate

decisions. As a result, money laundering analysts and other relevant parties can engage in the

process of detecting fraudulent transactions with full insight gained from the knowledge graph.

1.3 Clarifying the Terminology

1.3.1 Knowledge base

In this study, two main databases (local and global) to obtain contextual insight into an alert have

been used. In terms of completeness, internal sources and external sources are provided to enable

a sufficient level of comprehension.

The local knowledge base includes supplementary information that is internally processed, as

well as the raw data collected from security devices. The local knowledge base contains explicit

knowledge about the event. Implicit knowledge is added to the knowledge base by predefined

rules and procedures. The local knowledge base includes available information with the domain

knowledge of experts and the raw data collected from the security devices, such as: (1) a list of the

internal servers and hosts with the associated information, including domain name, administrator,

severity (low, medium, high), location and installed applications, (2) story templates, (3) rules for

analysis, (4) regular expressions, and (5) a list of keywords.

The global knowledge base contains supplementary information that is collected by external

companies and researchers, and is processed internally. The following information is included in

the global knowledge base. This list it is not exhaustive:
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(1) Whois command and additional information about the IP address and domain registrants

[62], (2) online scan engines such as Virus Total2 or Threat Miner3 that generate the “malicious”

labels for a given URL or file, (3) online open threat exchange repositories such as AlienVault 4,

Windows Defender Security Intelligence (WDSI) 5 and Symantec 6, (4) the Snort community

rule set and (5) intelligence threat feeds.

1.3.2 Event

In this document, the event is the status of the action that is recorded in the log by the monitoring

system.

1.3.3 Alert

The alert is a generated message when an abnormal event occurs [63]. The security devices

generate an alert when they observe that a part of an event specification matches their predefined

patterns [64]. The generated message (called an alert message in this thesis), provides a short

description for further analysis.

1.3.4 Cyber security incident

An unwanted or unforeseen cyber security event, or a sequence of such events, with a high

likelihood of compromising business operations [65]. In this study, cybersecurity incidents are

identified by aggregating and correlating various events and patterns defined on the SIEM device.

1.3.5 Report (incident report)

The report is a document that presents detailed information about the alert to help the analysts to

understand more about the abnormal events registered [66].

1.4 Thesis Outline

The structure of the thesis is as follows. Chapter 2 provides a literature review on the main

domains of this study where explainable intelligent models are used. The explainable model is

2https://www.virustotal.com/
3https://www.threatminer.org/
4https://otx.alienvault.com/pulse/
5https://www.microsoft.com/en-us/wdsi/threats
6https://www.symantec.com/security-center/a-z/
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most commonly used in cybersecurity, and the role of cognitive sciences (self and shared SA) in

cybersecurity is highlighted; however, the model is proposed and used in financial applications to

achieve SA. This chapter contains a research review on cyber incident management and fraud

detection. Finally, the chapter identifies research gaps in the literature.

Chapter 3 present the designed explainable intelligent model in cybersecurity management, with a

focus on interpreting logs as cyber data (input). This chapter demonstrates how logs are analysed

and presented in chains of events (storytelling) using the proposed intelligent model to gain

self and shared SA. This chapter provides a detailed description of the approach, methodology

and evaluation used in this study. The proposed explainable intelligence also was published in

Australasian Joint Conference on Artificial Intelligence conference [2].

Chapter 4 introduces the designed explainable intelligence model in cybersecurity management

which is used to interpret incidents resulting from cyber alerts (input). This chapter shows how

alerts are analysed and presented in a storytelling framework using the proposed intelligent model

to improve self-awareness. It also describes the approach, methodology and evaluation in detail.

In terms of evaluation, a real-world scenario was conducted with an empirical analysis, as well as

a survey analysis, with a comparison to reports generated by the Secureworks (external vendor’s

tool). The proposed explainable intelligence also was published in IEEE Access Journal [1]. The

survey design and evaluation after a revision is under review of Computers & Security Elsevier

Journal7.

Chapter 5 addresses how to achieve shared cyber SA through the use of the explainable intel-

ligence model proposed in the previous chapter. This chapter includes a visualisation model

(knowledge graph) that is used in conjunction with the storytelling framework to improve un-

derstanding by involving more people - achieving shared SA. The connection of this research to

broader debates in the incident management literature is also presented. The proposed intelligence

with the shared SA ability through the knowledge graph also was published in 24th International

Conference of Information Visualisation (IV) [3].

Chapter 6 demonstrates how the designed intelligence model can also be used for fraud detection,

transaction visualisation and awareness. To visualise a financial transaction, the knowledge graph

used in Chapter 5 is utilised. It aids in raising both self and shared awareness, as well as making

sense of the criminal behaviour hidden in particular scenarios. This chapter was prompted by the

designed explainable intelligence with shared SA capabilities, and its employment in not cyber

management (in fraud detection) is emphasised. The proposed model received first place in the

Hackathon competition8.

7N AfzaliSeresht, Y Miao, Q Liu. “The Empirical Analysis of Cognitive Load Reduction of the Security Incidents
Interpretation using Storytelling Approach: Questionnaire Survey and Analysis” Computers & Security - Journal -
Elsevier.

8Hackmakers DigitalDefence December 2020
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Chapter 7 concludes the dissertation by summarising the research background, research method,

and key contribution of this research project. The chapter also outlines directions for future

research and highlights the limitations of this study.



Chapter 2

Literature Review

This chapter presents a survey of the literature in the primary fields of this research, including

incident management and fraud detection where the generated explainable intelligent models will

be used. The goal of explainable intelligence is to minimise human cognition efforts during the

usage process (incident management or fraud detection). In order to attain self and shared SA,

the function of cognitive sciences in the analytical process is emphasised. This chapter offers a

review of the literature on cyber incident management, fraud detection and cognitive science in

order to identify research gaps.

Finally, contemporary technological options for assisting human analysis and reducing cognition

efforts will be divided into four categories: first, supervised/unsupervised detection approaches,

also known as black box methodology, which are simply temporally pattern-based solutions

used to integrate and synthesise data and trends. The second type of technique is visualisation,

which aids in the understanding of systems and allows them to change over time. To address

the lack of comprehensive analysis in the use of gathering all significant components, a third

analytical methodology is exchange formats. Finally, narrative analytics and explainable in-

telligece methodology was presented as an analytics capability that can help organisations in

developing a comprehensive analytical process for incident management or fraud detection, as

well as improving the detection or response process.

2.1 Cyber Incident Management

2.1.1 An overview of cyber security skills and deficiencies in cybersecurity incident
management

There are many individuals whose hard work has contributed to incident management research. It

is vital to review their roles and skills at the beginning of the literature review. Security Operation

18
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Centres (SOCs) and Security Incident Response Teams (CSIRT) are two of the most common

security operations. Although both provide cyber incident responses, they don’t have the same

goals or methods. A CSIRT is mainly responsible for operational and technology-centered tasks,

with the primary objective of facilitating organisational recovery to routine business operations [9].

Typically, SOC sets up for the first tier of analysis to do 24*7 monitoring, exploring, detection,

and response [45]. CSIRTs may work under SOCs or independently, depending on the needs

and size of the organisation. Depending on the demands of the enterprise, the CSIRT inside an

organisation may be a structured unit or an ad-hoc team. Threats are encountered on a regular

basis in sectors like health care, banking, or government, necessitating the creation of a formal,

full-time CSIRT.

As the brain of a security organisation, a SOC performs a variety of tasks to protect data, including

prevention, detection, incident management, reporting, and anything else that involves managing

and protecting data within the company. They’ll need some promotion skills and knowledge to

complete these tasks. They must, for example, have a basic understanding of network security and

security fundamentals, as well as the ability to ingest data from a variety of sources. The CSIRT

team, on the other hand, relies heavily on organisational, problem-solving, and communication

skills to carry out their duties. Since there is a strong lead in cyber defense activities based on

SOC analytic thinking, they are called cyber analysts or cyber professionals in this research.

According to the survey [67] conducted by the SANS Institute1 involving the observation of

various organisations over a two-year period, cybersecurity analysts mostly spend an average of

24 hours or less on detection after a compromising incident has occurred. Approximately 40% of

analysts require more than 24 hours, in some cases, 4-6 months to detect the initial compromise.

In their routine activities, they need to process vast amounts of information and combine data

from multiple sources to understand incident states. Security analysts require great concentration

and cognitive skills to undertake these activities and they can be affected by various factors [14]:

• High stress

• Low SA

• Limited experience

• Unstructured tasks

• Insufficient information in alert message produced in machine-friendly rather than human-

friendly format

• Non-standardised methodologies to identify and respond to attacks

1The SANS Institute is a private U.S. for-profit company founded in 1989 that specialises in information security,
cybersecurity training, and selling certificates.
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• Large amounts of data and information

• Uncertain and out of date sources of information

• Lack of performance metrics

• Lack of collaboration with different departments for shared SA knowledge

• Lack of visibility into insider behaviors.

For the prevention and identification of security threats in cyber infrastructures, many technical

solutions are currently available however, humans remain the weakest link in the security chain.

SOC and CSIRT must deal with issues relating to individuals and procedures in addition to those

arising from technology [14].

As cybersecurity incidents become more prevalent and affect organisations, it is critical that

organisations be able to investigate, track, monitor and respond to cybersecurity incidents in a

timely and cost-effective manner [9]. According to a review of the literature on cybersecurity

incident response, the goal of many organisations’ cybersecurity incident response approaches is

to invest in sophisticated prevention measures aimed at controlling identified risks rather than an

adaptive response mechanism to investigate and combat unknown dynamic and emerging risks

[68]. Recent commercial discussions also indicate that emerging methods have inherent flaws

when applied to real-world security incident responses [69, 70]. This is because the majority

of cybersecurity incident response methods are organised in a sequential plan-driven manner,

beginning with the planning process and ending with the identification of a cybersecurity incident.

This is followed by containment, which allows the malicious act to be eradicated and eventually,

lessons learnt are integrated into the next step of planning [71].

Despite the fact that the majority of the literature on cybersecurity incident response is concen-

trated on technological practices for implementing cybersecurity incident response capabilities

inside organisations, researchers have also discussed and found numerous flaws in existing

organisational cybersecurity incident response approaches. Some of these flaws include being

too linear, failing to provide adequate insight into the causes of the incident, failing to maximise

the advantages of digital forensic capabilities, and failing to represent the concurrent lifecycle of

real-world incident handling [68, 72–75].

The goal of many organisations’ cybersecurity strategies, according to [68], is to invest in

sophisticated preventive measures aimed at controlling known risks rather than an adaptive

response mechanism to examine and combat unknown dynamic and emerging risks. Organisations

that operate under the prevention model are better prepared to deal with static and predictable

cybersecurity threats, but they are more vulnerable to complex and unpredictable threats like

Advanced Persistent Threats (APTs).
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Tan et al. [74] investigated the reasons that led cybersecurity managers to refuse to investigate

security incidents. A highly controlled industry that penalises companies for security incidents,

a lack of advance planning, and an industrial focus on device recovery rather than incident

investigation were among these factors [74]. Tan et al. [74] also noted that the company in

their case study was unable to determine how the cyber-attack occurred and was unaware of the

advantages of prosecuting perpetrators related to security incidents. They also lacked a specific

understanding of what constitutes a cybersecurity incident.

Werlinger and his colleagues [75] looked at the cybersecurity incident response practices of

professionals from a variety of organisations and sectors, focusing on the socio-technical aspects2

of incident response in particular. They looked at the techniques used in cybersecurity incident

response and how they could be enhanced.

While various efforts, incident response tools and protocols may provide some support for the

incident response process [76], Werlinger and his colleagues [75] believe that tool support for

simulation should address not only the technical factors, but also include functionality that sup-

ports collaboration between different IT practitioners as they track simulations and evaluate their

consequences. As a multifaceted activity, security incident response necessitates a combination

of strong technical and communication abilities, as well as the ability to execute simulations

in distributed systems supervised by a variety of practitioners [75]. This response process

necessitated active participation from all of our participants as well as external stakeholders.

Participants utilised a variety of technologies to help them complete their objectives, and when

they didn’t have the necessary security tools, they created their own [75]. Furthermore, according

to [73], security forensic examiners, device managers, and cybersecurity incident handlers must

collaborate more closely so that all important stakeholders understand the need for reporting even

seemingly minor security issues.

2.1.2 Cybersecurity incident response process

Cybersecurity incident response is a continuous process of maintaining an adequate state of

security in the organisation facing attacks [14]. This process is vital for organisations because

there is always a security hole open for potential attacks, and organisations cannot prevent all

breaches. Security specialists must identify, investigate, respond to, and learn from potential

cybersecurity incidents in a timely and cost-effective manner in order to carry out the response

activity [9]. A correct prompt response to the potential threat can avoid potential escalation like

financial damage that impacts reputation and competitive advantage. Therefore, the primary

goal of a SOC or CSIRT is to minimise the effects of an incident that may negatively affect the

organisation along with managing a return to an acceptable security posture [9].
2Sociotechnical refers to the interrelatedness of social and technical aspects of an organisation or the society as a

whole.
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Existing solutions for generating data triage automatons, such as SIEMs, are designed to be reused

at different investigation stages, which facilitates the analysis and detection actions. However,

although numerous support tools come in a variety of implementations from machine learning

algorithms that automatically analyse the events and signal alerts for potential malicious activities,

the tools at their disposal are often specific to a particular data type [77]. Cyber analysts who

must undertake cross-data-source analysis have, in most cases, been a focal point in the design,

maintenance, and supervision of human-machine systems [44]. Although monitoring systems

help filter through millions of logged events and generate security alerts, final human assessment

is still part of the process. Cyber analysts must recognise and work to elucidate awareness of

the network (CCSA) to develop knowledge, comprehension and execution of security response

actions [11].

Cyber analysts use the available context for proactive decision support to enable them to make

a judgment as to whether an incoming alert is a real threat or a false positive (Human-in-the-

loop3). Aside from the mental challenges that come with making decisions based on human

experiences and beliefs, cyber network settings are continually changing. [15]. Cybersecurity

analysts, in coping with the fast-evolving threat landscape, follow complicated processes in their

investigations of potential threats to their network. They have to trace each event and find the

corresponding events to understand the symptoms and assumed the threat scenario that occurred.

A good understanding of threats is better compliant with security policies, extending this to

raise awareness and improve incident management processes [78]. Raising awareness helps

improve the incident management process [79]. While individual information security awareness

is important, it is not a satisfactory level for organisations. Most analysts rely on operational

reports from security devices. They are not comprehensive enough and contain meaningful

content about the incident, so the threat cannot be fully understood. In addition, it is recognised

that technical staff (such as SOC and CSIRT) are primarily involved in response and learning

activities. Nonetheless, other affected departments, units, and management play an important

role, especially in the case of serious incidents. de Souza et al. [80] have discovered that people

are the most important source of information when dealing with complex cases. But according to

a statement by the Information Security Manager in [81], sharing information, was one of the

most challenging parts of incident management. The need for communication and cooperation

particularly in the response phase is emphasised by Ahmad et al. in [81].

Several organisations, including the International Organisation for Standardisation [82] and

the National Institute of Standards and Technology [83], have issued recommendations on

cybersecurity incident investigation and recovery methods. Academic researchers have suggested

cybersecurity incident processes in addition to best practices [84]. These cybersecurity incident

response methods are based around a standard process, beginning with preparatory activities

3requires human interaction in the process.
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before an incident happens, followed by incident detection and review, followed by incident

containment which helps CSIRT to eliminate, recover and eventually provide input information

into the planning stage. As a result, incident response is an orchestrated mechanism for dealing

with and managing the consequences of a cybersecurity incident [9]. The primary objectives of

the incident response process are to quickly mitigate the impact of the attack, the time required to

recover from the attack, and develop countermeasures and instructions to aid in the prevention of

similar attacks in the future.

To address and manage the consequences of a cybersecurity event, CSIRT or SOC follow the

steps outlined below.

2.1.2.1 Preparation

This phase requires team preparation to be ready to handle a security incident in a timely and

cost-effective manner [85]. The cybersecurity team establishes policies, a response planstrategy, a

communication plan, and tools that can help mitigate any potential problems handling an incident

[9]. Another essential key element to have implemented in the preparation phase is to train the

organisation’s employees. Without training, the cybersecurity team and the organisation’s staff

are unsure of their roles in the cybersecurity processes and policies, and the process of incident

response handling could be a complete failure.

In LRZCSIRT [86], the roles, responsibilities, and tasks associated with incident response were

suggested as a plan for incident response. From the experience of LRZCSIRT, it is recommended

to clearly define the security incident so that it can be distinguished from other problems such as

configuration errors. Ahmad et al. [81] and Hove and Tårnes [87] also emphasised that defining

an impact assessment to determine how to handle an incident, is important in a plan.

Defining responsibility is very important, particularly in cases where IT has been outsourced [87].

For example, the response to high-impact incidents is coordinated by a High-impact SOC and

CSIRT, while other incidents are handled by a team more independent [81].

Raising awareness related to information security was considered as part of the plan in some

studies such as [87]. The study focused on raising end-user awareness of security issues [88, 89].

The focus of studies has been on raising end-user awareness of security issues [88, 89]. The

role of security manager awareness in reducing incidents was performed by researchers such as

Goodhue and Straub [90] and later by Straub and Welke [91]
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2.1.2.2 Detection and reporting

In this phase, the CSIRT or SOC deals with detecting the cyber alert and determining whether

it is indeed a false positive or an actual incident. To determine whether an event is an incident,

particular steps are required to gather evidence (IOC) from various sources [85].

The analysts use open-source or public cyber threat intelligence (CTI) to collect IOC. Open-

source threat intelligence management tools such as Collaborative Research Into Threats (CRITs)

and the Malware Information Sharing Platform (MISP) for dynamic analysis require the execution

of the software.

Although studies focused on manual or automatic approaches such as [92] and [87], the role of

users in detecting and reporting suspicious activities (as the main focus of this research) has been

done by others such as [93] and [79]. For example, in [93] not only the internal user role but also

the external participation to obtain information about an incident that has occurred is emphasised

to complete understanding of the true scope of the incident. According to Jaatun et al. [94] and

Werlinger et al. [75] more communication between stakeholders is necessary.

A cybersecurity analyst from the response team considers both sides of a potential cyber incident

and focuses on important links in their chain of reasoning. Making a judgment on a cyber

incident from an alert is probabilistic in nature because the evidence is always incomplete, usually

inconclusive, frequently ambiguous, commonly dissonant, and has various degrees of believability.

The CSIRT should also prepare a document detailing the incident (incident report). Reports

must document everything accomplished by concentrating on answering the Who, What, Where,

Why and How questions regarding the events that have occurred [85]. The questions constitute

a formula to determine whether a report gives a complete picture on a subject to facilitate any

necessary decision making on the subject. A comprehensive incident report provides information

related to these factors to prove judgments that require human analysis.

2.1.2.3 Assessment and decision

This phase, also called the containment phase, is intended to limit the damage and prevent any

further damage. To accomplish this objective, cybersecurity policies are assessed and adjusted

by the incident team, and the organisation’s networks are reconfigured after making a system

back-up and temporarily fixing the affected system to make sure that normal business operations

continue without interruption [9].

Assessment may need to work with an external organization to verify that the incident actually

occurred [79]. In addition, it requires specialised knowledge and knowledge of the normal state

of the system [79]. Similarly, tracking the cause of anomalies often required specific technical
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expertise and knowledge of attack patterns. so it was considered useful to work with other experts

who may provide a new perspective. For example, to assess an incident on the computer X that

may affect data Y, the owners of X and Y, have a view of whether the data has changed, the

Incident Response Team can investigate any failure paths or symptoms, and managers must be

involved in the recovery decision-making process. In a study by Werlinger et al. [75] some

organisations stated that the potential cost of the incident was communicated to the manager and

the manager decided whether to continue.

2.1.2.4 Eradication

In the eradication phase, the CSIRT cleans, removes or re-images systems. In other words, the

incident team knows where the threat is so they are required to remove the threats or a piece of

malware and clean the compromised assets. Their work depends on what that situation is and

what is left in a compromised computer. Sometimes the task of cleaning requires a complete

re-imaging to ensure that any malicious content was deleted and to prevent re-infection.

Metzger et al. (2011) Provide more insight into the types of responses that CSIRTs normally

perform. Ahmadetal. (2012) Emphasise the need for communication and cooperation during

the Eradication phase. The challenge reported in [86, 87, 95], is the lack of sufficient staff with

the expertise to thoroughly investigate the chain of evidence. In some cases, the organization

requests a third party [87, 92].

2.1.2.5 Recovery

To avoid further assaults, the compromised assets and services are returned to regular functioning

during the recovery phase. Recovery also involves restarting the vulnerable production systems

to prevent additional attacks. To guarantee that all of the affected systems are back in working

order, the incident response team must test, check and track comprised systems. Finally, they

must monitor the system and servers for a set period of time.

2.1.2.6 Lessons learnt

According to a study by [94], it was considered important to learn from the incident. However, the

organisation actually found it difficult. The learning phase is important in incident management

that can bring many benefits such as: providing security personnel with up-to-date information

on current threats, who may obtain new ideas for resolving difficult incidents, and involves

discussing the incident management process and it is potential for improvement of the incident

management process and its activities [75, 86, 87]. This phase aims to conduct a retrospective of
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the incident by completing any documentation after the conclusion of the incident. The incident

response team should prepare full incident documentation that will help to prevent such incidents

further. The documentation helps investigate the incident, understand Who was involved? What
happened? When did it happen? Where did it happen? Why did it happen? How did it happen?

And to understand whether anything could enhance the incident management processes.

The CSIRT develops measures that include adjusting security policies or any other future plans

that will be used as training materials for new team members or as a benchmark.

2.1.3 Cybersecurity risk management

Organisations are like big biological units, and the challenge today is that every organisation is

being bombarded by increasingly sophisticated threats. The attack surface that those threats are

trying to exploit is increasing dramatically because of the rate of integrating new and disruptive

technologies such as clouds and IoT4. The critical objective of protecting enterprises’ assets and

services from threats is how to build security inside these new disruptive technology platforms

that they are adapting, while managing the legacy systems. Organisations need to have processes

for addressing all of the new cyber risks that are coming out today. So, they are looking for

protection processes by combining technologies, strategies and user education that can provide

better diagnostics to protect their assets and services [9].

In particular, cybersecurity risk management is a continuous process that encompasses three

processes (risk assessment, risk mitigation, and evaluation and assessment) to help organisations

tackle the many security challenges they face on a daily basis [96]. These processes support

risk-based decisions and improved cybersecurity, reducing costs related to managing security risk,

and improving the overall cybersecurity posture. According to Humphreys [97], a risk cannot

be properly managed unless it is thoroughly understood. Organisations use the cybersecurity

risk assessment process to identify their assets and assess the impact and likelihood of a threat

occurrence to provide a more rigorous management approach [9].

Despite the value of updating threat feeds to avoid zero-day attacks and strengthen the organisa-

tion’s defense, it is important to identify local assets and their vulnerabilities as local information

is important to ensuring a valid risk assessment and threat response. Risk assessment involves

three factors: the importance of the assets at risk, how critical the threat is, and how vulnerable

the system is to that threat. This risk is calculated based on the Likelihood = threat ranking

× asset attractiveness × remaining vulnerabilities, which is a countermeasure determination

[98]. A review monitoring and reporting on the risk assessment are fundamental to choosing the

most appropriate risk treatment options for effective cybersecurity. In other words, conducting a

4Internet of things
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risk assessment enables enterprises to identify assets, threats and vulnerabilities in order to make

informed decisions about which controls to use.

2.1.3.1 Analysis of cybersecurity risk management

Several studies have been conducted to show how the cybersecurity risk assessment process

is done in practice. They are classified into three categories. The first group focuses on the

organisations that whose assets are occasionally exposed [68, 99, 100]. The second group of

literature focuses on organisations that consider the costs of risk as part of the business budget

[101–104].

A review of these studies highlights the lack of security awareness and that security executives lack

holistic security knowledge. The results imply that important security data are not gathered in the

current decision-making processes, and the risk is not estimated. Cybersecurity risk management

is not a distinct entity separate from other corporate processes; rather, it is a vital part of operating

a modern business and assists an enterprise in gaining and maintaining a strategic edge over its

business rivals. Typically, organisations do not have mature cybersecurity capabilities, and they

are not incorporating risk assessment into other business processes. Attempts found in [105–107]

helped businesses by proposing integrating risk assessment as part of management.

While standard cybersecurity solutions such as building stronger antivirus applications and

firewalls to resolve cybersecurity risks and threats are still essential, they are no longer adequate.

A comprehensive approach to cybersecurity risk management is expected across the entire

organisation, including supply chains, networks and the broader environment. As a result,

organisations must elevate cybersecurity risk management from a mid-level functional role to the

boardroom and top management where strategic decisions are made.

Baskerville et al. in [68] state that the goal of several enterprises’ cybersecurity risk management

policy is to invest in advanced proactive controls aimed at mitigating proven threats, rather than

in a sophisticated solution mechanism to counter uncertain complicated and emerging threats. As

a result of implementing a prevention-focused approach, companies are well prepared to deal

with static and predictable cybersecurity risks. They are, however, more vulnerable to dynamic

and complex cybersecurity threats such as APTs [68]. Risk-driven and control-centered security

management mechanisms have proved to be very useful in the static prevention of predictable

attacks, but they are not well suited to complex response to unexpected threats such as APTs. In

addition to building advanced response capabilities, organisations must make a radical structural

change in which they leverage both preventive and response modes to their benefit as part of

their cybersecurity risk management approach. Baskerville et al. [68] also advocated for the

advancement of modern processes in cybersecurity environments that face comprehensive and

sophisticated threats.
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Even though organisations are aware of the importance of risk assessment, the cyber analyst

still plays a vital role in assessing risks and identifying potential threats and vulnerabilities.

Therefore, this thesis pays considerable attention to assisting cyber analyst capability that may

help organisations achieve their business objectives.

2.2 Fraud Detection

Most financial transactions, such as utilising a credit card system, a telecommunication system,

or a healthcare insurance system, may now be completed via electronic commerce systems as a

result of the increased usage of computer technology and the continual expansion of businesses

[108]. Unfortunately, both legitimate users and fraudsters use these platforms. Furthermore,

fraudsters use a variety of methods to break into electronic commerce networks. Concept drift,

support for real-time detection, skewed distribution, massive amounts of data and other challenges

impede the effectiveness of fraud detection systems [108].

Many different types of studies have used various fraud detection techniques to conduct explo-

ration, discovery and analysis. The majority of proposed detection solutions are supervised

methods that use patterns to distinguish between known fraudulent and non-fraudulent trans-

actions [109]; however, these methods rely on labels of fraudulent transactions in historical

databases – information that is most often scarce or non-existent [110]. Fraud is very complex

and constantly changes, so the supervised methods learned from samples that are not precise.

Unsupervised methods that do not use prior information but are able to detect changes in behavior

or unusual transactions are more interesting [110] however, transparency is required to increase

the trustworthiness of these methods. In other words, the transactions and associated accounts

must first be visualised before being investigated by analytical methods for fraudulent behaviour.

Furthermore, the complexity of financial data necessitates the use of visual analytics which

focuses on dealing with dynamic, heterogeneous and massive amounts of data, and is integrated

with human judgement [111].

To analyse financial data, a great deal of research has gone into proposing advanced visualisation

and interaction techniques. Visualisation refers to technologies that enable users to ‘see’ infor-

mation to help them better understand and contextualise it [112]. FinanceVis [113] is a browser

tool for searching papers related to financial data visualisation that contains more than 85 papers

[114]. Furthermore, various surveys are presented to review the approaches to financial data

exploration, such those conducted by Sugahn et al. or Roger in [114, 115].

The [115] is a survey exploring financial data in general. Despite reviewing many event detections

in financial business, the fraud detection approach was not covered. The main highlight of this

survey is its support to researchers who need to design and develop better systems to reach
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dedicated goals. The [114] is a survey that studied 40 visual analytical approaches by focusing

on fraud detection. The similarities and differences of fraud detection tasks and approaches in

financial domains are highlighted. It looked at a variety of financial market tasks that have a lot in

common with other domains. The most popular visualisation techniques are listed in this survey

[114], and graphs (called node-link in the survey) are second most popular, after line plots. A

graph is a node-links diagram used to analyse trading networks based on their behaviour.

When large entity-relationship datasets are visualised in a graph, some scalability problems such

as visibility, usability and a high degree of nodes are likely to appear [114]. However, to be

enabled to examine this massive, multi-dimensional, multi-source, time-varying information

stream of datasets that change over the time, visualisation analytics is an ideal candidate. The

importance of interactivity is emphasised in order to make proper progress in the visualised

analysis process and to solve the challenges [116] - an interactive graphical analysis with queries

to investigate the relationships [117]

In general, early approaches focused on providing interactive features rather than interpretation

that generates meaningful and human-readable explanations from graphs [118]. The current

approaches were proposed for automatic fraud detection. The approaches were designed from

traditional anomaly detection to the latest deep learning models [119]. One of the difficulties

in applying complex fraud detection models is that there is no easy way to explain how these

methods work and how the model makes decisions [119]. There is no easy way to assess

the predictive thinking of complex machine learning models and deep neural networks. For

applications, in particular, providing effective interpretations for analysts is paramount and a

regulatory requirement in many application domains. The generation of the communication

graph and scenario-matching approach proposed in the explainable intelligence used in financial

transactions, Chapter 6, are primarily concerned with this interpretation and transparency feature.

2.3 Cognitive Science

Philosophy, psychology, artificial intelligence, neurology, linguistics, and anthropology are

all part of the multidisciplinary study of the mind and intellect known as cognitive science.

Cognitive science’s conceptual roots may be traced back to the mid-1950s, when academics

from many disciplines began to construct theories of mind based on sophisticated representations

and computational methods [120]. Paul Thagard’s book [120], provides an introduction to this

interdisciplinary field for readers who come to the subject from a variety of backgrounds and are

looking for an integrated view of the achievements of cognitive science’s various fields.

With the multiplicity of perspectives and methodologies that researchers from many areas bring

to the study of mind and intelligence, cognitive science has unifying theoretical principles. The
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nature of human knowledge has been explained via attempts to comprehend the mind and its

activity [121]. Computational models of how individuals react in trials can be used to integrate

psychology with artificial intelligence. Multiple techniques are the greatest way to comprehend

the intricacy of human thought, especially when people are acting and detecting in complex

settings like cyberspace or the financial landscape. Over the last decade, computer systems that

detect, infer and act based on a deep understanding about human cognition’s capabilities and

limits have received a lot of attention.

In the cyber domain, cognitive science refers to the integration of human thinking into context to

improve understanding, reasoning, and analysis that address cyber defence issues [122]. Mahony

et al. [123] Presents the results of cognitive task analysis by subject area experts to clarify

the design requirements of cyber situational awareness tools [123]. The cognitive aspects of

situational awareness are related to the ability of humans to understand the technical implications

and draw conclusions to make informed decisions. Therefore, cognitively, it is interesting to

measure the degree to which human decision-makers are aware of the situation [32].

2.3.1 Cybersecurity situation awareness (CSA)

In prior research, automated CSA tools and models which aim to enhance experts’ cognition have

been proposed [124, 125]. As such, situation awareness systems have been designed to combine

data from multiple sources to comprehend threat states [55]. The majority of existing research on

CSA has not addressed the continuously evolving cybersecurity challenges well. Despite being

helpful, security experts still have to digest vast volumes of data and discover the hidden links

and dependencies, as a self-awareness [14].

D’Amico and colleagues [38] proposed perception, comprehension and projection as the main

phases of cyber analysis aligned with SA. They demand substantial cognitive energy from a cyber

analyst, such as decision-making, problem-solving and judgment [11]. In part, CTA reflects the

goals of awareness when analysts comprehend the network’s state and predict the future state of

the network.

As stated in Chapter 1 CCSA [11] is defined as a new label-human awareness of the network for

defense performance, which is different from the data fusion concepts, emphasising enhancing

the SA of the human in cyber operations [11]. Despite the high levels of uncertainty and highly

dynamic environments, an alternative to reducing this cognition limitation is a cognitive CSA

system.

A CCSA system is defined as a system emphasising the use of cognition to make sense of the

current situation and make decisions in real-time, and includes the term self-awareness and shared
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awareness. Additionally, cyberdata investigation is improved through the better contextualisation

of CSA and helps to establish an understandable common ground among human beings.

2.3.1.1 Self-Awareness

Some literature has focused on analysing the cognition of computer systems. This literature

borrowed the term self-awareness from the field of psychology by adapting it to computer systems

where systems generate knowledge about themselves and the environment in which they operate

[126, 127]. In the field of cybersecurity, cognition solutions are expected to enhance human

capacities in perception, comprehension and projection, which are part of human learning [14].

Self-awareness occurs in the re-construction of an incident, where an individual is in a complex

reality but has enough understanding of the whole of the incident. Self-awareness is interpreted

as an ability to obtain knowledge about the incident based on internal and external events [128].

The individual must then comprehend the situation (enabled by skills, training, competence and

culture, automated tools, structural factors, situational factors etc.). Self-situational perception

emerges during the construction of a conceptual model while a human is immersed in a dynamic

world (rarely has a complete understanding of the system) and is limited by obstacles (language,

lack of knowledge, etc.) [129].

The identifier of the incident will need to know the type of incident (what), the source (who), and

the target (how, why) as well as time and location information. Hence, a story about an incident

that occurs is crucial to empowering SA to make the correct decision as a response [61].

Self-SA is necessary because a clear understanding of the incident is required in order to make

the correct decision. The expert will have to project the incident’s consequences into the future.

A person’s internal heuristics are used to create a logical map of the event, which must then

be communicated through a preliminary report [129]. This stage is critical since inadequate

information can lead to bad decisions, but too much information can be overwhelming. End-

users, for example, may be unable to determine the cause and target of an event and must rely on

subjective judgement. However, with the help of additional enablers such as situational, structural

and automated resources, the goal of self-SA is to allow the person to define, comprehend and

project.

I highlighted instances for explaining of SA, in the context of this research, security logs, cyber

alerts, and financial events.

• Self-awareness can be gained through logs when an individual recognises what the logs’

relationships depict as a suspicious pattern. For example, numerous failed logins, followed

by successful logins, followed by the creation of a user, can warn the analyst to the situation
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• A cyber alert has already discovered malicious relationships: when a suspicious behaviour

is carried out, a self-SA here obtains further information about the malicious activity,

including what happened, who was involved, and so on, in order to understand why and

how it occurred

• Many dollars are traded and documented in the context of financial events. Self-SA

is obtained when an analyst can determine the relationship between the sender and the

receiver, as well as whether the amount is reasonable or malicious, based on previous

records and personal knowledge.

2.3.1.2 Shared-Awareness

Shared awareness involves all key role players (managers, asset-owner, end-users, etc.), including

the response teams and analysts. Shared understanding, trust, coordination, common ground

and commitment through the incident management process or fraud detection are positive conse-

quences [61]. Interaction, visualisation, synchronisation and sense-making are key components

of the process. Instead of being sequential, these core elements can be cyclic. Interaction involves

the exchange of incident-related information in order to construct a common conceptual model of

the situation through the use of communication methods. According to Franke and Brynielsson

[32], the human-computer interaction may also be used to explain the cause of the event in order

to gain a better explanation of the situation. The benefits of cyber-information sharing cannot be

achieved unless a large number of parties engage.

Synchronisation is the process of bringing together people’s mental models in order to achieve a

shared interpretation of an event. In order to act on the details, sense-making entails developing

a common interpretation of the collected data. Before experts can look into the future, they

must first make sense of the situation. This will entail planning and scheduling tools as well as

decision-making aids. Intelligent systems that automatically fuse vast data into concise meanings,

process meanings, achieve observations and theories, access intuition, and present knowledge in

meaningful ways can all be used to make sense [130]. Sense-making aids in the selection of the

most appropriate frame from a variety of options. A frame is a mental model that detects gaps and

predicts outcomes. The final and essential part is shared reporting, which informs the members

of the full scope of the incident. Elements of sense-making by storytelling and interaction and

visualisation through a knowledge graph create a shared model of the situation in more depth that

will be used to understand the basis of the incident.

The use of graphic tools to map the incident is known as visualisation. Visualisation is an

important part of SSA. For example, visualising big data graphs or cognitive task analyses may

aid in the formation of a shared mental model. The co-operative exchange of knowledge between

humans is important to an effective incident management process. Even a single contribution,
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a new indicator or observation by an actor, can raise the whole community’s knowledge and

security.

I highlighted instances for explaining of shared SA, in the context of this research, security logs,

cyber alerts, and financial events.

• Logs from various users, systems, components, and other sources are combined in a system

for further analysis. The expert who analyses the logs in order to achieve self-awareness of

what they are truly saying may or may not have sufficient knowledge of others to whom

the logs belong. In an ideal state of SSA, all entities have access to the shared information

and can act on it. For example, if a log shows a server was shut down for a period of time,

the server owner is the only one who can prove whether the shutdown was intentional or

unintentional. As a result, the owner should be included in the investigation to determine

the right course of action

• Finding the relevant people from an alert investigation is easier than finding them from

logs, because what is a compromised asset, where the incident occurred, and who owns the

riskare usually provided in alert, or an analyst located them through a self-SA process. So,

shared SA will be realised if the alarm can be shared with the owner of the threat risk, or

the unit that owns the victim asset, so that they may be more engaged in the investigation

• • Shared SA can be valuable in financial events as there are a lot of hidden goals in

transactions that an analyst isn’t aware of. For example, one unit may validate any event’s

supply claim, while another unit may not. When one of the members of the unit to whom

the transactions belong engages in fraud detection analysis, the relationship between

transactions and where the money was actually paid becomes clear. As a result, shared SA

will be obtained, making it easy to respond to detected factual behaviors.

2.3.1.3 Contextual Situation Awareness

Contextual awareness improves asynchronous awareness notions by explicitly including context

information. Context-aware systems gather context data and adapt their behaviour accordingly

[131]. Mechanisms for promoting awareness are based on observations made by supported

collaborative working contexts. There are various contextual models that a content-aware system

is designed based on it; The contextual models are classified into: Key/value, markup schema,

graphical, object oriented, logic base, and ontology base [131].

The ontology-based model is popular and, according to [131] survey, has four main characteristics:

simplicity, flexibility and accessibility, generosity, and expressiveness. Defining ontology is a

common approach for finding the links to rich background knowledge. Examples of this approach
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are Nimbalkar et al. [132], Chabot et al. [133], and Bonatti et al. [134]. They offer vocabularies

for logs to leverage the linked data representation of vulnerable databases. Ontology engineering

approaches, on the other hand, are more rooted in machine interpretation-based approaches to

supplement existing detection techniques. The existing approaches are not evolved in the verbose

textual description of individual events and linked relations between occurrences from the locality.

Furthermore, the various types of information required to deal with cybersecurity issues are

not typically proposed in a single ontology. Even while the proposed techniques are beneficial

in terms of giving a more diverse range of data, a critical component is overlooked. People’s

capacity to understand actions within a given context is based on more than just the amount of

information provided [135].

These approaches have been developed without providing a verbose textual description to interpret

the individual events and linked relations between the events from a locality. Furthermore, various

types of required information to cope with cybersecurity issues are not typically proposed in a

single ontology. Providing the link between the evidence in the logs and the results in the report is

not automatically and technically addressed. As a result, several studies have sought to pay more

attention to the design of the reasoning module with the capability to trace the row information.

Arasteh [136] proposed a model by labeling the term into a tree by expressing formulas of the

logic. An association rule mining and automated planning approach was proposed by Khan and

Parkinson [137]. The authors presented an activity plan with pre-defined status and actions to

assist in the reasoning behind events’ correlation.

This study’s models for explainable intelligence is very similar to the ontology-based model,

focusing on expressiveness instead of the fixed and non-verbal ontology.

2.4 Technologies to Support Analysis - Enhancing Cognitive Abili-
ties

Technological solutions could integrate and synthesise information with the goal of reducing

human interactions in the data analysis process and enhancing cognitive abilities. These solutions

are divided into four: black box, visualisation, structured and narrative. In this section, the

examples of the works falling within each group will be briefly introduced.

2.4.1 Black Box

The current analytical technologies that help analysts began with supervised/unsupervised de-

tection methods is known as the black box methodology. To distinguish between normal and

abnormal (malicious or fraud) activities, the results are usually presented in a boolean format.
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They typically rely on temporally pattern-based solutions to integrate and synthesise data, and

they frequently fail with time as there is no explanation of their internal structure to justify how

and why the analytical process works. Furthermore, real-world data is frequently auto-correlated,

and its classes are not evenly distributed. It is also difficult to discover data that has been labelled.

For instance, abnormal activity was recognised by the application of various machine learning

techniques including Naive Bayes, K-Nearest Neighbours, and Support Vector Machines to high

volumes of logs by Muggler et al. [42]. Bertero et al. [138] used NLP as a feature extraction

tool in some classification algorithms to mine more precise information from log files and detect

anomalies more effectively.

Some studies attempted to leverage more knowledge rather than focusing exclusively on boolean

outcomes (normal or abnormal). As a result, they proposed analysing data based on predetermined

criteria in order to comprehend. As a consequence, in order to better understand the mechanism,

they have proposed analysing data using specific preset criteria. Tuor et al. [139] used a neural

network to remove certain user characteristics such as roles and attributes. The results are used to

predict the next function vector in order to identify insider attacks in an organisation early.

The black box method is often considered to be untrustworthy as there is insufficient reasoning

about the situation and label assignment. As an example, a company simulates cyber attacks

by a penetration test. Such activity should not be labelled as abnormal as an authorised person

performed it. Given no explanation, how can vulnerability scanning operations be differentiated

from real-world attacks? Without sufficient SA from data presentation, actual attacks could be

mistakenly disregarded by an expert.

2.4.2 Visualisation

A significant body of literature has already sought to involve human supervision in the data

analysis process with the use of visualisation techniques [140]. The use of visualisation as a

presenting approach aids human cognition and aids in the detection of possible problems [141].

In the work by Xu et al. [142], for example, a decision tree (as a level of analytic presentation)

was utilised to show how the system chooses whether to give a normal or abnormal label to a log

record. As in the previous example, certain visualisation approaches are relatively simple and

restricted by specified criteria which do not provide a full perspective.

A graph is another presentation that Aharon et al. [143] utilised to show the state of system

behaviour. In their work, based on the clustering method, the graph depicts distinct groups

of log messages together with their labels (normal process or failure process). It is easier to

analyse important information and data about an event when messages are clustered together. For
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example, all logs recorded from multiple devices associated with a specific user may be shown in

a cluster.

The financial landscape has taken a keen interest in AI and machine learning solutions based

on graph computing ideas. For the future of fraud and financial crime detection, graphing and

developing adaptive solutions present appealing possibilities. However, incorporating graph-

based solutions into financial transaction processing systems has revealed many challenges and

issues.

Graphs have natural advantages when it comes to representing cyber events or financial transaction

data. Companies, individuals, accounts, fund transfers, locations, devices, and other financial or

non-financial data are frequently represented by nodes and edges. However, graphs require lots

of cognition effort to be digested by analysts. Although clustering comparable messages on the

graph is beneficial, it does not give more explanation as to why the messages belong to the same

category.

Grouping events or transactions with the addition of search features(query-based form) provides

more valuable information for analysis. Samii and Koh [4] considered more aspects of events by

providing a search capability in an interactive query-based system. The information was displayed

on an interactive visual interface from a high-level view to the original log files. In [144], Li

and colleagues suggested a system to handle multiple forms of event logs by giving a simple

approach to analyse them. The statistical data from the logs was extracted and displayed on a

dashboard where the user could interact with the data through queries. Although an interactive

dynamic query-based form has been provided to aid in the investigation of further information

about an event, it is limited to particular graphical features, making it impossible for analysts

to provide a comprehensive analytical understanding. For example, if the HTTP post method

is not considered a design feature for searching in the interface or dashboard, an expert cannot

search all connections with it. By considering more design features, a high level of knowledge

and specialist training are required to understand what should be searched, and what should be

expected from the results.

The proposed interactive visual interface by Samii and Koh [4] is demonstrated in Figure 2.1.

As Figure 2.1 shows, the nodes in clusters in the visual interface are not easy to understand,

especially for someone who is not trained well. Furthermore, the options for searching through

logs are designed to a limited specification, making them incomplete.

As previously said, visualising events and offering search capabilities was not an understandable

insight strategy for delivering a comprehensive view of occurrences. Certain visualisation

techniques are simple and limited by predetermined criteria so they don’t provide a complete

picture. Azodi et al. [145] attempted to address the issue by identifying attack pathways and

displaying them in a way that provides additional information. To gain a better picture of the
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FIGURE 2.1: Interactive visual interface for analysing logs, proposed by Samii and and Koh [4].

attack’s progress, events connected to an alert were found using regular expressions. A graph

depicted attack pathways, and a connection demonstrated correlation between different attacks.

Although the visual graph has more design features and information about the connections

between sources and destinations, it lacks the necessary details and explanations for instant

inference. For example, the graph may show a suspicious link between the organisation’s inner

server and an external web site however, it does not specify which functionalities were used over

this connection, such as the HTTP method. Overall, the existing visualisation interfaces do not

provide enough information to distinguish between normal and malicious connections, making it

difficult for a cyber specialist to be fully aware of the situation.

2.4.2.1 Knowledge Graph

There has recently been a tendency to use background information, which may be represented as

a knowledge graph [146], to better comprehend an entity’s semantic connections. Knowledge

graph applications have grown increasingly popular in recent years, with notable achievements in

a variety of data-driven applications [147]. For several decades, knowledge graphs have been

widely explored and used for information processing and organisation. Ontologies or semantical

graphs are the names given to the earliest knowledge graphs.

With the emergence of big data and, in particular, the Google search engine, they have grown into

sophisticated graph databases that represent many characteristics and the relationships between

entities [148]. Visual question answering and connection extraction have been accomplished

using knowledge graphs [148]. The model’s ultimate output can be influenced by the structure of

the knowledge graph (in a comprehensive model that humans better understand and require less

cognitive effort). In the context of ambiguity, the use of AI to find the nearest entities in semantic

knowledge graphs is useful, and can shape the output model to be more intelligent.

A knowledge graph is a data structure capable of modelling both real-world concepts and their

relationships [149]. It is described as a graph to semantic knowledge. Each node in the knowledge
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graph represents a real-world concept, whereas each edge represents the relationship between two

concepts [147]. Crowdsourcing or automated extraction from online data or knowledge bases

are generally required to create large-scale knowledge graphs. Once they detected an event or

transaction, objects are mapped to knowledge graphs, and their connections to each other may be

understood [148]. When two concepts have a high degree of semantic consistency, it is typically

assumed that they are tightly connected in the same event or transaction [147].

Knowledge graphs act in a similar, though distinct, way to the human brain. They reflect the

knowledge domain as well as the relationships that exist between entities [148]. Knowledge

graphs have become popular for storing and organising massive volumes of data such as logs and

transactions. Other approaches to store external knowledge in ways that allow for the calculation

of semantical distances between items, in addition to knowledge graphs, are possible. These

techniques can be used independently or in combination to increase awareness and comprehension

of cyber incidents or financial activities.

Knowledge graphs may be stored in any type of back end, from files to relational databases to

document stores. However, because they are graphs, it makes sense to store them in a graph

database. This simplifies storage and retrieval considerably as graph databases have specialised

structures, APIs, and query languages designed specifically for graphs. Furthermore, many graph

databases provide much more than a data storage facility. They include graph analytics methods,

visualisation capabilities, machine learning features and development environments. They have

progressed from databases to platforms.

2.4.3 Structure and format of sourcing logs

Numerous studies have attempted to change the log structure into a rich format to improve

understanding. Nimbalkar et al. [132] translated log files and added semantics keywords. The

results are demonstrated in the semantic RDF linked data which is a machine interpretable

representation. For cyber analysts, the lack of concept definitions and their relationships is one

of the possible drawbacks of machine-readable formats. Furthermore, the representation format

(machine-readable) is particularly challenging for non-experts who do not have time for training

to interpret the data. To summarise, RDF as a structured data format is highly machine-readable,

but it is not regarded a viable choice for human reporting and analysis. Machine-readable formats

not only make it difficult to bring about self-cyber awareness, but they also make it difficult to

achieve shared awareness when they are exchanged across incident management partners.

Despite the fact that much research has been conducted in the field of incident management and

response in recent years, only a few researchers have concentrated on the data structures and

processes for the sharing of security incident information. In incident management, information

exchange formats were highlighted to enhance knowledge of every single participant to address
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the lack of comprehensive analysis in the use of gathering all significant aspects [5]. Two famous

formats for exchanging information are Structured Threat Information eXpression (STIX) [150]

and Incident Object Description and Exchange Format (IODEF) [151]. STIX is focused mostly

on cyber threat intelligence from a holistic perspective, and IODEF is concentrated on attackers’

and defenders’ information. They are created for various purposes [152], and their machine-

readable format makes it extremely challenging to understand the components and the relations

between them.

An in-depth analysis of the STIX contains representations for a wide range of elements. The

root components of an incident are covered by incident and indication objects. The threat actor

object, which can be traced to single events or attack campaigns, describes the attacker variable.

It includes basic characteristics as well as details about the attacker’s current personality and

goals [5]. Objectives are represented as a mixture of the underlying intent and the desired result,

backed up by a metric of estimating the degree of complexity of the attacker. While STIX does

not demonstrate any direct representation of an attack object, it does provide representations for

all specified attack components. The representations for 286 object properties and data types are

possible with STIX [153]. STIX has a high machine-readability due to its extensive material

coverage and sparse use of free-text properties. However, because of its intrinsic ambiguity, it

has drawbacks in terms of human readability. As previously said, STIX has simple frameworks

and distinct entity representations for events, markers and related object entities. As a result,

depending on the usage case, it has a very limited propensity for unclear representations [5].

On review of the IODEF in depth, there is little need of the intended indicator items. IODEF

includes various objects for representing threats which are specifically merged into the base object

incident. The use of objects, which allows for the exact specification of network nodes, processes

and utilities, allows for the description of operation behaviour as well as the determination of the

impacted target. IODEF has an entity mechanism for expressing attack strategies and techniques,

as well as basic information about the exploited vulnerability. [5]. IODEF offers implementations

for 99 object properties and datatypes [153], resulting in slightly poorer content coverage than

STIX formats. For communicating additional incident detail, IODEF heavily relies on free-text

representations [5]. This dramatically reduces machine-readability capabilities while increasing

human-readability. IODEF provides overlapping components of identical interpretations such as

incident and event data [154]. As a result, it has uncertainty issues with format semantics.

X-ARF [155] is the only human-readable exchange format proposed. X-ARF is an approach to

structured data representation that relies on a straightforward implementation and hence offers

very limited functionality. It requires simple attack information as well as information about

the attacker to be represented. Details regarding defense steps and indicator components are

not provided [5]. Due to its slight sophistication, X-ARF only has very limited functionality

for an automatic sharing of security information, as well as poor system readability. This, on
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the other hand, results in excellent human readability. X-ARF is a basic format that can only

exchange limited types of malicious alerts via an email. The email contains limited information

such as alert description, alert category, and initial information about the attack and attacker

[156]. The exchange formats transfer alert messages to a new structure and add descriptions to

enrich it. Therefore, the main aim of them is sharing the alert message, not interpreting the alert

message and providing more evidence for improved understanding. Furthermore, because of the

low degree of ambiguity, there is a very low risk for unclear representations.

A comparative analysis of the most important incident reporting formats by providing an overview

of the weaknesses and strengths results of them is done in [5]. Menges and Pernul [5] during

their investigation discovered a table that shows the various degrees of criteria for each exchange

format. Based on the table, there are not any exchange format with degree of fulfilment for the

defining criteria, especially human-readability has the low level of attention among the exchange

formats. The proposed table is shown in Figure 2.2.

FIGURE 2.2: Analysis of incident reporting formats based on Menges and Pernul’s comparison
[5].
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2.4.4 Narrative analytics

The narrative analytic methodology was introduced as a powerful capability that can assist

organisations in developing a dynamic analytical process. A great deal of effort has gone into

describing incidents and their elements in incident management [157, 158]. However, neither the

potential partnerships across incident reporting formats nor the requisite changes for this method

of use, have been discussed. Similarly, various representations of an event detection mechanism

have been proposed. Incident prevention and response [159, 160], and computer forensics works

[161, 162] are the key sources of certain recommendations.

While narrative activity is a sense-making process rather than a finished product [163], a narrative

explanation can be a good candidate in analysis facilitation. Currently, no efforts have been made

to assist cybersecurity analysts or financial auditors through the use of the narrative framework

as a presentation format. Wu et al. [58] proposed a data-driven storytelling system for the

improvement of social connections. The system transformed sensor data from IoT devices of

elder’s conditions for their loved ones in order to support a social connection between an alone

elder and his/her family. Raw data was mapped to semantically meaningful variables through

a GoalNet, and the dynamic storylines were generated based on a set of curiosity rules. Wu,

et al. [58] only provided one level of explanation in their output results to attract the adult

children’s attention. Although the system could not explain the details of the elder’s conditions

and referred to a triggered sensor as evidence, they believed they reached their aims to captivate

the adult children’s attention. Their attempts to raise awareness through a common ground of

understanding are both motivating and beneficial, but they are unrelated to cyber data.

A multi-level story derived from a cyber alert message can be a novel approach to assisting the

analytical process in cybersecurity. It can also be applied to other domains easily. For example,

explaining various financial transactions in criminal domains. Simple concepts in sequential

sentences can be organised to discern where the events are heading. It is easier for human

beings to identify correlations of events in the log files or financial transactions when they are

modelled using a storytelling design [164]. Recently, technology has progressed in the direction

of transparency, revealing more information about the situation and attempting to to analyse data

automatically. As a result, using a storytelling framework is a good option for meeting current

demand.

While the idea of generating story by machine is not new, the domain in which it is applied is. As

an example, robot language generation or automated journalism is the recent accomplishment of

current investigations which can be found in [165–168] and reviewed on the potential level of

descriptions by Caswell and Dörr [169]. Automated journalism refers to the process of using

software or algorithms from natural language generation (NLG) technology to automatically

generate certain routine writing tasks within news. The obvious use of automated journalism is
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the writing of routine sports and financial news. An example of an earning report is shown in

Figure 2.3, which is an Associated Press report that was published shortly after Apple released

its quarterly figures in January 2015.

FIGURE 2.3: Example of a descriptive quarterly earnings report generated automatically for the
Associated Press by Zacks Investment Research data [5]

The lack of data required for application is the most significant obstacle to the development of

automated journalism. In terms of the specific data inputs to an NLG platform, the representation

handles new characteristics of an event [169]. For an instance, data has been extracted through

a search by regular expression techniques from a particular website which contains enough

information about technologies and customised by the tags based on the personal preference in

[168].
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Journalism is also applied based to event-driven stories. This approach, while still experimental,

has become more practical through the availability of libraries of event, ontology and knowledge

graphs [169] ] in newsrooms. However, automated journalism is mostly confined to relatively

short texts in limited domains [169].

This study looks into a number of aspects of the event detection process, particularly incident

management and fraud detection. Basic features, on the other hand, that allow a detection

system to better prepare materials for any information exchange are not presented in the current

approaches.

Although the narrative technique has not been employed for cyber data or financial transactions

analysis, it will be studied from several angles to establish its applicability to the cyber security

and fraud detection arena.

2.4.5 Explainable Intelligence

In incident management, security tools like SIEM help detect, integrate anomalies, and correlate

vulnerabilities and threats. Common approaches used in incident management are mainly based

on expert knowledge that has made decisions based on the results of cyber tools [170]. Decisions

were made as a result of observations collected from cyber tools and subsequent analyses

were performed based on their outputs [29]. However, cyber analysts are potentially unable to

understand and interact with the output required by tools’ context [171]. Since explainability

uncovers various aspects to enhance understanding of environments, explainable AI methods that

amplify human intelligence, support this need [170, 171].

Early studies on explainable AI (XAI) focused on providing explanations of expert decisions

in rule-based and logic-based AI systems, without addressing the current AI methods that are

not quantitative in nature [172–175]. More recent studies of XAI are agents-based that used the

Markov decision process, which can be helpful to make the decision based on different situations

[176–178] Agent-based XAI was the first attempt to develop algorithms for automatically gen-

erating explanations with Markov [179]. Transparency has become a very interesting area for

researchers, especially in decision-making [180–182]. Various researchers are trying to make

decision-making more transparent. For example, Si and Zhu [183] proposed the ANDOR tree as

an interpretable model. Shih et al. [184] described the ML process using a Bayesian network.

Most of the research focus is on making AI processes more transparent so that humans can

understand what is happening in the ML system. This idea was mainly highlighted when DARPA

created an explainable AI program in 2016 [185]. Examples are recommender systems for image

recognition [181, 186, 187] and AI playing video games [188, 189]. The level of transparency of
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ML algorithms, especially neural networks, addresses the need to explain the decisions behind

the model [171]. This allows people to easily change the model based on their goals.

In the cyber arena, explainable intelligence research is still the first step of evaluation to support

human cognition through transparent data. For example, in a recent study, Eric and Ning [171]

proposed an XAI-driven virtual agent as junior cyber analysts analysed and presented available

data on vulnerabilities and incidents related to the target system, with the ability to answer human

questions. The agent is a recommender system that transparent data, which helps analysts to

better understand incidents, vulnerabilities, and threats.

2.5 Summary

This chapter discussed incident management and fraud detection as applications under consid-

eration for determining the role humans play in their processes, providing background on the

key areas of this thesis. Briefly reviewing human capabilities in a SOC or CSIRT, cybersecurity

incident response processes based on risk management factors, and analysis of cybersecurity

incident management and fraud detection deficiencies are just a few examples. The findings of

this chapter’s literature review highlight the unavoidable role of humans in incident management

and fraud detection processes.

In addition, I discussed the research into cognitive science, specifically self, shared, and contextual

SA, and their implications for analysts. The findings showed that SA tools improve security

analysts’ knowledge, comprehension and execution of security response actions, allowing them

to take action in less time and with greater efficiently. Because the thesis goal is to highlight

the role of SA in humans in application domains, I brought these two reviews (applications and

cognitive science) together to highlight the research gap.

The findings of a literature review of current technology solutions for supporting human analysis

and assisting in the reduction of cognition efforts revealed that narrative is a good choice for use as

the principal technology in the intended explainable intelligence. Narrative analytics technology

was introduced as an analytics framework that may assist organisations in developing a dynamic

analytical process in their complex and dynamic environments, such as incident management and

fraud detection, in order to improve the detection or reaction process. The created explainable

intelligence proposed in this work is described in depth in the following chapters.
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Explainable Intelligence to Interpret
Logs - Self and Shared Situation
Awareness

Huge volumes of events are logged by monitoring systems. Given the vast volume of records,

analysts do not inspect or trace the log files until an incident occurs, which leaves a hole open for

potential security breaches. Moreover, the large-scale and machine-friendly format of log files

provides tremendous opportunity for task automation in order to reduce the burden on currently

scarce cybersecurity professionals. Also, to adequately evaluate the situation and initiate the

appropriate response, an extensive domain knowledge and experience is often required. Although

numerous algorithms have been proposed to process potentially risky alerts, manual verification

still needs to be performed to reduce the overwhelming number of false positives. What is more,

event analysis out-of-context, i.e., without correlation with other events, proves not only limited,

but oftentimes misleading.

This chapter discusses the proposed designed explainable intelligence to interpret logs that achieve

both self and shared SA by providing a contextual background for comprehensive cybersecurity

log analysis through innovative storytelling. The explainable intelligence model presents a

sequence of events that are discovered automatically from the log file, along with details of

subjects and objects to address based on the eventID, effectively reducing cognitive burden and

manual analysis through context enrichment. As a result, analysts were learning and becoming

more self-aware in the situation, particularly the incident. Because events are presented in a

human-readable format, the chain of events presented in the storytelling framework makes sense

for other participants in an investigation. As a result, shared SA is also achieved.

45
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3.1 Introduction

Numerous activities take place in a computer system on a daily basis - applications start, firewall

updates, user logs in, etc. As a result, millions of activities are recorded in computer system logs.

Event logs, or simply logs, are machine-generated records to report sequences of events occurred

during operations, and are in the form of text-entries [190]. The monitoring and reporting of

events are classified to two main groups: Network logsfor network traffics, i,e, firewall logs and

Host logs for operating system or user activities, i,e. Windows security log events. Network logs

are typically investigated to that show attempts have occurred, and host logs are used to learn

more about an application, services and processes involved in an attempt to determine how an

event occurred. In other words, the network logs record what happened and by whom, whereas

the host logs detail how they happened. For example, a company that has captured network traffic

may investigate a source port that is connected to a destination port, but the application or service

that opened this port will be addressed in the host logs.

Logs are usually intended for security and diagnostic purposes. Their data can be extremely

useful in system audits and forensic investigations. When monitoring systems generate alerts, the

event logs are the first place analysts look. The log file contains rich information including when

the problem occurred, what applications were running, and which application might have caused

the problem. Until an incident happens, analysts do not audit or trace the log files which record

the most critical occurrences. This leaves a security gap that can be exploited. Furthermore,

the large-scale and machine-friendly structure of log data opens up a lot of potential for work

automation, which may help to relieve the pressure on currently scarce cybersecurity specialists.

Human analysis is a tedious and inaccurate task given the vast volume of log files that are stored

in a machine-friendly format. Furthermore, the analysts have to derive the context for an incident

using their prior knowledge in order to fully understand what happened and initiate appropriate

actions. The human verification of filtered data is required to justify events with minimal false

positives. However, what seems to be missing from filtered data is the detailed and relevant

knowledge to adequately evaluate the situation and initiate the appropriate response: the extensive

domain knowledge and experience that is often required.

Given the complexity of modern systems and cyber attacks, algorithms have not been able

to apply sufficient context to data, or contain enough intelligence to understand why certain

classifications are important. Furthermore, there is no existing benchmark data, where a normal

or malicious label is assigned to a log record. As an example, when a large number of files is

deleted from the system, it can be considered either normal or malicious behaviour, based on

whether the files were deleted by an owner or malware, respectively. Thus, human beings have to

be involved in the analysis process to determine the relationship between the events. Furthermore,
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event analysis performed in isolation, i.e., without regard for the context of other events, is not

only limited, but frequently misleading.

The designed intelligence for self and shared SA in security event analysis for interpreting logs

is proposed in this chapter. I propose a Log-Chain-Driven Storytelling Model (LDSM) as an

explainable intelligence model for identifying periodic temporal associations with timestamps, as

well as a conceptual model that provides context for comprehensive cybersecurity log analysis in

an innovative storytelling fashion. The model is utilised to discover the relationships between

events that persist for some duration of time. Since time plays an important role when representing

the knowledge of events, the model is developed to recognise the events within the variation of

the association rules over time.

In recent years, many studies have presented convincing arguments that time plays an important

role in identifying knowledge of temporal data because data typically contains time stamping

[191]. The timestamp is the most important part of a log because it conveys information about

what happened in logs. In many scenarios, logging into a server after work hours is suspicious

activity however, it is normal if it occurs during work hours. Only time can transmit knowledge.

Retrieving knowledge from the log file by considering the time is also a very important factor for

computer forensics investigations to reconstruct past events and find the relation between them

[133]. Digital evidence is based on computer activities, however log files provide only a portion

of the story [192]. Thus, analysts use software tools for demonstrating the activities through

the timeline and compare them with other discoveries. Interesting events often occur within a

specific period, therefore the time aspect is a very important factor in log file analysis [191].

On the technological side, mining is the most prevalent method for extracting information from

logs and determining events’ interconnections [137]. The sequence of events from log files is

filtered out automatically and presented in a storytelling format. Storytelling is a novel analysis

representation method that can highlight the semantic and implied information from log files

and convert it into a human-readable format [58]. For automated sequential event discovery, the

apriori-like algorithm for temporal pattern mining is used. The mining algorithm proposed in this

study is similar to the one applied by Khan and Parkinson [137]. Our focus, however, is different.

Although Khan and Parkinson [137] used timespan to determine the ordering of event sequences,

it was not considered in the mining process for frequent item set. As a result, only the activities

that appear multiple times in the log files are identified as frequent patterns, leaving out the

activities with a short lifespan. Furthermore, the algorithm proposed in [137] deals with different

unresolved conflicts by chaining events, which is addressed in this model. The approach proposed

by Mahanta et al [193], on the other hand, takes into account time for retrieving partially periodic

patterns, however the algorithm has only been tested in the market-basket problem [194]. Their

approach is being used for security events. The proposed model mines the interesting events

within the observed period and produces chains of sequential events by extending the apriori-like
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algorithm. Through appropriate context enrichment, the interpretation of sequential event chains

in a storytelling format, as a novel approach, is presented.

LDSM automatically interprets security logs by using appropriate context enrichment which

improves cognition and makes it easier for experts to understand - self SA about logs has been

achieved. The model’s short narratives specify which subjects and objects must be addressed

based on the eventID, effectively reducing the cognitive load associated with manual analysis. As

a result, the story design model for security events contextualised interpretation is the chapter’s

main contribution, as it reduces human effort in identifying relevant relationships between events.

As a result, potential risk incidents can be identified and exposed quickly, effectively preventing

further escalation and reducing serious security risks, and giving security analysts a unified

perspective that promotes comprehension and improves SA. Equipping security analysts with a

cohesive viewpoint promotes understanding and improves situational cybersecurity awareness. It

can also be beneficial to involve more individuals, such as analysts, IT support, asset owners and

managers, in order to understand what happened among the massive volumes of logs and obtained

SSA. The experimental results show the potential and benefits of the proposed storytelling model

based on security logs, as demonstrated by three real-world case studies on the Windows platform.

3.2 Log-Chain-Driven Storytelling Model (LDSM)

The LDSM is a proposed explainable intelligence model for processing cyber logs that consists of

four individual layers and main procedures, as shown in Figure 3.1. The first three layers process

the logs and generate a short story which was explained in the paper [2]. Regular expressions

are used to obtain both implicit and explicit properties from a log record. In the form of plain

text, a short statement describing each event is used as the label for the generated vector from

the properties. An apriority-like algorithm based on temporal pattern mining is used to find

sequential events automatically. In other words, the interesting activities within the observed time

are mined and modeled into chains of sequential events using an extension of the apriori-like

algorithm in the LDSM. Furthermore, the text label is used to parse the sequential event chains

in natural language by suitable context enrichment. Because the chain may contain more than

one event, a chain of statements describing the most related occurrence is generated; like a short

story. The final layer, Enrichment and Story, improves the output-short story by providing the

object and subject of sentences, making it more human-readable. The following are the details of

each layer, including primary purpose and associated steps:
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FIGURE 3.1: Overview of the Log-Chain-Driven Storytelling Model made of four layers (beige
boxes) and operation procedures (white boxes). The Enrichment and Story layer represents final

output multi-levels story (purple boxes) based on time intervals

3.2.1 Pre-processing layer

In this layer, the properties from the log file are extracted and stored in four tables: Entry, Date

and Time, EventIDs, and Short Description. Let L={EventID, Date and Time, P1,P2,. . . ,Pn}
be a log record from a Windows log file, where EventID and Date and Time are the record’s

numeric event type IDs and the date and time of recording, respectively. Pi is the event property
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symbol. Microsoft has defined the common properties of the Windows event log. The property

Pi can be considered as an explicit field such as “User”, or can be an implicit property which is

embedded in an explicit property. For example, the “Error-code” from the “Message” property

in the Windows security events is an implicit property. Both implicit and explicit properties

are retrieved from the log record using regular expressions and deliminator lists. The message

properties comprise the details of the logs that determine the subject and object of the events such

as Logon ID, Object Name, Account Name, and Object type. Each event is described in a single

sentence in plain text style. In the Windows platforms, the text is named “Short-Description” and

is part of the message property (implicit property that is extracted from the message property and

stored in the “Short Description” table). A list of the security event descriptions based on the

eventIDs can be found in [6].

The Entry table comprises a set of properties which are intended to be a set of items for temporal

association mining. A log record is separated into four sets with purposing to store in separated

tables; L= {EventID, Date and Time, Entry, Short-Description}. Objects in the Entry table

starting with pt1 and ending with ptm , are log record properties. Each log record corresponds to a

transaction with a unique identifier (EventID) and timestamp (Date and Time). Let T=t1, t2,. . . ,

tm be a sequence of timestamps where t1 < t2 < ... < tm. The tables are arranged in ascending

order of timestamps. This means that the Nth record in the Entry table occurs at timestamp x in

the Nth record of the “Date and Time” table, with a corresponding eventID in the Nth record of

the EventIDs table, and that the definition of this event can be found in the Nth record of the Short

Description table.

3.2.2 Frequent item set mining with a timestamp layer

It is simple to apply an association mining technique to discover co-occurred properties of log

records by defining the log records based on the market-basket problem [194]. The properties

that co-occur are associated with the relevant events and describe what is happening.

An apriori-like algorithm is a suitable candidate to discover temporal patterns in interval-based

data. Apriori was the first algorithm to enable value-based pruning in order to avoid an exponential

increase in the number of potential item sets. A support (support (X)) is defined as the proportion

of event log properties that contain both X and Y. It is also known as the probability P ( X ∪
Y). As the name of the algorithm shows, the main idea of the apriori algorithm is based on the

inductive theory. Given an item set ABCD, they would first examine its subgroups ABC, AB,

and so on. In other words, if X ⊏ Y, then it can be concluded that the support(X) ⩽ support(Y).

It means that if k-length item set could not be recognised as satisfying the pattern, there is no

need to check any m-length item set, where m > k [195].
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The work of Mahanta et al. was the main source of inspiration for the periodic mining item

set [193]. The local frequent set, according to Mahanta et al. [193], is a collection of item sets

that are frequent in a certain period. The gap between the present time and the last-seen time

of appearance of a given item set is validated using a threshold. If the gap is more than the

threshold, it shows that the most recent time was the end of the previous local frequent set, and

the present time is the beginning of the next (next set). The frequency of items in each local set

is checked by minSupport. In other words, the local sets for each candidate are defined if the

candidate is repeated more than the minSupport times from start to end of the corresponding

time interval. If the transaction’s timestamp fits inside the interval, it is placed in [Ti,Tj]. The

N[Ti,Tj] represents the number of transactions that took place within the time interval [Ti,Tj],

and the N(x)[Ti,Tj] represents the number of transactions that contained item set x. The following

formula is used to calculate the support of a local item set: 3.1 3.1:

support(x)([Ti,Tj]) =

∣∣∣N(x)[Ti,Tj]

∣∣∣∣∣∣N[Ti,Tj]

∣∣∣ (3.1)

In each local frequent set, the amount of support is computed. The item sets could show up in

many local frequent sets. As a result, item set x’s support is determined by averaging the local

support amounts, where each local support is bigger than the minSupport. Every k-length item set

is created and recorded as an array. The set of candidates extracted is typically referred to as CK,

where C stands for candidate and K stands for sequence length. If the average of local supports

exceeds the minSupport, the item set is added to the selected candidates’ sub-sequences (LK).

CK for K > 1 is pruned by dropping the candidates if their item set was not found in the previous

LK. All of the time intervals of item set x, when x occurs frequently (more than minSupport), are

saved in an array [193].

“An association rule is an expression of the form x ⇒ y, where x and y are item sets and x∩y =∅,”

according to [196]. To extract meaningful and intelligible patterns from a database, association

rules are built from the observed frequent item sets. The rules of association differed between the

research. The support of each association rule is defined as follows using the Equation 3.2:

support(x ⇒ y)([Tp,Tq]) =

∣∣∣N(x,y)[Tp,Tq]

∣∣∣∣∣∣N[Tp,Tq]

∣∣∣ (3.2)

Where N(x,y) is the number of transactions in the time interval that contain both x and y, and

the time interval [Tp,Tq] shows the intersection time of item sets x and y. A sub-sequence called

“consequence” is taken from each LK in order to generate the association rules. If the item set

from the LK is referred to as a “frequence”, then the association is defined as AR = freq-cons ⇒
cons, and the time interval for each is determined using the Equation 3.3, based on the TP array.
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Time(AR) = T P[ f req− cons]∩T P[cons] (3.3)

A confidence value is assigned to each association rule. The ratio between the number of

transactions that contain x and y and the number of transactions that contain x determines the

confidence of an association rule x ⇒ y. Given that x is present in a transaction, the confidence

provides the conditional probability of finding y in that transaction. The confidence is estimated

using the Equation 3.4 Confidence AR based on the support values by defining an AR rule.

Con f idenceARTime(AR) =
Support( f req)

Support( f req− cons)
(3.4)

If the confidence in the time period exceeds the user-defined minConf, an association rule is valid.

The candidate has high confidence after utilising the timestamp and identifying in local frequent

sets. It indicates that the timestamps aid in the selection and validation of candidates prior to the

threshold being applied.

3.2.3 Event rules and description layer

The main concept of this layer is based on our efforts, which are detailed in [2]. The association

rules define the event-based rules. Each log record (here L) has an eventID that corresponds to

the Entry and is used to build the item sets. To create event-based rules, item sets are replaced

with the corresponding eventID. The algorithm 1 shows how to find the log record that contains

all of the properties from the item sets x and y separately.

Algorithm 1 Conversion of association rules to event-based rules.
1: x ⇒ y is an association-rule
2: for x and y in association-rule do
3: Item1=x

4: Item2=y

5: for Each item do ▷ Search Item in log record
6: SearchEvents(item,evenTime,time(association-rule))

7: if item is found then
8: if evenTime in interval time(association-rule) then
9: return eventID

10: end if
11: end if
12: end for
13: end for
14: LH=list of eventIDs for item1 ▷ Each item can belong to more than an eventID
15: RH=list of eventIDs for item2
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The corresponding eventID to the property that occurred during the Time (AR) is searched from

the eventID table because each association rule’s property refers to a periodic time (AR). As a

result, EventRules are replaced by the properties of association rules. “4717, 4425 ⇒ 4797,4426”,

for example. Because the properties of association rules can appear in multiple records with

different eventIDs, a set of eventIDs is replaced in the rule’s “Left Side” and “Right Side” (left

and right side of the ⇒). While the searching and retrieving of eventIDs are based on time, the

appearance sequence of the eventIDs in the time order table shows the series of occurrences. As

a result, by considering the series from left to right, the chain of events from each event rule is

generated.

The model of events that is used has a significant impact on awareness. Finding correlations

of events in log files is easier for humans when a story (chains of events) is generated from

discovered events. Because creating a story necessitates the generation of annotations, the short

description property is used. Although the short description property interprets the main action

(not subject or object), it is useful for users who want to follow the event sequence. A chain of

subsequence events is translated into a story when each eventID is mapped to its corresponding

short description. While the ordered sequence is kept in the chain and transplantation is done in

that order, no loops or conflicts with the same source occur.

As Figure 3.2 shows, an example event chain includes 5 eventIDs (with loop), and the story is

generated based on the sequence order without conflicts. Because the order of eventIDs is the

same as their appearance in the chain, only the “⇒” symbol indicates the direction between two

sequential eventIDs. Each event is translated to its own description by looking up the Windows

guideline, which contains the eventID and its short description property. Table 3.1 displays a

snapshot of the eventID, short description and explanation gathered from the online source [6].

Analysts and forensic investigators can obtain a more comprehensive perspective of security

occurrences with this story.

After detecting an event in the logging data, it is critical to annotate it with metadata in order

to assist administrators and experts with prompt incident analysis. Events can be linked to

background knowledge as a brief description of the event by lifting raw log data and modelling

their context. To interpret the context, Windows Logs stores the annotation metadata within the

message property. The corresponding description to each eventID is discovered in the Short

Description table and replaced in the event chain. As a result, event chains are translated in order

to interpret the meaning of events from an unstructured log.

The story from the log files is chucked to M levels, according to Equation 3.5, where M is the

number of levels that are determined based on the number of association rules (N), and the
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Event chain {4717,4625,4688,4797, 4625}
Event by ordered symbol: 4717 ⇒ 4625 ⇒ 4688 ⇒ 4797 ⇒ 4625
Lookup the table for finding the short description for each eventID

Generate the story:
system security access was granted to an account ⇒ an account failed to log on ⇒ A new
process has been created ⇒
An attempt was made to query the existence of a blank password for an account ⇒ an
account failed to log on

Story after using the Template:
From Time x to y (if each event occurred exactly 1 second after the previous one ) time is
equal to [AR]:

• system security access was granted to an account

• an account failed to log on

• a new process has been created,

• an attempt was made to query the existence of a blank password for an accounts

• an account failed to log on

FIGURE 3.2: Translation of the chain of events into a story

TABLE 3.1: Snapshot of mapping of eventIDs to their descriptions according to [6]

Event ID Short Description Explanation

4717 System security access was granted to
an account

This event documents the grant of logon rights
such as “Access this computer from the network”
or “Logon as a service”.

4625 An account failed to log on It documents each and every failed attempt to lo-
gon to the local computer regardless of logon type,
location of the user or type of account.

4688 A new process has been created It documents each program that is executed, who
the program ran as and the process that started this
process.

4797 An attempt was made to query the exis-
tence of a blank password for an account

this event at least included the process that made
the request

interval time threshold that is considered for finding the local set of each item set.

M =
N[associationrules]

threshold[interval]
(3.5)

For Equation 3.5, it is assumed that each event in the log file occurred one second after the

previous event. As a result, the story of each local set is explained on a single level. The first line

of each level indicates the beginning and end of the story’s time period. It enables analysts to

make a more informed and timely decision about an incident reported by monitoring systems by
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referring to the appropriate story level. Each level’s story provides more information about what

happened during that time period. The sequence of the most important events, chosen based on

frequent item set mining, will be shown in a human-readable format.

3.2.4 Enrichment and story layer

The main foundation of this layer is how to make a more comprehensive semantically annotated

extracted description. The short description is often a single general sentence that does not refer

to the events’ objects and/or subjects. Semantic metadata can be used to fill in gaps in event

meaning. Through the conceptual model, I represent the essential semantic metadata containing

the required subject or object for an event annotation. This layer is divided into three stages, each

of which is used to filter relevant semantic data:

• The first stage looks for appropriate background context (relevant fields of eventID) to

express the heterogeneous log data and enrich the descriptions. The information provided

in [6] presents necessary appropriate properties to determine which subjects or objects

must be addressed based on each eventID. Randy Franklin Smith is a highly trusted subject

matter expert on the Windows security log that published UltimateWindowsSecurity.com

(UWS) [6]. UWS spent years reverse engineering the events in the security log and isolating

the arcane patterns to filter out the noise and mine the real gold that the Windows security

log has to offer.

The knowledge provided in [6] is a key principle in the design of our event ID-based

conceptual model. The proposed conceptual model divides the requirement concept into

specialised properties linked to the eventID and derived from [6]. As a result of mapping

the conceptual model to log files, values of the mapped properties were taken from the logs

and filled the absent meaning in the short description. Generic Classes (G) are formally

defined, and the corresponding properties for each of them are defined in the Requirement

Fields (RF). Generic classes are used to represent properties and event categories (Subject

and Object) in general. Requirement Fields are G’s detailed properties that are used to

present the G’s associated properties:

– Definition 1 (Class of ’G’): A generic properties class refers to properties that can

be included in a “Short Description”. In other words, the Generic properties Class,

denoted by main words, abstracts a meaning from an event

– Definition 2 (‘RF’): A Requirement Fields are G class properties (i.e. specific

properties) that refer to event behaviour by providing event requirements fields on

the logs.
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Figure 3.3 shows how the proposed conceptual model’s design is based on the necessary

appropriate properties from UWS [6] for the eventID 6663. “Subject”, “Process”, “Access”,

“Object”, “Account”, “Network”,“Logon”, “Group”, “Cryptography”, “Key File”, “Mem-

ber”, “Service”, “Transaction”, “AuditPolicy”, “Handle”, and “Task” are the 16 generic

classes (blue boxes) that our proposed conceptual model used to retrieve the requirement

knowledge for various eventIDs. Then, to complete the list of requirement properties, RF

properties (purple boxes) are created. Because I intend to use only valuable properties

(those whose values are extracted from logs) to convey meaningful concepts, properties

with constant values have a zero weight of meaning and are, thus, ignored. In other words,

RF is only built with variable values, for example. As shown in Figure 3.3, although

“Object Server” by referring to the UWS [6] is introduced as a requirement field under

the G class, “Object”, it contains the constant value “Security”, which has no meaningful

concept. As a result, the Rf for “Object” has no properties relevant to the object server.

FIGURE 3.3: Conceptual model based on the Generic and RF classes by the extracted attributes
from the external source [6]

• The second stage searches the conceptual model for matched properties that appear in the

short description; then creates a map between the RFs and the corresponding properties

from logs for extracting RF values. Based on the short description, corresponding properties

from logs are recognised to achieve the goal of this stage. This task requires specifying a
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section of a sentence as individual words. Each word mentioned in a given short description

is linked to the entities in a given conceptual model (Generic classes). In the Generic

classes, a short description may have one or more matching entities. For example, in the

short description of eventID 4625, “An account failed to logon”, two words, “account” and

“logon”, are linked to the Generic classes’ “Account” and “logon” entities.

The second level of linking entails connecting RF properties to log properties (from the

Entry Table). This task requires a mapping between the RF’s entire properties under the

matched Generic entity and the event’s corresponding properties in the Entry table. The

extracted values of RF properties can improve the description’s quality

• The third stage replaces the values of the corresponding properties from the Entry table in

the chain of descriptions with the matched entities from the Generic classes. As previously

stated, each Generic class has its own sub-properties (RF), the values of which are searched

through the Entry table (in the same event record) to enrich the description.

For example, consider the short description of eventID 4663, “An attempt was made to

access an object”, where Object is replaced with the values of the RF properties “Object

Type” and “Object Name” from the corresponding record of the Entry table.

The detailed storytelling that is developed might be used to guide future actions in reaction

to an incident or to raise awareness about what occurred.

3.3 Evaluation

In this section, I evaluate the Log-Chain-Driven Storytelling model using two empirical studies.

The proposed model is compared to the model introduced by Khan and Parkinson [137], which

I call “StoryPlan” in the first experiment. Although the authors did not refer to their proposal

output as a human-readable story from the log file, they did refer to it as action plans, however,

because the action plans are extracted from predefined statuses and actions, it is reasonable to

assume that it is similar to a StoryPlan, providing a level of understanding and representing

the log file knowledge. As a result, in order to make the comparison fair, I added a translation

procedure (translation in Layer 3) to their model. The added procedure can translate a chain of

events into descriptions, and the descriptions of the outputs can be compared based on a specific

event being revealed from logs.

The LDSM’s capacity to depict malware behaviours is proved in the second empirical trial.

Through the proposed conceptual model (Layer 4) to describe the events among the logs, the

chain of descriptions as output is supplemented to the needs of the objects and subjects.

In both steps of the experiment, I conducted an empirical analysis by launching Microsoft

Windows Server 2012 R2 Base-64-bit instances on the Amazon Web Server (AWS). The security
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TABLE 3.2: The details of process steps for three main types of activities which are used in
scenarios in empirical analysis

Process Steps
Type 1 2 3

Install & Run Export 2 baselines Create & Run .bat
I Manager.setup.exe (RemoteDesktopService for deployed baselines

(Microsoft Toolkit) MemberServiceSecurity) (with LPG*.exe)

II Create Vb Script Run Powershell-ISE Run Script by Powershell

III Unzip Malware Sim-
ulator

Run Command Prompt Execute Simulator

I. Compliance Security Checking II. Security Script III. Malware Simulation
*LALR Parser Generator.

event logs are collected during the time when an administrator checks the Compliance Security

or runs scripts. Because the output explains the events among log files, a malware simulation

is run in one instance to assess the LDSM’s ability to capture and describe the events. To

accomplish this, a malware simulator tool [197] is run on the specific instance, resulting in

Malware Simulator.txt being left in all accessible folders. The access attempt to objects from

malware.exe is recorded in the logs as a result (folder auditing is enabled for all drivers and

sub-folders in Windows). Both experiments demonstrate the LDSM’s ability to explain malicious

activities. As a result, the LDSM can assist analysts in dealing with a rapidly changing threat

landscape, alleviate alert fatigue, improve SA, and speed up incident response.

Table 3.2 displays detailed information about process steps for security compliance checking,

running security scripts (for checking blank passwords), and running malware simulator. Through

the scenarios, each AWS instance uses a combination of these types of activities (Type I, II, and

III based on Table 3.2). The following are the specifics of the experiments.

3.3.1 Empirical analysis 1

In this experiment, three AWS instances are launched with the following scenarios:

• Scenario 1: Log in as the admin remote user, clear the logs, create two local accounts,

enable auditing policies, run script (Type II), check security compliance (Type I), and run

script (Type II)

• Scenario 2: Log in as the admin remote user, clear the logs, verify security compliance

(Type I), and run the script (Type II)

• Scenario 3: Log in as an admin remote user, clear the logs, run the malware simulator

(Type III), enable auditing policies, and verify security compliance (Type I).
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3.3.1.1 Pre-processing layer

The following are the extracted properties (both implicit and explicit) for the Entry tables:

Entities={User, Computer, Event Source Name, Session ID, SecurityID, AccountName, Ac-

countDomain, LogonID, LogonType, LogonGUID, ProcessID, ProcesName, Caller workstation,

TargetAccountName, TargetAccountDomain, WorkstationName, Source-NetAddress, SourcePort}

The corresponding eventIDs, short descriptions, as well as the date and time, are extracted and

saved in the appropriate tables.

3.3.1.2 Frequent item set mining with a timestamp layer

To provide temporal patterns in local sets, apriori-like mining is performed on the properties of

the Entry table. While each local set is explained in a single level of story, the minimum interval

time threshold defines the period for tracing events. In this experiment, five minutes is set as the

time limit. The minSupport and minConfidence thresholds are set to the same values used by

Khan and Parkinson [137], 20% and 70%, respectively. The association rules are then generated

and the corresponding interval time (AR) (period) is saved in the table.

3.3.1.3 Event rules and description layer

Because each association rule’s property refers to a periodic time (AR), the eventID table is

searched for the corresponding eventID to the property that occurred during the Time (AR).

To generate event rules, eventIDs are replaced with the properties of association rules. For

transforming the event rules into a chain of eventIDs based on Khan and Parkinson’s proposed

model [137] (each eventID from the right-side connects to all eventIDs from the left-side to

produce a sequence of pairs), three major conflicts on the sequence order may occur:

• The same source conflict: two pairs of events with the same start eventID are discovered,

i.e. for pair (a,b): “a” is the start eventID and “b” is the end eventID

• The same destination conflict: two pairs of events with the same end eventID are discovered

• The loop conflict: the start eventID of one pair is the end eventID of another.

Because our approach differs from [137] in ordering the sequence of chain of events, potential

conflicts are ignored in the LDSM. Our eventIDs sequences are ordered sequentially by defining

the local sets.
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The corresponding description to each eventID is retrieved at this level, and the chain of descrip-

tion through the different levels is explained. A different item set with the same eventID may

appear in a log record. As a result, the same chains can be generated from various item sets.

Duplicated chains are removed from each layer to reduce the ambiguity of the translation.

The experimental results from the empirical analysis on the LDSM with comparison to the

StoryPlan by Khan and Parkinson [137] are shown in Table 3.3. As Table 3.3 shows, for all

scenarios, the number of association rules in the LDSM is greater than that generated by the

StoryPlan. When the average confidence for the association rules is greater than the average

confidence in StoryPlan, our proposed algorithm was able to discover more temporal association

items from the log files with a higher reliable ratio. Since duplicated chains vary from level to

level in the story, each level contains a different number of sentences. Table 3.3 shows the total

number of unique chains as well as the number of generated sentences.

3.3.1.4 Enrichment and story layer

This level is not used in this experiment, as published in [2].

TABLE 3.3: Empirical results 1

Storytelling Model StoryPlan Model
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1. Num o f Logs 100 1276 4170 100 1276 4170

2. Num o f association rules 2509 24920 14982 54 1368 85

3. Average o f con f idence 0.9661 0.9663 0.9684 0.9226 0.9573 0.9682

4. Num o f unique chains 48 1470 191 6 17 7

5. Num o f con f licts 0 0 0 5 5 5

6. Num o f sentences 48 in 8 lev-
els

1470 in 143
levels

191 in 50
levels

1 12 2

3.3.2 Empirical analysis 2

In this experiment, three AWS instances awere launched with the following scenarios:

• Scenario 1: Log in as the admin remote user, clear the logs, create two local accounts,

enable auditing policies, run script (Type II), check security compliance (Type I), and run

script (Type II)

• Scenario 2: Log in as an admin remote user, clear the logs, verify security compliance

(Type I), and run the script (Type II)
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• Scenario 3: Log in as an admin remote user, clear the logs, run the malware simulator

(Type III), enable auditing policies, and verify security compliance (Type I)

3.3.2.1 Pre-processing layer

The following are the extracted properties (both implicit and explicit) for the Entry tables:

Entities={User, Computer, Event Source Name, SessionID, SecurityID, AccountName, Do-

mainName, LogonID, LogonType, ObjectType, ObjectName, ProcessID, ProcesName, Work-

stationName, SourceNetAddress, SourceAddress, GroupName, GroupDomain, ProviderName,

AlgorithmName, KeyName, KeyType, FilePath, Operation, ReturnCode, Servername, Access-

Right, TransactionID,NewState, ResourceManager, Category, SubCategory, SubCategoryGUID,

changes, SoueceHandleID, SourceProcessID, TaskName}

The corresponding eventIDs, short descriptions, as well as the date and time, are extracted and

saved in the appropriate tables.

3.3.2.2 Frequent item set mining with a timestamp layer

To provide temporal patterns in local sets, apriori-like mining is performed on the properties of

the Entry table. While each local set is explained in a single level of story, the minimum interval

time threshold defines the period for tracing events. In this experiment, the threshold is set at five

minutes. The minSupport and minConfidence thresholds are set at 20% and 70%, respectively.

The association rules are then generated, and the corresponding interval time (AR) (period) is

saved in the table.

3.3.2.3 Event rules and description layer

The eventID corresponding to the property that occurred during the Time (AR) is searched in the

eventID table because each association rule’s property refers to a periodic time (AR). To create

event rules, eventIDs are replaced with the properties of association rules to convert event rules

into a series of eventIDs. To put it another way, each eventID on the right-side connects to the

next eventID on the right-side, and if that isn’t feasible, connects to the eventIDs on the left-side

to form a chain. Our eventID sequences are ordered based on time, with the appearance eventID

on the right most side occurring sooner than the one on the left.

This layer retrieves the corresponding description for each eventID and explains the chain of

descriptions through the various levels. In a log record with the same eventID, different item sets

may appear. As a result, different item sets can produce the same chains. Duplicated chains are
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removed to reduce the ambiguity of each layer’s translation. An example of chain of description

from the Scenario 3 is as the follows:

[(datetime.datetime(2019, 8, 1, 7, 36), datetime.datetime(2019, 8, 1, 7, 36)), (datetime.datetime(2019, 8, 1, 7, 41), datetime.datetime(2019, 8, 1, 7, 41)),

(datetime.datetime(2019, 8, 1, 7, 46), datetime.datetime(2019, 8, 1, 7, 46))] [[’A trusted logon process has been registered with the Local Security

Authority.’], [’A handle to an object was requested.’], [’The handle to an object was closed.’], [’An object was deleted.’], [’An attempt was made to access

an object.’], [’A privileged service was called.’], [’A new process has been created.’], [’A process has exited.’], [’An attempt was made to duplicate a

handle to an object.’], [’A user account was created.’], .....

3.3.2.4 Enrichment and story layer

The study’s main contribution is that it expands the context to be more comprehensive. In other

words, “the handle to an object that was closed” in the example in Section 3.3.2.3 was enriched

with corresponding properties to answer “what was the object type and object name that was

closed?”, as well as “what was the source handle ID and source process ID?” to clarify the

ambiguous description.

As mentioned in Section 3.2.4, to accomplish this goal, a conceptual model with 14 Generic

classes and corresponding RF properties is designed. Because formal evaluation of the narrative

format of short descriptions is qualitative in nature, enrichment of sentences proves to be a

difficult task. In this study, I concentrated on the conceptual model to demonstrate its utility in

improving the description. Thus, the Accuracy as an evaluation criteria was defined. In this

case, accuracy refers to the quality or state of being correct or precise in accordance with the

conceptual model. The number of short descriptions that contain at least one matched word to the

conceptual model (G classes) is compared to the total number of short descriptions to establish

accuracy.

The repeated short descriptions were removed to be more precise. The proposed conceptual

model was used to create and test a list of unique short descriptions extracted from the scenarios.

The accuracy for three scenarios based on the proposed conceptual model are shown in Table 3.4.

The accuracy of the three scenarios is over 80%, as shown in Table 3.4. The scenarios include a

number of descriptions, but none of the words correspond to the G classes, which are 7, 2 and 6,

respectively. The non-matched descriptions’ corresponding eventIDs are 5033-1102-4902-4608-

4739-4616-4647, 1102-4616, and 4957-4647-5158-5447-5156-4616. For example, the short

description for eventID 4616 is “The system time was changed”, there is no word for matching

to the G classes in this. As a result, the accuracy demonstrates the conceptual model’s potential

for enriching the description. Although it fails to describe the descriptions for less than 20% of

the time, the descriptions that fail are the general settings without process, object, and so on.

Each scenario is enriched. For instance, “The handle to an object was closed” is replaced with the

sentence “A handle Source Handle ID: 0x19fc, Source Process ID: 0xa00 to an object Object
Type: file, Object Name: C:/ Desktops/Malware.txt was requested”. The potential words that



Chapter3 63

Analysis Parameters Scenario 1 Scenario 2 Scenario 3

Number of unique short descriptions 35 12 35
Number of total words 228 78 283
Number of matched words 33 12 48
Number of non-matched descriptions 7 2 6
Number of matched Generic classes 10 7 11
Number of matched RF properties 97 33 95
Accuracy 0.8 0.833 0.828

TABLE 3.4: Accuracy based on the statics analysis in three scenarios

helps the meaning is clarified by replacement that refers to the corresponding properties. This

is helpful for tracing an event or a process. Table 3.5 contains detailed information from the

empirical analysis.

3.4 Discussion

In this section, I will discuss how the model can be useful in interpreting logs into a chain of

descriptions (story) that is comprehensive for humans by employing association rules and making

a chain of events.

The generated story must be applied to a sequence of events that occurred multiple times in the

same sequence because, in most cases, analysts check on repeated logs as malicious failures

or errors. The generated story cannot be used in security breaches with a limited number or

variety of attempts. However, mining associated items relevant to an occurrence enhance security

analysts in better comprehending log records. The log sequences identified in a chain of events

identify anomalous event sequences.

In the present logs, information from many sources is recorded, which may or may not be relevant

to an event. By mining the many properties presented in a log record, the proposed model

discovers the relevant logs and presents the chain of records which is statistically correct. The

logs lacked detailed information on objects, services and processes that would have confirmed

what was occurring. Although the log is often a resource for identifying more information about

what occurred on the machines or servers after an event happens, the machine-friendly format

with insufficient context makes it difficult for analysts to comprehend which log recorded the

specific application or process. Knowing the time that the event or incident occurred can assist

analysts in filtering logs and investigating them. However, numerous subjects and objects are still

missing from the event logs.

A timespan is described as the window in the proposed model that is used in security log mining

to discover abnormal event sequences that occur and repeat inside the stated timespan.
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The model gets the necessary resources and creates a story with the chained events to assist

security analysts and management in better understanding the abnormality that was reported

based on the various time windows. In anomaly investigations, time is a critical factor; logs are

filtered based on it.

Various events in the logs are detected by locating the relationship between the logs. The proposed

model supplemented the sentences by referring to what objects and subjects were in the logs in

order to generate much more readable event logs. Presenting context can assist analysts infer what

happened and make it easier to trace each event in the chain of events. The chain of descriptions

developed in a storytelling format was demonstrated to be more human-readable, facilitated

comprehension, and provided a better awareness of the potential anomaly.

A comparison of one level of the LDSM-generated story and the logs from Scenario 3 is shown

in Figure 3.4. As shown in Figure 3.4, the generated story describes malware activity in a human-

readable and understandable format by finding correlations between events and enriching the

context with requirement fields (instead of whole properties, which is provided in the Windows

logs), which was difficult to achieve with the non-rich logs.

From 2019-08-01 07:31:00 to 2019-08-01 07:31:00 Story is: [[’A han-
dle,Source Handle ID:0x19 f c, Source Process ID: 0xa00 to an object, ob-
ject type: file, Object name: C:/Desktops/Malware.txt was requested.’]]
[’The handle, Source Handle ID:0x19 f c, Source Process ID: 0xa00 to an
object, object type: file, Object name: C:/Desktops/Malware.txt was closed.’],
[’An object, object type: file, Object name: C:/Desktops/Malware.tmp was
deleted.’], [’An attempt was made to access, Access Right: SeNetworkLo-
gonRight an object, a folder type, C:/Desktops/Test.’], [’An operation was
attempted on a privileged object, a folder type, C:/Desktops/test.’], [’A new
process, process ID: 0xfa8 and process name: C:/Desktop/malwaresimulator-
master/MalwareSimulator.exe has been created.’], [’A process has process,
process ID 0xfa8 and process name C: /Desktop/malwaresimulator-master
/MalwareSimulator.exe exited.’],

(A) One level of the proposed story .

Audit Success 01/08/2019 7:31:14 AM Microsoft-Windows-Security-Auditing 4656
Removable Storage “A handle to an object was requested.
Subject: Security ID: WIN-1RTKVJHP1CH/Administrator Account Name:
Administrator Account Domain: WIN-1RTKVJHP1CH Logon ID: 0x3CB85
Object: Object Server: Security Object Type: File Object Name:
C:/Desktops/Malware.txt Simulator Handle ID: 0x19 f c Resource Attributes:
-
Process Information: Process ID: 0xa00 Process Name: C:/Desktop/malwaresimulator-
master/MalwareSimulator.exe
Access Request Information: Transaction ID: { 00000000-0000-0000-0000-
000000000000 } Accesses: READ CONTROL ReadAttributes
Access Reasons: READ CONTROL: Granted by Ownership ReadAttributes: Granted
by D : (A;OICI;FA; ; ;BA)
Access Mask: 0x20080 Privileges Used for Access Check: - Restricted SID Count: 0”
Audit Success 01/08/2019 7:31:14 AM Microsoft-Windows-Security-Auditing 4658
Removable Storage “The handle to an object was closed.
Subject : Security ID: WIN-1RTKVJHP1CH/Administrator Account Name: Adminis-
trator Account Domain: WIN-1RTKVJHP1CH Logon ID: 0x3CB85
Object: Object Server: Security Handle ID: 0x19 f c Process Information: Process
ID: 0xa00 Process Name: C:/Desktop/malwaresimulator-master/MalwareSimulator.exe
Audit Success Success01/08/2019 7:31:15 AM Microsoft-Windows-Security-Auditing
4690 Handle Manipulation “An attempt was made to duplicate a handle to an object.

(B) The log records in security Windows log file

FIGURE 3.4: The generated story by the Log-Chain-Driven Storytelling model VS the Windows
logs to describe a malware activity

3.5 Summary

In this chapter, the LDSM has been proposed to automatically extract the cybersecurity events.

The model’s output reduces a large number of log records into more understandable sub- sets

with sequence chains and time periods of occurrence. To supplement the message from the

proposed conceptual model, the events are translated into their own descriptions, along with the

corresponding subjects and objects. The ability to enrich the log description has been validated

in terms of accuracy in finding the requirement properties and enrichment rate. The proposed
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model has achieved three main principles: (1) automatically creating chains of subsequent events

without pre-defined status, (2) generating a more accurate and easily traceable enriched story

through time, and (3) identifying important short and long life span events. This chapter results

was published in the paper 2 of publications.
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TABLE 3.5: The detailed information of Empirical analysis 2

Classes Scenario1 Scenario2 Scenario3
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EventIDs

Security ID
Account Name

Subject Domain Name 0 0 0 0 0 0 0 0 0 0 0 0
Logon Type
Logon ID

Security ID 4738-4724-4624-4634 4723-4624 4720-4624-4797
Account Account Name 8 5 13394781-4726-4722-4720 3 1 4 124717 5 2 7 214722-4625-4776

Domain Name 4625-4723-4717-4797-
4776

4718 4724-4634-4738

Process ID 1 0 1 2 4688 1 0 1 2 4688 1 1 2 4 4616-4688
Process Process Name

Workstation Name
Network Source Net Address 0 0 0 0 0 0 0 0 0 0 0 0

Source Address

Logon Type 4672 4611
Security ID 4624 4624

Logon Account Name 2 2 4 164648 1 1 2 8 4624-4672 2 2 4 164625
Domain Name 4625 4672

Object type 4690-4674-4656-4907
Object Object Name 1 0 1 1 4907 1 0 1 1 4674 7 1 8 164658-4660-4663-4670

Security ID 4737-4733-4731 4728-2729
Group Group Name 7 0 7 214735-4732 0 0 0 0 4 1 5 154732-4733

Group Domain 4728-4729 4825

Provider Name
Algorithm Name

Crypt Key Name 1 0 1 4 5061 0 0 0 0 0 0 0 0
Key Type

File Path
Key File Operation 1 0 1 3 5058 0 0 0 0 0 0 0 0

Return Code

Security ID 4728-4729 4728-2729-4825
Member Account Name 4 0 4 8 4733-4732 0 0 0 0 4 1 5 104732-4733

Access Access Right 1 0 1 1 4717 1 1 2 2 4718-4717 0 2 2 2 4825-4663

Service Server Name 0 2 2 2 1100-5024 1 0 1 1 4673 1 0 1 1 4673

Transaction ID
Transaction New State 0 0 0 0 1 0 1 3 4985 1 0 1 3 4985

Resource Manager

Category
AuditPolicy Subcategory 0 0 0 0 1 0 1 4 4719 0 0 0 0

Subcategory GUID
Changes

Source Handle ID 4690-4656
Handle Source Process ID 0 0 0 0 0 0 0 0 1 2 3 6 4685

Task Task Name 0 0 0 0 0 0 0 0 1 0 1 1 4702

* The number of matched words from short descriptions to the G entities where G is introduced as the requirement by [6]
** The number of matched words from short descriptions to the G entities where G is NOT introduced as the requirement by [6]
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Explainable Intelligence to Interpret
Cyber Alerts - Self Situation Awareness

An average medium-sized organisation logs approximately 10 to 500 MLN events on the system

each day. A much smaller number of threat alerts are investigated by specialised personnel,

leaving a security gap open for future attacks. Inadequate information in alert messages written

in a machine-friendly ormat creates cognitive overload on currently limited cybersecurity experts.

The Alert-Driven Storytelling Model (ADSM) as the designed explainable intelligence is proposed

in this chapter. It produces a report in natural language using a novel storytelling framework

derived from cyber alerts. The solution caters to various reader experiences and preference levels

by delivering adjustable models filled from both the local and global knowledge base.

To provide empirical evidence for the effectiveness of the ADSM in establishing self-awareness,

a case study from an educational institution’s SOC and a survey study were used to validate the

model. Two structured questionnaire surveys were conducted to investigate the completeness and

comprehension of the two output incident reports, namely the Secureworks report (baseline) and

the Storytelling report (ADSM). The reports referred to the same events recorded at the SOC.

The goal of the surveys was to quantify the ability of the proposed model (which used local and

global knowledge) in a narrative framework to reduce the cognitive effort of security analysts.

Although both types of report provide information regarding incident occurrence, the specifically

designed questions were used to elicit particular aspects affecting the analysis process from a

report completeness point of view. In other words, how comprehensive is the report in terms of

the incident problem clarification and overall cognitive load reduction? The success of the ADSM

in its effectiveness goal was empirically demonstrated by the comparison of ratings obtained

from the cybersecurity experts and students on both types of the reports. The designed ADSM

model outperformed the existing baseline by 32.6% (R1), 28.0% (R2) and 23.5% (R3) on the

comprehension scale (on average).

67
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The evaluation results demonstrate the importance of explainable intelligence in interpreting

cyber alerts, as well as its ability to reduce the expert’s cognitive efforts in order to achieve the

highest level of self-awareness.

4.1 Introduction

Different perspectives of cyber security can be displayed by human agents with varying levels

of knowledge and expertise in the field. Higher security skills usually suggest more capacity

as experience can affect decision-making capabilities [198]. Advanced knowledge and prior

experience may improve security threat sensitivity and incident response ability. According to

the researchers in [199], domain knowledge in information and network security and situated

environmental knowledge established in an analyst’s particular environment, are necessary to

improve an analyst’s ability to identify threats. Continuous interactions with a specific operational

environment are used to develop situated environmental knowledge [200].

Cyber security knowledge and practical security response capabilities are two primary aspects of

workforce security capacity; both of which are critical in establishing a secure operating response

environment. The level of cyber security knowledge can also vary dramatically depending on

prior knowledge or the results of a comprehensive report. Successful input (i.e., comprehensive

report) of security knowledge and response capabilities, on the other hand, should be based on a

thorough understanding of current capacity measures, as well as the identification of capability

gaps that expose user vulnerabilities (weaknesses) to cyber attackers.

Analysts begin their threat hunting investigation with an alert message. According to the survey

[67] performed by the SANS Institute1 involving the observation of various organisations over a

two-year period, cybersecurity analysts mostly spend an average of 24 hours or less on detection

after a compromising incident has occurred. Approximately 40% of analysts require more than

24 hours, and in some cases, 4-6 months to detect the initial compromise. Alert correlation

is carried out with a mix of machine algorithms and human investigation [201]. Given the

complexity of modern systems and cyber attacks, algorithms have not successfully applied

sufficient context to the message or provided enough intelligence to understand why certain

alerts are important. Furthermore, human beings have to be involved in the analysis process,

human-as-a-security-sensor into security analysis [202].

The main reasons for an organisation’s effectiveness in responding to incidents include shortage

of staff and skills, a lack of integration with other security and monitoring tools, and a lack of

visibility into insider behaviours. In summary, the lack of a comprehensive and complete incident

1The SANS Institute is a private U.S. for-profit company founded in 1989 that specializes in information security,
cybersecurity training, and selling certificates.
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report to combine inside and outside visibility is the main weakness in detecting and responding

to security incidents. The existing alert analysis procedure has a major problem which is the

message’s verbosity without annotation, making it difficult to deal with the massive volume of

events [40]. To properly assess the scale of the risk and gain a solid understanding of cyber

situations, knowledge outside security logs must be added to the report generated by current

solutions. Local domain knowledge determines the risk of internal assets, and the potential risk of

the outsider is specified by global domain knowledge. As an illustration, consider the examples

below:

• Local domain knowledge required: A server of the organisation X is used for temporary

storage and web testing, and is labelled a non-critical host. Most of the alerts from that

server can be omitted unless a serious breach occurs. However, the server is located in

the Finance Department for financial reporting and budget planning. Finance departments

usually holds critical information. If an alert for a serious breach occurs for one of the

servers in this department, other servers also can be at potential cyber risk, warranting

further investigation despite no explicit alert raised. Thus, the exceptional defense strategy

should be adopted in advance following the complete knowledge obtained from inside the

organisation

• Global domain knowledge required: Organisation Y with limited number of experienced

cyber professionals has to prioritise the crucial alerts (over a large volume of the remain-

ing security breaches) for prompt response. The selection is based on prior knowledge

and experience which, in turn, is based on repeated alerts from historical records. An

appropriate response for the new attack requires an in-depth investigation of attacker’s

characteristics. However, the attacker may change its behaviour over the time. The level

of expert knowledge does not usually increase at the same speed as the complexity of

attacks in today’s digital environment. As a result, a critical alert may not be given the

required priority, leading to delayed response and potential escalation. Thus, knowledge ob-

tained automatically from external sources is required to stay up-to-date with increasingly

sophisticated and dynamically changing cyber attacks.

Both examples show that comprehensive alert analysis requires domain knowledge from the local

and the global. If the complete knowledge cannot be modelled and integrated in alert analysis,

either false alarms are triggered or high-risk alerts are ignored. In broad terms, effective input

(comprehensive report) to cyber professionals can be interpreted as comprehensive and integrated

up-to-date information that is linked to locally and globally available information [19].

Cybersecurity analysts must have a thorough awareness of cyber situations in order to guarantee

that cybersecurity is a top priority throughout the organisation. Despite high degrees of uncer-

tainty and extremely dynamic situations, a human-readable comprehensive report with complete
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contextual information can be an effective input assisting analysts in making sense of the current

situation and making decisions. Because of necessary the short response times, most analysts

rely on the information supplied in the report to undertake further enquiry if necessary.

In this chapter, the ADSM that generates the incident report to interpret cyber alerts in natural

language by means of applying novel storytelling framework is proposed. The main motivation

behind the ADSM’s incident reports is to provide both local and global information about a

cyber incident to help cybersecurity analysts make better decisions. In terms of comprehension

(improved cognition) and completeness, the report created outperforms the current technique

(enriched context). The evaluation demonstrates the power of storytelling in the interpretation

of potential threats in a cybersecurity context, where supplementary information presented in a

human-readable format increases the level of security SA, saving analysts time in the incident

management process.

I developed and conducted the survey instrument to evaluate CTA by comparing incident reports

and demonstrating how a thorough incident report reduces necessary cognitive effort and, as a

result, supports better comprehension by analysts. The proposed surveys address the aforemen-

tioned research gap by looking into how the ADSM could help the SOC team gain comprehension

awareness. I created two questionnaires based on the 5W1H (who, what, why, when, where and

how) method to evaluate the incident reports generated by Secureworks and the ADSM. The

5W1H method was also used by De Melo e Silva, et al. [17] as a fundamental methodology

for evaluating the level of completeness of standards and platforms in cyber threat intelligence,

which appears to be applicable to incident report completeness evaluation.

Given that 5W1H is based on cognitive theories, it is possible to assess how the proposal model

contributes to reduced cognitive effort when combined with the ADSM as an applied model

[14]. As a result, cybersecurity experts and students with various levels of security knowledge

were asked to rank the output reports based on their comprehension by answering questions. In

this chapter, I report on our experiences by conducting a between-subject experiment. That is,

a group received and evaluated the Storytelling reports and a group received and evaluated the

Secureworks report.

4.2 Alert-Driven Storytelling Model (ADSM)

The proposed ADSM consists of four individual layers and main procedures, and is illustrated

in Figure 4.1. The design of the ADSM includes a set of layers covering various aspects of the

alert correlation process. The results are demonstrated in narrative incident reports, enriched

by context to be used by cybersecurity analysts to weed out less relevant alerts and to better

understand the progress of the attack. Security analysts explore the details of alerts and various
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reports, filtering the data of interest for further in-depth analysis and correlating relevant data [45].

The ADSM uses two knowledge bases, local and global, to interpret the incident alerts. Context

and vulnerability information about internal hosts, online scan engines, online public threat

exchange repositories, story templates and the Snort [203] community rule set in the knowledge

bases are mapped with alert records to report an incident. The details of each layer, i.e. primary

purpose and associated steps, are as follows:

FIGURE 4.1: Overview of the Alert-Driven Storytelling Model made of four layers (beige
boxes) and operation procedures (white boxes, except the story layer). The story layer represents

the final output with modification capability

4.2.1 Pre-processing layer

In this layer, the alert record is parsed to extract the basic fields of an alert. The fields include

Time, Date, Source Internet Protocol (SrcIP), Destination Internet Protocol (DesIP), as they are

relevant to the alert. An alert record L is defined by a tuple with 5 attributes, {Date, Time, SrcIP,

DesIP, Message}.

The alert generated by the SIEM system2 was used in the case study.

2The approach is not limited to SIEM systems, and can be easily adopted to alerts from other monitoring systems
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Since the selected fields are primary properties in each alert message, the proposed approach

does not depend on the specific device. The following is information about the five attributes of

alert record:

• Date and Time values represent when the events are registered. These values can be

different from alert Date and Time (as received after an event)

• Source Internet Protocol (SrcIP) value represents the address of the initiator of an event.

In other words, who is the source of the connection (Subject or Object of an event)

• Destination Internet Protocol (DesIP) represents the objects of the events. In other words,

DesIP is an address to which the connection has been made (Subject or Object of the

event).

• Message value represents behaviors, which the Subject conducts towards the Object This

value usually includes the classification group name for threat. Since this study focused on

the malware category, the value contains terms such as ‘malware’ or ‘trojan’.

A collection of regular expressions is used to parse and tokenise the alert messages. The delimiters

include ‘/’, ‘?’, ‘.’, ‘=’, ‘-’, and ‘ ’. The extraction parsers and tools before this layer are applied

as pre-processing. The outputs produced will be further used in the Extraction layer.

4.2.2 Extraction layer

Although selection and retrieval of basic fields from an alert message is performed, the basic

information about the alert, the relationships between basic fields and corresponding information

allows the analyst to spot the potential logical links.

In this layer, the alert message is complemented with supplementary information to compensate

for the lack of data which leads to insufficient understanding [54]. As a result, full awareness

about the alert situation from various heterogeneous sources, such as different departments and

owners, can be achieved [204]. The relevant information with potential logical links to the alert

record is filtered and extracted from the knowledge bases and stored temporarily. The extraction

layer consists of three main stages, which is relevant information and its relationship to the five

attributes of alert record:

The first stage looks into the aggregated logs files that use Date and Time when the events

were synchronised. Every single log record in log file has the Date and Time references. Events

are sorted based on the time sequence. Date and Time of an event comes from the basic fields in

L and log files, which are gathered log records from a variety of network devices. Binary search
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in terms of time is applied to retrieve events in a particular time interval. Since some logs are

recorded based on the UTC, and others are recorded based on the local time, to cover all the

related logs +/−1 day time span is applied. The log file also provides information about source

and destination IP for the connection. Therefore, the corresponding connection between SrcIP

and DesIP are found by tracing the entire interval. The output of this stage is a list of events that

represent the connection between the source and destination that happened in the particular time

interval

The second stage searches the local and global knowledge bases to identify the IP address

and Domain Information (which IP belongs to the organisation and which is from the outside,

thus suspected to be a source of infection). In this stage, the Whois command identifies the

names within a given registrar’s registry. Therefore, the other registry outside the organisation is

used as external. Furthermore, each organisation provides a list of IP address ranges based on

their own network architecture. The IP address matched to this list is considered to be internal.

After determining the connection type, from internal to external or from external to internal,

the corresponding information from the local and global knowledge bases is extracted. The

global knowledge base contains a set of information based on the online public repositories such

as “Virus Total” [205] and “Threat Miner” [206]. Each set represents the IP address, which

is recorded in a black list, domain names, geography location of the server and URLs 3 that

were repeated in previous infections (cause to be reported in a block list). The local knowledge

base contains set of relevant information about internal hosts/servers (IP address, domain name,

administrator, location, severity and installed application). Although updating the local and

global knowledge base is computationally expensive, it is a trade-off between automatic and

complete information extraction, and the time and effort required for manual search

The third stage uses an alert message to map to the Snort rules [203] to extract the complete

malware classification phrase. Snort is a lightweight network intrusion detection system that

uses rules to perform content pattern matching and detect a variety of malware. Snort rules are

opensource and used in variety of security devices. By mapping the message field from alert

record (L) to the Snort malware rules, the complete phrase for the infection is extracted. While

Snort and Snort Rules are usually thought of as a list of independent - opensource patterns to

be tested in matching engines of security devices, the alert message usually contains a Snort

classification label, which defines the malware category [207]. The ADSM approach is limited

to security devices that lie at the core of Snort as a matching engine. Since Snort is a popular

intrusion detection system, this is not a severe limitation and a variety of commercial and

3Uniform Resource Locator (URL) forms a part of the Uniform Resource Identifier (URI), and serves as a pointer
to where the resources are located and the procedure to fetch them.
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opensource devices work with the Snort rules. Snort uses pre-identified attack signatures to

conduct real-time traffic analysis, content searching and content matching to detect attacks.

4.2.3 Inference layer

In this layer, information is analysed by using artefact metadata and machine learning techniques

to reconstruct the past events and answer the core questions that highlight the (who, what, why,

when, where and how) features of an incident. Some questions were answered in the Extraction

layer (when, where, who (victim and thread), but there is still insufficient detail to explain different

aspects of the incident, riskiness (what), evidence (how), and type and mechanism (what)). To

understand who is the actor and what is the purpose of the action, the relevant information from

the malicious website is extracted by the Extraction layer. Connections from an external computer

to a single port on a malicious network machine are recorded in an online repository. They

provide more information about the malicious site that can be useful in answering what, and how

questions. In the Inferring layer, online scan engines and public threat exchange repositories are

used to analyse temporarily stored information and their relationships in order to explain the

incident type and mechanism, as well as the evidence that supports occurrence and its potential

impact.

Type and Mechanism (What) To obtain better insight into the incident, I searched several

web articles for the incident type based on the sentence which is extracted from Snort [203]

(matched to the alert message). The malware definition extracted from web articles explains

the mechanism and how the malware typically behaves. To do this, a web scraper monitors

pre-selected websites and the results are shown in the Document Object Model (DOM) tree.

I borrowed this idea from [208] and used a scraper to monitor each website in the list of top

security technical blogs to extract the associated supplementary information. It should be noted

that, although the list of websites is limited, the approach is not restricted to scraping and the list

can be customised. Examples of websites used in the case study are:

• AlienVault 4

• Symantec 5

• Windows Defender Security Intelligence (WDSI) 6

The scrapers perform breadth-first crawling on each website to search for the malware classifica-

tion phrase found in the extraction layer. DOM trees are generated for pages that are characterised
4https://otx.alienvault.com/pulse/
5https://www.symantec.com/security-center/a-z/
6https://www.microsoft.com/en-us/wdsi/threats
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by the same HTML template. These pages contain relevant definitions as opposed to the ones

with example logins, subscriptions and advertisements considered to be non-relevant. All pages’

DOM trees are compared to identify the node with a combination of the tokenised phrase from the

malware classification phrase + ‘is’ + text under the node with the title ‘summary’, ‘definition’

or ‘behaviour’, starting with ‘this malware’, ‘this virus’, or ‘this trojan’. By traversing the tree, a

node with the incident explanation is identified, and using the Natural Language Toolkit (NLTK7),

the incident definition phrase is extracted. This is away of providing further details about the

malware and clarify the aim of an action.

Evidence (How) To provide evidence of the events which are relevant to an alert, the extracted

information, namely the recorded malicious URLs, Downloaded files and Communication files

belonging to the external host, is searched among the filtered logs found at a particular time.

Using K-means clustering on the extracted URLs and the Ngrams function to iterate over N’s

values, the pattern of the URLs is searched. Input URLs are divided into disjoint subsets then, for

each URL in each subset, the distance to all the other URLs in the same subset is computed and

the URL that has the lowest sum of distances should be the centrist. To extract the max-length

URL from each subset, the NLTK library, which offers an Ngrams function to iterate over values

of N, is used. Then, the max-length URL from each subset, which presents the pattern of the

URL, is searched among the relevant logs to extract the evidence. Repeated URLs are removed

and the URL, as a symptom, is selected to enrich the report.

Riskiness (What) To obtain more information about the riskiness of an event, the information

from the potentially compromised internal server is applied to the list of rules to derive proofs.

The proof is a sequence of the conclusions that demonstrates the risk of an event based on the

internal information. A set of rules is used to infer valid conclusion, which defines the risk. The

risk is based on the internal assets’ values in terms of location and severity. For example, a server

in a Financial Department faces higher risk than other departments.

4.2.4 Story layer

Story generation from analytically enriched data is the main contribution of this study. It is

much easier for human beings to find the correlations between events in the log files if they are

modelled using a storytelling framework. A story can incorporate different aspects of an event

and can convey the meaning of an alert. Therefore, both competence and comprehension are

achieved by explaining the security alert in the storytelling design.

7NLTK is a free, open source, community-driven project. https://www.nltk.org/
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The story can be personalised based on the needs and preferences of the individual reader [209].

As Figure 4.1 shows, the intended audience can be selected in the ’Send to Group’ section of the

interface and the appropriate template based on their preference is shown in the Story section. I

divide the explainability space in the sense of the security domain into explanations of relevant

information/data itself. This space addresses static versus. interactive variations in explanations

seen by the user in response, as well as local versus. global explanations. Each template contains

set of variables (the yellow border) that is initialised through the previous layers.

In this layer, the correlated information and inference results are used, based on the pre-defined

rules, to enrich the narrative template report. Each template contains a set of variables that

are initialised through the previous layers. The retrieved information and analytical results,

which are automatically stored in the local knowledge base, are used to replace the variables

in the story. Each variable contains its own original layer. For example, Date and Time are the

variables extracted from the alert message in the Pre-processing Layer. The riskiness of the

event is explained in the separate templates based on the triggered rules, and are used to enrich

the message with more internal recommendation. The results are the knowledge sets and the

relationships between them. In other words, the story is generated based on the template, and the

relationships between retrieval information from previous layers. The template is modifiable and

can be customised based on the preference and internal policy.

The generated story can be set as the ‘Ticket’ for future actions as a response to an incident,

‘Report’ for management, and ‘Post’ for broadcasting to increase awareness about what has

happened. Although storytelling design is template-based, the templates and rules are easily

modifiable without the need of extensive technical expertise. Customisation can be achieved

based on organisational demands.

4.3 Evaluation

4.3.1 Empirical analysis

In order to validate the model proposed, the case study on a real-world scenario was conducted.

More specifically, a report generated by ADSM was compared with a report generated by external

vendor’s tool, Secureworks8.

Secureworks is the commercial cybersecurity analytical tool used by the SOC team at the

education institution. More specifically, Secureworks provides Incident Response Services

for potential cyber threats’ detection among the monitored log files, and alerts their clients

by appropriate report generation. The vendor claims to combine human-machine analytical

8https://www.secureworks.com/
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capability to assist in information security services. According to Secureworks, “to ensure that

even if our machine learning models occasionally encounter an issue, Human and Machine are

Working Together” [210]. Thus, the report generation still relies on human assistance to derive

actionable cyber threat intelligence.

As for technical details, the machine side of Secureworks manages the logs from approximately

800 servers at the education institution, 2000−6000 MPS9 (low - holiday period, high - semester

period), and 600−700 high-risk incidents per year. The human side involves manual assistance

and human-readable report format generation about the incident registered (for the customer to

understand their cybersecurity situation).

The example of the alert message produced by Secureworks is as follows:

MALWARE-CNC Osx.Keylogger-Elite - 10.233.62.247 -> 104.239.223.14

02/27/2019 5:05 PM

4.3.1.1 Pre-processing layer

The basic fields (i.e. {(Date, Time, SrcIP, DesIP, Message)}) were extracted from the alert using

regular expressions presented in Table 4.1.

TABLE 4.1: Regular expressions used in the case study

Type RegEx

For message ([A-Z]—[a-z])\w*
For IPs (?:[0-9]1,3)̇3[0-9]1,3
For Date and Time (?:0?[1-9]:[0-5]—1(?=[012])\d:[0-5])\d(?:[ap]m)?)

4.3.1.2 Extraction layer

The information relevant to the basic fields were retrieved in the following stages:

The first stage: The relevant logs were identified based on Date and Time as well as source-

destination connection. In order to ensure the coverage of the maximum number of potentially

relevant events, the timespan was set to one day before and 1 day after an event. Since the Date

and Time of the incident (based on the extracted basic fields) was 02/27/2019 5:05 PM, the

timespan was set to the following: 02/26/2019 5:0 PM - 02/28/2019 5:0 PM (to allow all the

devices to record their logs). In total, 644,434,681 logs were recorded by monitoring devices

at the university throughout the time interval specified. After filtering based on both SrcIP and

9Message Per Second
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DesIP, the number of events was reduced to 12. This provides the final list of events that represent

the connections that occurred between SrcIP and DesIP were within the timespan specified

The second stage: The SrcIP was marked as Internal (by comparing it with organisation IP

addresses range), and the DesIP was marked as External (by applying the Whois command and

comparing it with the registry).

The retrieved information (i.e. IP, Domain, Admin, Severity, Location, Installed Application)

about the internal server in the alert message included IP 10.233.62.247, and stored in the local

knowledge base was:

Internal Server = {(10.233.62.247, Sev1.edu.au, Tommy Schart, IT-developer group, CoNsoleKit

Microsoft Visual C++)

The retrieved information (i.e. IP, Domain, URLs, Location) about the external server in the alert

message including IP 104.239.223.14, and stored in the global knowledge base was:

External Server = {(104.239.223.14, service.macinstallerinfo.com, URLs*10, US)

The third stage: Since this study focuses only on malware, only Snort rules related to mal-

ware with the following titles were searched to identify the matched classification phrases:

snort3-malware-backdoor.rules,snort3-malware-cnc.rules,snort3-malware-other.rules, snort3-

malware-tools.rules. The matched Snort rule, which was mapped to the message part from the

basic field, was as follows:

alert tcp HOME NET any -> EXTERNAL NET HTTP PORTS ( msg:‘‘MALWARE-CNC

Osx.Keylogger.Elite variant outbound connection"; flow:to server,

established; http uri; content:‘‘/read-mip.php",fast pattern,nocase;

metadata:impact flag red,policy balanced-ips drop,policy security-ips drop;

service:http; reference: virustotal.com/en/file/e23cae7189d6

ca9c649afc22c638a45fd94f19ef6b585963164cca52c7b80f9b/analysis/;

classtype:trojan-activity; sid:41458; rev:1;)

4.3.1.3 Inference layer

The purpose of this layer is to answer the what, and how questions. The “MALWARE-CNC

Osx.Keylogger.Elite variant outbound connection” was the malware classification phrase (ac-

cording to: Extraction layer, 3rd stage). The definition of this malware was extracted from web

10Because of the large number of URLs, not all are defined here.
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articles in cybersecurity field and stored in global knowledge base. The extracted definition for

the case study was compiled as follows: malware classification phrase + ’is’ + behaviour. The

definition was found under the ‘Behaviour’ node from the Symantec website 11, and included:

“OSX.Keylogger is a spyware program for Mac OS X that records keystrokes, may

take screenshots, and may also send the information to a predetermined email

address.”

Then, the malicious URLs were classified into five classes, each represented by the max-length

URL. These were searched among the 12 relevant logs to provide evidence for the incident. The

URL that was matched in the relevant logs was randomly selected for use in the next layer. Since

the infected server was not located in the financial department and the severity was Medium, two

rules based on Severity and Location were triggered, and the corresponding template for each

was selected.

4.3.1.4 Story layer

The story based on the automatic retrieval of the variables from the previous layers was generated

in this layer. A complete template was contrasted against the report obtained from the commercial

tool. The report produced by the proposed model (Figure 4.2A) was compiled fully automatically,

while the Secureworks report (Figure 4.2B) required both machine processing and human

assistance.

I are receiving alerts for
“MALWARE-CNCOsx.Keylogger.Elitevariantoutboundconnection” re-
ported by your device 10.30.207.199 for outbound traffic (Not Blocked) sourcing
from 10.233.62.247 and destined to 104.239.223.14. This indicates 10.233.62.247
may be infected with the Osx.Keylogger.Elite malware. OSX.Keylogger is a
spyware program for Mac OS X that records keystrokes, may take screenshots, and
may also send the information to a predetermined email address. The external
host at 104.239.223.14 is currently flagged as malicious by multiple vendors per
VirusTotal. Reference: https://www.virustotal.com/ip-address/104.239.223.14
Please investigate this at your earliest convenience. If you have any questions,
you can reach us either by updating this ticket and delegating it to the Security
Operations Center or by phone at 877-838-7960.
Regards,
Secureworks SOC

(A) The Secureworks report

I got an alert at 5:05 PM on 02/27/2019 because of the connection between

10.233.62.247 , Sev1.edu.au to 104.239.223.14 , service.macinstallerinfo.com .

It seems the service.macinstallerinfo.com is in a black list, so the alert is
generated because of malicious site. By looking up the relevant logs,

I can find relations between the Sev1.edu.au and the malicious site with

http://service.macinstallerinfo.com/Mac/getInstallerSpecs/?&channel=3Db5002&info=

3D238749466&encinfo=3D1&newInstallerVM=3Dtrue&vm=3D&machineId=

3D05fdb9a9faf29d565c8dfd9b9dabf2de]

The malicious site is MALWARE-CNCOsx.Keylogger.Elitevariantoutboundconnection ,

which is a spyware program for Mac OS X that records keystrokes, may take screenshots,

and may also send the information to a predetermined email address.

Since the internal device is Severity: Medium located in IT-developer group , it is better

that admin: Tommy checks the system and images it to make sure it is clear from any

infections. Tommy can also check all the computers in Location: IT-developer group ,

where the internal device is located, to check all other connections to this malicious site.

(B) The Storytelling report

FIGURE 4.2: The reports generated in response to the security alert by both (A) Secureworks
and (B) proposed solution

11https://www.symantec.com/security-center/writeup/2010-041918-0517-99



Chapter4 80

4.3.1.5 Analysis

Since the formal evaluation of the narrative format of both reports is qualitative in nature, the

improvement in cyber threat management is challenging. In this empirical case study, I focused

on the core questions to be answered in the report (i.e. actor (who), riskiness (what), and evidence

(how)) as a basic for the proposed model evaluation. Thus, the following two criteria were defined:

completeness and comprehension. In our case, completeness refers to the amount of information

required to obtain full comprehension about the situation. By assumption, the storytelling model

due to its auto-fill function from various knowledge bases provides the complete information

required to take action. On the other hand, the classic report (Secureworks in this case) entails a

manual search for missing information. To increase results’ reliability, an additional 10 alerts

were investigated.

Since different types of alerts require different investigation times, a random sample of 11

alerts was selected. An expert from the SOC team was involved in the empirical alert analysis

consisting of filling the missing information from internal and external sources (similar to

the model proposed). The Secureworks reports for the alerts classified as malware (Potential

Device Compromise) were obtained between 11/02/2019 and 28/02/2019. Table 4.2 shows

the status of the knowledge required to complete the report (‘Completeness’ header). The

expert retrieved the necessary information manually, and the extraction time was measured in

seconds (‘Completeness Time’ header). The average extraction time across the 11 malware

alerts was 1455.(36) s (approximately 25 mins). Thus, in total it took approximately 30 mins

to answer the core questions about the actor, riskiness and evidence (completeness = 25 mins +

comprehension = 5 mins). As a result, the proposed model reduced the time to respond based

on the full understanding of the situation by approximately 83% (25/30). In the storytelling

model, given sufficient information on what, who, and why aspects, the time taken to obtain

complete comprehension about an alert was approximately 5 mins (= 300 s). The time required

for understanding was directly related to the degree of completeness (missing information has to

be searched and extracted manually).

I also investigated the scenario where the 11 alerts occurred in a consecutive manner (busy period).

To avoid potential damage and further escalation, the alerts should be addressed immediately.

Time to respond to all alerts was set as a cumulative sum of Completeness + Comprehension

Time of each consecutive alert. Since the alerts are processed sequentially, the total response time

builds up. Table 4.3 demonstrates the cumulative delay time to respond to an alert in the case of

11 consecutive alerts received in a day. Given the scenario, the proposed model has the potential

to reduce the response time by approximately 17000 s (approximately 6 days) in comparison

with the report derived in a semi-manual manner by the SOC team (existing approach). Please

note that human limitation and environment limitation were not considered in the experiment.
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TABLE 4.3: Empirical evaluation of the consecutive alerts

Total Time by SOC Total Time by ADSM

C
om

pl
et

en
es

s

C
om

pr
eh

en
si

on

C
om

pl
et

en
es

s

C
om

pr
eh

en
si

on

A
le

rt
N

o

1 1484 300 0 300

2 2755 600 0 600

3 4594 900 0 900

4 6071 1200 0 1200

5 7347 1500 0 1500

6 8766 1800 0 1800

7 10308 2100 0 2100

8 11797 2400 0 2400

9 13065 2700 0 2700

10 14537 3000 0 3000

11 16009 3300 0 3300

19309 [s] 3300 [s]

4.3.2 Survey evaluation

ADSM focuses on the comprehension phase of cyber analysis intending to reduce the cognitive

load imposed on security analysts. The developed field survey instrument examined CTA by

comparing the incident reports and revealing how a complete incident report helps in cognition

effort reduction and as a result of easier comprehension by analysts. Therefore, in this section,

I report on our experiences conducting a between-subject experiment, i.e., a treatment group

received and evaluated the Storytelling reports and a control group received an evaluated the

Secureworks report.

The aim of this survey is making an evaluation on human cognitive factors by means of applying

novel storytelling techniques from security logs and alerts through appropriate context enrichment.

The explanation stories are enriched to provide the supplementary information for the objects and

subjects of an incident. Therefore, the explainable model in a human understandable format is

expected to cover cybersecurity issues allowing an expert and non-expert to acquire appropriate

awareness to confirm that an alert is indeed a false positive or a real incident.

The output of the proposed model is an informative human-readable format report from the

incident alert. As the formal evaluation of the narrative format of reports is qualitative, I aimed to

evaluate the format through a survey. At first, the participant faced three incident reports. For
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each report, questions focused on the completeness criteria (the amount of information required

to obtain full comprehension of the situation). Based on the presented report, participants were

required to rate and answer the specific questions designed under six core questions based on

the 5W1H method. The particular questions are asked about the 6 “WH” questions, which the

answers are from the presented report. Based on how easy they found the answer from the report,

participants were required to rate each WH question on a Likert scale.The participant should only

answer/rate questions based on the given information in the report.

Due to evaluating the generated report in terms of comprehension (the level of understanding

about the incident and the potential action to be acted upon), two report styles (Storytelling and

Secureworks) will be shown together to be rated based on the specific questions.

4.3.3 The surveys and questionnaires

Using the Qualtrics platform12, a structured questionnaire involving three randomly selected

incidents was designed to compare the incident reports generated by the ADSM and Secureworks
13.

The narrative format of both reports is qualitative in nature and is generated from the same

incident alerts. The comparison between Secureworks reports and Storytelling reports in terms

of comprehensiveness helps increase the results’ accuracy. The Secureworks reports and the

Storytelling reports are shown in Figures 4.3, 4.4 and 4.5, respectively.

The information in both reports was supplied to assist SOC members who manually perform

a data triage task, as indicated in Figures 4.3 to 4.5. Data triage analysis usually involves

examining the details of alerts and various resources to find the relevant data about the actor

(who), riskiness (what), evidence (why), time (when), location (where) and mechanism (how)

of an incident. The information in the Storytelling reports was provided under the headers

“Type”, “The connection”, “The malicious”, “Local info”, and “Recommended actions” and was

organised in a framework that highlights the (who, what, why, when, where and how) features of

an incident. The importance of a cyber incident is mostly determined by its severity and location.

Furthermore, the action recommendation proved beneficial for a timely and coordinated response,

and is part of the inference phase conducted from the modifiable organisation’s rule. For example:

• Since the severity level is high, it is better that the administrator checks the system and

images it to ensure that it is clear of any infections

• The administrator should also check devices connected to this server to monitor data

breaching.

12http://www.qualtrics.com/
13a commercial cybersecurity analytical tool https://www.secureworks.com/
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02/27/2019 5:05 PM

I are receiving alerts for “MALWARE CN-
COsx:Keylogger:Elite variant outbound connec-
tion” reported by your device 10.30.207.199 for
outbound traffic (Not Blocked) sourcing from
10.233.62.247 and destined to 104.239.223.14.
This indicates 10.233.62.247 may be infected
with the Osx.Keylogger.Elite malware.

OSX.Keylogger is a spyware program for
Mac OS X that records keystrokes, may take
screenshots, and may also send the information
to a predetermined email address. The external
host at 104.239.223.14 is currently flagged as
malicious by multiple vendors per VirusTotal.

Reference:https://www.virustotal.com/
ip-address/104.239.223.14.

Please investigate this at your earliest convenience.

(A) The Secureworks report

I got an alert at 5:05 PM on 02/27/2019 because of
the connection between 10.233.62.247 (Sev1.edu.au)
to 104.239.223.14 (service.macinstallerinfo.com).
It seems the service.macinstallerinfo.com is on
a blacklist, so the alert is generated because of a
malicious site. By looking up the relevant logs, the
relations between the Sev1.edu.au and the malicious
site has been confirmed.

Type:
The Device (Sev1.edu.au) may have been compro-
mised through this non-secure connection.

The connection:
http://service.macinstallerinfo.com/

Mac/\getInstallerSpecs/?&channel=

3Db5002&info=3D238749466&\encinfo=3D1&

The malicious: MALWARE-
CNCOsx:Keylogger:Elite variant outbound
connection
It is a spyware program for Mac OS X that records
keystrokes, may take screenshots, and may also send
the information to a predetermined email address.

Local info: Sev1.edu.au is an internal server device
located in the IT-developer group. It doesn’t carry
financial information, but it contains sensitive data.
***It was supposed that the IT- group and financial group contains
high-risk records. The importance of a record is determined by
the label and location it is belonging.

Recommended Actions: 1) Since the Severity level
is High, it is better the administrative checks the
system and images it to make sure it is clear from any
infections. 2) The administrative should also check
devices connected to this server due to monitoring
data breaching.

(B) The Storytelling report

FIGURE 4.3: The reports generated in response to the security alert of the first incident by (A)
Secureworks and (B) ADSM

Secureworks reports (Part (A) in Figures 4.3 to 4.5) did not follow a consistent format (such as

headers) to describe an incidence and facilitate inference, despite the fact that there was data to

address the incident characteristics.

The structured surveys were conducted from March to July 2020. A total of 998 questionnaires

were distributed, and 104 respondents returned completed the questionnaires. Since the par-

ticipants were given three different incident reports in each survey, I collected a total of 170

responses to the Secureworks reports and 170 responses to the Storytelling reports.

In an ideal world, all security experts should be involved in the survey to gain accurate information,
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02/27/2019 6:33 PM

I are receiving “MALWARE-CNC
Win.Trojan.Donvibs variant outbound con-
nection” alerts from your 10.30.207.199 device
sourcing from 10.233.62.247 and destined to host
112.87.43.213, indicating that host 10.233.51.94
may be infected with malware.

Please investigate this activity at your earliest con-
venience.

(A) The Secureworks report

I got an alert at 6:33 PM on 02/27/2019 because of
the connection between 10.233.62.247 (Sev1.edu.au)
to 112.87.43.213 (xmlconf.rcv.sandai.net). It seems
the sxmlconf.rcv.sandai.net is on a blacklist, so the
alert is generated because of a malicious site. By
looking up the relevant logs, the relations between
the Sev1.edu.au and the malicious site has been
confirmed.

Type:
The Device (Sev1.edu.au) may have been compro-
mised through this non-secure connection. .

The connection:
https://xmlconf.rcv.sandai.net/?appid=

54

The malicious: VBS/Donvibs Malware
A threat downloads and installs other programs,
including other malware, onto your PC without your
consent.

Local info: Sev1.edu.au is a public server device
located in the financial group, and it is carrying
financial information but not sensitive data.

***It was supposed that the IT- group and financial group contains
high-risk records. The importance of a record is determined by
the label and location it is belonging.

Since the Severity level is Medium, it is better the
administrator checks the system and images it to
make sure it is clear from any infections.

(B) The Storytelling report

FIGURE 4.4: The reports generated in response to the security alert of the second incident by
(A) Secureworks and (B) ADSM

as the number of experts with cybersecurity backgrounds is not high; an average of 35 people in

each company. I had 170 participants as sample size, which put the survey accurately based on

the confidence level and margin of error. The error shows the level of precision with means the

actual value of the population was estimated to be [211]. The confidence level is determined to

ensure that the average value of the attribute is equal to the true population value [211].

As the aim of the survey is to establish the proportion of cognitive burden that can be reduced by

the storytelling report, and cognitive burden will vary from person to person, an error rate of 5%

is acceptable and a 80% level of confidence is reasonable. These means 80 out of 100 samples

will represent the true population value within the range of precision specified [211]. The sample

size is calculated based on a math standard formula, where

Sample Size = (Distribution of 50%) /
√

(%Margin o f Error/Con f idence Level Score)

If a margin of error is considered to be 5% and the confidence level is 80%, the outcome of
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02/27/2019 7:28 PM

I have detected suspicious outbound traffic from
your host at 10.233.62.247 triggering on alert
’MALWARE-CNC User-Agent known malicious
user-agent string - Virut’. This activity indicates
that the host has browsed to an IP address hosting
a malware domain. This does not by itself indicate
that the host is compromised. However, this may
lead to the host being compromised as it may
download malware.

(A) The Secureworks report

I got an alert at 7:28 PM on 02/27/2019 because of
the connection between 10.233.62.247 (Sev1.edu.au)
to 50.63.161.112 (lempar.com). It seems the
lempar.com is on a blacklist, so the alert is generated
because of a malicious site. By looking up the
relevant logs, the relations between the Sev1.edu.au
and the malicious site has been confirmed.

Type:
The Device (Sev1.edu.au) may have been compro-
mised through this non-secure connection.

The connection:
http://www.lempar.com/update/

extrasecure-smadav.txt

The malicious: W32.Virut Virus A virus that infects
executable files. Some variants also infect ASP,
HTML and PHP files. The virus has worm-like
behaviour and spreads by copying itself to fixed,
removable and network drives. It also opens a back
door on the compromised computer.

Local info: Sev1.edu.au is a public server device
located in the education group, and it doesn’t carry
financial information and sensitive data.
***It was supposed that the IT- group and financial group contains
high-risk records. The importance of a record is determined by
the label and location it is belonging.

Since the Severity: Low, it is better the administrator
checks the system to make sure at your convenient
time.

(B) The Storytelling report

FIGURE 4.5: The reports generated in response to the security alert of the third incident by (A)
Secureworks and (B) ADSM

the formula is 128 (Min); 170 is greater than this minimum, and is reasonable for the target

population.

I sent the questionnaires to people working or studying in the cybersecurity area via LinkedIn14

and social media. Only students enrolled in a cybersecurity course at postgraduate level were

selected. The respondents who returned questionnaires were from different organisations/institu-

tions in several countries and regions.

To ensure the randomisation of subjects, two separate surveys with the same questions but

different incident report presentations were distributed to the cybersecurity experts and students.

With the tracing distribution capability in the Qualtrics platform, I ensured that both groups of

participants were involved in both questionnaires. According to the research topic, there is no

14https://www.linkedin.com/
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clear risk. The participants were only required to read reports and score them based on their

enriching level. The participants’ involvement was beneficial for the body of knowledge.

The survey was comprised of four parts: consent, personal questions, completeness questions

and comprehension questions. The details of each part are explained as follows.

4.3.3.1 Part 1 - Consent

Based on the research area, I were involved with human integrity and rights rather than animal

and environment rights. According to the research topic, transparency was an issue in this

research. Full transparency about what I are doing during the research was addressed on the

primary agreement with the participants. In that way, our research meets the expectations of

participants’ transparency. I only asked participant to read the report and answer the questions,

therefore no medical, health or human risk was raised by this research.

The participants were first asked to sign a consent form to indicate their voluntary participation

in the survey, and ethical approval (Application ID: HRE20-001) was obtained from the Victoria

University Human Research Ethics Committee (VUHREC). The first part of the survey also

contained information about the study and details of what the respondents were required to do.

4.3.3.2 Part 2 - Personal Questions

The questionnaires were designed for particular participants: experts with cybersecurity experi-

ence in industrial companies, or students enrolled in a cybersecurity course at an institution. The

questions regarding the participants’ personal information included the respondent’s background

(cybersecurity expert or student), professional level and number of years of experience in the

field of cybersecurity. The personal questions are shown in Figure 4.6.

4.3.3.3 Part 3 - Completeness Questions

The responders were provided with three incident reports of one type (Secureworks reports or the

Storytelling reports). They were asked to answer and rate the information in the reports using the

completeness criteria (the amount of information required to completely describe the situation).

According to the 5W1H method, a report can be considered complete and have achieved its main

objective of clarifying a topic if it answers the following core questions [17];

• Who was involved?

• What happened?
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FIGURE 4.6: The questions for collecting personal information from the respondents

• When did it happen?

• Where did it happen?

• Why did it happen?

• How did it happen?

These questions constitute a formula to determine whether the report gave a complete picture of

a subject (incident) to facilitate any necessary decision making by the subject. Thus, the 5W1H

method was used on the cyber incident reports to evaluate and characterise the reported incidents.

Each question required a factual answer to identify what experts must analyse and know about

the incident [17]. One particular approach to support CCSA is from an analytic and model-based

perspective that enriches content to reduce cognition effort of understanding:

• “What” was used to define the topic (incident) accompanied by the type of incident and its

context

• “Who” referred to an organisation or an individual unit that is the owner of the cyber risk

• “Why” referred to the root causes of the incident
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• “Where” referred to the location where the incident started or impacted

• “When” referred to the date and time of incident occurrence

• “How” was used to explain the mechanism applied in the incident.

The respondents were asked to put their answer in a box and then rate how easy it was to get the

response from the reports using a 10-point Likert scale. Likert scales were used for cognitive

state sensing and assessment for understanding human cognition augmentation. The level of

difficulty in extracting information from the given reports was assessed generally, and was closely

related to the report style and completeness. The scale intervals (0-9) were as follows: Not found

(Not at all easy), (Extremely) hard to find it, (Very hard) to find it, (Hard) to find it, (Slightly)
hard to find it, (OK) to find it, (Slightly easy) to find it, (Easy) to find it, (Very) easy to find it,

(Extremely) easy to find it.

Survey data were compromised when respondents did not find the factual answers in the way the

researchers expected. Surveys needed to be reviewed and revised to produce more reliable and

valid measurements. To prevent the submission of erroneous and inaccurate data, responses were

checked. Knowing the correct responses and comparing them to the text that was typed into the

blank boxes allowed the researchers to enhance their study by refining the rates. For instance, if a

participant gave a wrong answer to the question, “Who is the victim?”, and rated the question as

“Very easy”, the response should be revised to “Hard”, as the answer was incorrect (he was not

able to find it from the report easily). In Section 4.3.4, further details about the revision process

are provided.

In summary, participants were asked to complete blank boxes with their responses in relation

to the content presented in the reports so they could reflect on their opinions. Because the text

was a quantitative variable, supplementary questions were created in advance using the Likert

scale to gather respondents’ responses in a measurable manner. These are referred to as “ratings”

questions.

• Rate 1- How easy was it to identify the victim or the threat of the incident based on the

given information in the report? (Who?)

• Rate 2- How easy was it to detect the type of the incident based on the information in the

report? (What?)

• Rate 3- How easy was it to identify when the incident happened based on the information

given in the report? (When?)

• Rate 4- How easy was it to identify which organisation or unit was involved in the incident

based on the information given in the report? (Where?)
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• Rate 5- How easy was it to identify the root cause of the occurred incident based on the

information given in the report (Why?)

• Rate 6- How easy was it to identify the mechanism of the threat based on the information

given in the report? (How?)

• Rate 7- How easy was it to identify the incident severity level based on the information

given in the report? (What?)

4.3.3.4 Part 4 - Comprehension

In the fourth part of the survey, the incident reports were evaluated based on their effectiveness

using the comprehension evaluation criteria (the level of understanding of the incident and the

potential action to be taken). The degree of comprehension achieved by the report’s narrative

technique to minimise the cognitive burden imposed on cybersecurity analysts while processing a

huge number of logs is referred to as comprehension. Likert-scale ratings can indicate how well

analysts understand incident reports. Three five-point Likert-style questions were used to identify

the participants’ opinions of the effectiveness of the reports. The participants compared both

types of incident reports (Secureworks and Storytelling) based on the comprehension criteria.

To ensure that their responses were not impacted by the report type, respondents were unaware

of which reports were Secureworks and which were Storytelling. The following three questions

were asked to assess the level of comprehension of both report styles:

• Q1- How would you rate each report’s effectiveness in relation to improving the analysts’

cognition for a proper response? (understanding how to respond based on the information

given in the Secureworks reports and the Storytelling reports)

• Q2- How would you rate each report’s effectiveness in providing visibility into the incident?

(understanding the incident based on the information given in the Secureworks reports and

Storytelling reports)

• Q3- How would you rate each report based on ease of understanding? (by reading the

report, you are able to comprehend it).

4.3.4 Analysis of responses

I began by analysing the responses to the completeness questions (Part 3) and then the responses

to the comprehension questions (Part 4); both of which were categorised using the information

obtained in Part 2. If necessary, I revised the responses before beginning the analysis because it

was important that the questions be easily understood and result in low levels of response error.
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The data entered into the blank boxes aided in the identification of errors when revising. The

following rules were used to revise the responses:

1. The Likert-style rating was changed to zero levels because “no information was given

in the report”. Because no information was given about the organisational unit where

the incident occurred in the Secureworks reports, the responses were changed to “0” if

participants made any guesses or provided incorrect context

2. Errors were detected when respondents answered incorrectly. For example, the response

was incorrect, but they assumed it would be ”Very easy” to locate the information in the

provided report. In such cases, the responses were revised so that no incorrect rating points

were calculated. All incorrect answers were subjected to the same simple rule for this

revision:

• Rule 1- If a respondent did not correctly answer the question (in the black box)

on a piece of information but rated it as “Slightly easy”, “Easy”, “Very easy” or

“Extremely easy”, their rate score was changed to “Hard”

• Rule 2- If a respondent answered incorrectly and rated it “OK”, “Slightly hard”,

“Hard”, “Very hard”), their rating score was reduced by one level. For example, from

“Hard” to “Very hard”.

For both Parts 3 and 4, statistical analysis was carried out using both the descriptive and compar-

ative models:

• Descriptive Analysis: The features of the data were described quantitatively, or sum-

marised in a descriptive analysis. The average of the sample is referred to as the mean.

The value that appeared most frequently in a set of data values is known as the mode.

In relation to the responses collected from the questionnaires, the mean and mode were

calculated. The results (Likert ratings) were summarised graphically and numerically for

Part 3 (Completeness) and Part 4 (Comprehension)

• Comparative Analysis: In Part 3, a comparative analysis was used to compare the

Storytelling and Secureworks reports’ completeness levels. Comparative analysis was also

used in Part 4 to assign a score to each report by comparing comprehension, effects, causes

and consequences

• T-Tests were conducted to determine if there was a significant difference between the means

of the responses for the Secureworks and the Storytelling reports. The t-test questions

whether the difference between the report styles represents a true difference in the study or

if it is possibly a meaningless random difference. In this case, the t-test allowed the model

to be improved and re-estimated when some questions (parameters) were not significant.
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4.3.5 Analysis - Completeness Level (Part 3)

4.3.5.1 T-Test

I performed t-tests for both the Secureworks and Storytelling reports by setting the threshold

for significance to p = 0.05. A summary of the significance level tests adopted in this study is

presented in Table 4.4. The t-value and p-value determined the significance level. As shown in

Table 4.4, all seven questions are significant. Determining significance in the survey analysis

meant “an assessment of accuracy” and shows that the survey results are accurate within a certain

confidence level and not due to random chance [212]. In our case, this means a 95% confidence

interval for the difference between the two groups, Storytelling reports and Secureworks reports.

TABLE 4.4: The t-test of the completeness rates for the seven questions (Part 3 of the survey)
for the Secureworks and Storytelling reports

T−VALUEP−VALUESignificant

Q
ue

st
io

ns
ab

ou
tc

om
pl

et
en

es
s R1. How easy was it to identify the victim or the threat of the incident (Who)? -8.407 <

.00001
YES

R2. How easy was it to detect the type of the incident (What)? -1.65 0.048 YES

R3. How easy was it to identify when the incident happened (When)? -3.6727 0.00016 YES

R4. How easy was it to identify which organisation or unit was involved in the incident (Where)? -12.875 <.00001 YES

R5. How easy was it to determine the root cause of an incident (Why)? -3.7521 0.00019 YES

R6. How easy was it to identify the mechanism of the threat (How)? -5.079 <.00001 YES

R7. How easy was it to identify the incident severity (What)? -9.5756 <.00001 YES

4.3.5.2 Descriptive and comparative analysis

Respondents assessed the seven Likert-style questions based on the 5W1H method for each

incident. As a result, the average score (mean) across all questions may be determined; providing

insight into how well respondents perceive the report to be complete. The mean has a high rate if

the report is complete and provides rich information regarding the event subjects (What, Why,

When, Who, Where and How). It implies that the respondents obtain all of the information that

should have been provided.

The respondents were given seven questions about the ease of locating the information in the

reports. The mean of the completeness level for the seven ratings for both styles of reports

is shown in Figure 4.7. On average, the respondents’ evaluations for the completeness of the

Secureworks reports ranged from 0 to 6.1 (Not found to Slightly easy). For the Storytelling

reports, the mean ranged from 4.8 to 8.8 (Slightly hard to Extremely easy).

The report is more complete and able to be understood by people if essential items can be found

quickly. The ADSM was able to produce a more complete report. The Storytelling reports gave
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The Storytelling reports were also recognised as having a better reporting style and the readability

of the reports was sufficiently clear and detailed to allow analysts to digest the content of the

reports comfortably. For instance, the respondents indicated that it was easier for them to find the

answer to “Who was the victim?” or “What type of incident had occurred?” from the Storytelling

reports, but it was difficult to find these answers from the Secureworks reports.

The Secureworks reports required human involvement in the generation process, however the

utilisation of local and global knowledge bases in the ADSM meant that human involvement

was not needed for the Storytelling reports, and the context about the incident was rich and

comprehensive. Cybersecurity interpretation is also heavily reliant on analytical experience and

knowledge (where and how to search for relevant information), which puts a strain on already

scarce cybersecurity resources, but this was reduced using the ADSM.

Comprehension: The narrative technique was applied in both cyber incident reports with the

aim of reducing the cognitive load imposed on cybersecurity analysts whilst processing the

cyber alerts. The reports generated in a storytelling manner proved to be more human-readable,

facilitated comprehension, and effectively allowed for a faster response to potential threats (the

time factor is found to be crucial in the cybersecurity domain). Also, the human-readable format

of the report contributed towards wider audience engagement with CSA (currently restricted to

security professionals). As an example, the user of the infected device can receive the storytelling

report and obtain an insight into the cyber situation instantly, thus preventing further problem

escalation. The narrative format assists understanding despite a lack of expertise in cyber security

domain.

As discussed in Section 4.3.4, the respondents obtained better insight into the cyber situation

instantly by reading the Storytelling reports. The respondents found that generating and aggre-

gating the necessary information with the Storytelling reports was more effective than with the

Secureworks reports. As a result, the cognitive effort in information digestion and understanding

was significantly reduced in the Storytelling reports and as analysts did not have to conduct a

manual search, so a large amount of time was saved.

Finally, the ability to provide reports at different levels of detail automatically enabled the report

to cater for various information needs and intended aim (i.e. low-level for the Security Operation

Centre, high-level for top management).

Summary: By comparing the generated story and the Secureworks report, the following can be

inferred:

• The storytelling report is fully generated automatically, reducing the burden on cybersecu-

rity resources
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• The implicit knowledge (what happened and why?) which analysts have to investigate

manually, is included in the generated story

• The log files with private information that cannot be sent to the third party for further

processing are protected

• The merging of information into a human-readable report to aid analyst cognition in gaining

a better understanding of the incident and being more aware of the situation is provided

by the Storytelling reports. As a result, analysts are able to save time by making quicker

decisions and responding to incidents, resulting in fewer breaches

• Experts and students who were members of the sample gave Storytelling a high rating

in terms of completeness and comprehension, indicating that it was effective in raising

knowledge about current occurrences (knowledge digestion and comprehension required

the least amount of cognitive effort).

In terms of current limitations, in this study I only focused on malware taxonomy for approach

demonstration. Still, the model can easily be adapted to other types of incidents by providing

the complementary sources in the local and global knowledge bases. Also, since an enriched

report for a security alert in a story design is not available, I were not able to perform the direct

comparison with the proposed storytelling model. Thus, the impact of the narrative format has

been assumed to be beneficial for cognitive workload reduction based on empirical observation

of the SOC team at the university.

4.5 Summary

In this chapter, local information is highlighted in the incident reports to help analysts better

understand the incidents and their impact on the organisation. Global information is linked to

the locally collected data aggregated in the incident reports which reduces the analysts’ manual

search and cognition loads. The incident generated in a storytelling manner is human-readable

and facilitated improved comprehension. The report generated by the proposed model proved

to be more complete and more comprehensible for the SOC team in comparison with the

Secureworks report. As a result, the cognitive effort in information digestion and understanding

was significantly reduced. Also, due to the human-readable format, a wide range of staff with

different levels of expertise was able to be involved in the cyber risk management process.

Two surveys were designed and analysed to evaluate how cybersecurity experts/students found

the reports generated from the LDSM and the commercial vendor in terms of completeness

and comprehension. An analysis of the responses shows how the incident reports are useful

for reducing expert cognition load. I assessed the human judgments of those who answered
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the questions by rating how easily they found the items from the presented incident reports. To

accomplish this goal, in Part 3, the participants were asked questions based on the 5W1H method

to assess the completeness level. Part 4 measured the rate of comprehension gained by analysts

while reading reports. The Storytelling reports, by focusing on both available local and global

information to elucidate the environment’s elements to describe the state of an incident, were

rated as a beneficial report style in terms of completeness and comprehension. This chapter

results was published in the paper 1 of publications.



Chapter 5

Explainable Intelligence to Interpret
Cyber Alerts - Shared Situation
Awareness

In real-world situations, several incident alerts are investigated by specialised staff. In order to

provide prompt responses to serve incidents or ignore false alarms, alerts are prioritised and

analysed. Security professionals rely on information provided in the alert message. Insufficient

information in alert messages raise challenges for security analysts that require them to keep

track of all local and global sources to identify the relevant information. The previous chapter

discussed and evaluated self-awareness by proposing the ADSM.

This chapter emphasises shared-awareness in the process of cyber incident management in order

to propose an explainable intelligence model. A Narrative Visualised Analytical Model (NVAM)

is proposed, and a knowledge graph as a visualisation model is used in the proposed intelligence to

present the relationships. The knowledge graph is proposed to capture the complex relationships

between the alert and relevant information from the local and global knowledge bases to reduce

the cognitive effort in information digestion and to understand a wealth of security data.

To enable cooperation in the cyber incident management process, it is necessary to generate a

knowledge graph and interpret it in a human-readable format. The current machine-friendly

formats for reporting incidents from alerts are extensive and complex. These characteristics

hamper the readability and contribution, therefore preventing humans from understanding and

being up-to-date with an incident.

NVAM contains four life cycles to help an analyst better understand the elements of the environ-

ment by involving more staff in the incident management: (1) analysing the alert, (2) designing

the knowledge graph with the natural language sentences, (3) automatically implementing the

106
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incident report in natural language by applying novel storytelling techniques from the knowledge

graph and (4) maintaining the graph with the contribution of different levels of expertise. The

performance of various NVAM’s cycles is demonstrated in a case study with an example scenario

from the SOC at an educational institution; highlighting its useability.

5.1 Introduction

5.1.1 Knowledge beyond security team is needed for the analysis

Most alerts are false alarms. To properly interpret the potential risk of an event, it often requires

knowledge beyond the security department itself. Here are two examples.

As the first example, consider a scenario where a server of organisation XYZ is used for temporary

storage and web testing, and is labelled as a non-critical host. Most of the alerts regarding the

server can be omitted unless it is a serious breach. In the current financial reporting season, the

server was borrowed by the financial department for financial reporting and budget planning.

It now keeps critical information and the security level is raised to the highest level in the

organisation to monitor all alerts closely. However, the role transition of the server is not passed

on to the security team. Its users at the Finance Department have little expertise in security. A

large security hole is left open to attackers.

In the second example, consider a scenario where an organisation repeatedly receives a high

volume of a security breaches from a local host. This is a typical symptom of attack, and the

security system blocks the host and related ports. A further analysis involving staff from different

departments reveals that the host is an experimental server in Department A’s laboratory which is

used to test game engines’ cloud end under development. The local host and cloud server require

low-level communication and configuration with the corresponding security exceptions.

In both examples, the alerts’ analysis requires knowledge from the security team and other

departments which cannot be modeled and integrated with the alert analysis. Either false alarms

could be triggered or high-risk alerts neglected. Therefore, engaging more staff from different

departments is needed to solve the issues in the examples. They require developing a shared

understanding of CSA (currently restricted to security professionals). Generating a report in

a storytelling manner with an analytical graph to present the relationships is human-readable,

facilitating comprehension, and allowing effective human involvement in the process.
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5.1.2 Association analysis based on up-to-date local and global information

Security analysts need to gather local (the integrated information like the network infrastructure)

and global (vulnerability, cyber threat and intrusion alert) information from various sources to

feed the correlation process and support analysis of security events to explain the alerts [19].

The abundance of available cybersecurity knowledge raises challenges for security analysts and

professionals who have to keep track of all the available sources and identify relevant information

by provided by them [214]. Analysts’ inability to identify the most relevant information that is

not easily readable by humans can be considered a data quality issue, as can the overabundance

of cybersecurity knowledge available in various formats [215].

In generic terms, comprehensive and integrated up-to-date information for security experts in-

cludes any details that can be used to characterise an IT entity’s situation. The information

is considered as linking to locally and globally available information [19]. Local and global

information is continuously updating. Implementing approaches to integrate the information into

the data model to make full use of cybersecurity-related details from various resources, and asso-

ciating all these security-related knowledge is difficult and usually incurs expensive modification

costs [46]. One of the major challenges is the rapid variation of network environments which

has a potential impact on security posture, i.e., machines added and removed, various patches

applied, applications installed/uninstalled and confidential data uploaded or deleted [216].

“The problem is not lack of information, but rather the ability to assemble disparate

pieces of information into an overall analytic picture for SA” [48].

To update the knowledge base, the data collected from humans can be converted into machine data

either automatically or manually. To derive relationships to machine data, rule-based correlation

and aggregation are the famous approaches. In order to facilitate the definition of rules, it

can be helpful to visualise the generated data and separate the rules from the detection model

[202]. Many state-of-the-art studies have been carried out, such as [217–220]. They propose

visualisation of the knowledge graph to aid security analysts in their investigation.

At present, such approaches have been used in the application of knowledge graphs that con-

solidate data into a comprehensive picture [216]. Narrative reports accompany the analytical

graph to compensate for the lack of data, leading to improved understanding. In this chapter, to

enable cooperation in exchanging knowledge between humans and avoid peering into internal

structure in machine-readable formats, the rules are defined in a human-readable format. Gener-

ating narrative reports with the interpretation of knowledge graphs for incident alerts facilitates

comprehension because of human-readability, and effectively provides a better ground for faster

response.
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5.1.3 Threat intelligent sharing for mutual learning

Most organisations and participants now agree on the value of exchanging threat information for

a variety of purposes. It has been shown that exchanging sensitive vulnerability data will help to

prevent possible cyber attacks as well as counter current attacks and future risks. Leading cyber

crime researchers, according to the Bipartisan Policy Center [221], agree that public-private

cyber intelligence exchange speeds up the discovery and detection of attacks. As a result, if

companies can detect an intruder during his active periods, they have a better chance of stopping

the attacker before data is compromised [222]. Participation of various data security intelligence

sharing exchanges is the most important concept. A higher SA of the threat environment, broader

understanding of threat actors, and greater agility to protect against emerging threats are all

advantages of sharing [223].

According to the findings of a recent survey [224], threat information sharing will help organisa-

tions strengthen their security posture and SA. Sharing risks, in general, improves collaboration

for mutual learning and reaction to emerging threats, as well as reducing the risk of cascading

consequences across a whole system, market, business, or across industries [223]. Despite the

apparent advantages of sharing security data, there is a reluctance to disclose breaches. The

authors of [225] reveal the numerous obstacles that hinder cooperation opportunities such as

untrustworthy actors, consistency problems and so on. Regardless of the issues that exist in

cooperation, sharing knowledge and having an on the ground understanding of the incident by

those who are accountable adds intelligence to the incident management process, ensuring that

no crucial event is missed unintentionally.

5.1.4 Graph-based analytical and storytelling representation

NVAM is proposed to enable security experts to analyse alerts and represent the incidents’

intelligent analysis in enriched textual narrative reports. This approach combines an innovative

manner of presenting the alert and corresponding data in a graph with an interactive human-

friendly component for analysing and editing the threat information, as well as the interpretation

of the graph’s knowledge in a narrative report that is human-readable.

I chose our analytical strategy as a graph-based model to bring together isolated data and

the varying update intervals of the data sources from the local and global knowledge bases

of an organisation. The knowledge graph is built to carry out an alert correlation analysis.

The knowledge graph gracefully supports human-friendly sentences that might be needed for

revising/expanding the information due to exploring more security knowledge. It is well suited

to the integration of many types of data that security analysts may wish to correlate. It also
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brings together employees from various departments with varying levels of skill. The graph-

based approach is used to expand network attack predictions by retrieving the target host’s

vulnerabilities and then retrieving the vulnerability associated with the alert.

Because the success and efficacy of every security action relies greatly on the involvement of

security specialists, NVAM turns alerts and association knowledge into human-comprehensible

narrative [217]. Even persons with no specialist security expertise about the issue can benefit

from the summarised accounts since they provide a holistic view for better tracing security alerts.

In the processing of a large number of alerts, detecting and tracing malicious events with a

combination of machine and human powers is a more reliable method [226]. Our strategy will

aid in the establishment of an intelligible common ground between humans and machines by

using summarised stories.

Storytelling is a method to assist or engage people to explore and interpret complex real-world

problems. In other words, telling stories in the problem formulation stage merges synthesis

and analysis, and makes abstract concepts more concrete [227]. Storytelling can be used as a

knowledge representation method to highlight the semantic and implied information from events

into a human-readable format [58].

Given the huge volume of events and corresponding alerts, the stories need to be generated

automatically. In this chapter, interpreting security alerts from different aspects, from a holistic

view to technical solutions, into a natural language is proposed. Therefore, expert and non-expert

analysts could analyse data beyond the security rules and policies.

The remainder of the chapter is organised as follows. First, NVAM and its development cycles

are introduced and then the aspects of the designing NVAM are explained in Section 5.2. Section

5.3 illustrates the usefulness of the NVAM by means of an example use case. The chapter ends

with a conclusion and consideration of the current limitations.

5.2 Narrative Visualised Analytical Model (NVAM)

This research’s initial overarching aim was to present the vulnerabilities and threat factors and

local elements associated with the incident alert, which is effectively understandable by humans

for alert validation. Based on an idea proposed by Afzaliseresht et al. in [1] that was explained

in chapter 4, NVAM aims to reduce the cognitive load imposed on cybersecurity analysts while

processing alerts. This chapter presents a revised analytical strategy of the knowledge graph

model which is capable of generating the automatic story by exploring the subgraphs. A shared

understanding of CSA is developed in order to engage more people in updating their knowledge.
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The NVAM comprises four cycles to assist an expert in CSA. As a result, full awareness of the

alert situation from various heterogeneous sources, such as different departments and owners,

can be achieved. The main development life cycles are illustrated in Figure 5.1 and explained as

follows.

FIGURE 5.1: Overview of the NVAM’s development life cycles consisting of four cycles (the
story representation is the output of the implementation cycle which capable of revision based

on updated knowledge from the maintenance stage)

5.2.1 Analysis cycle

Although monitoring systems help filter millions of logged events and generate security alerts,

final human assessment is still part of the process. The analyst analyses the alert by using the

extracted information from the local and global knowledge bases. The alert record is processed

using regular expressions to extract the fundamental fields of any incoming alert recognised

in the network flow. From the knowledge bases, relevant information with potential logical

linkages to the alert record is filtered and extracted [228]. To explain the incident evidence

and its possible impact, Internet scan engines and public threat exchange repositories are used

to analyse information and their relationships. The correlated data and analytical findings are

used in the report [66]. What is the fundamental component of the incident? This version has

extremely simple human-readable sentences to explain, What is it? Who is the attacker? Who is

the victim? When and where did the incident occur? What evidence that it happened appears

in the logs? How much the asset was affected? All of the data is used to fill in the report’s

pre-defined template. A draft incident report is written for sharing the knowledge with others.

The knowledge bases are regularly updated based on the available updated information (from

other staff or public resources).
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5.2.2 Design cycle

The analyst writes the analytical results in an incident report as a series of sentences which are

converted into a simple structure, and then into query language which generates the knowledge

graph automatically. Given that such alerts are machine-readable rather than human-readable,

interpretation of raised alerts and cyber threat intelligence information is still required. Sharing

is considered effective in a variety of cybersecurity situations, that provide a comprehensive

situational awareness (shared SA) of potential threats and current incidents [229]. Cybersecurity

analysts share the incident report informally as a text. Writing a lot of relevant information in a

human-readable format reduces the cognitive load on cybersecurity resources, which are already

limited.

5.2.2.1 Knowledge graph construction

The synthesised knowledge is visualised using a graph-like structure to support the analytical

reasoning [230]. Usually, a historical collection of domain-specific knowledge is designed and

developed prior to constructing a knowledge graph [231]. Here, a predefined set of vocabularies

and relationships are not required. The graph is intended to be a flexible middle-ware analytical

tool to avoid a solid set of rules. In other words, the initial alert messages and corresponding

information from the local and global knowledge bases are combined in the graph to visualise

the ongoing threats, to better comprehend an entity’s semantic connections.

Graph databases are classified into two types based on the graph model they support: property

graph and RDF. In general, RDF graph databases provide an emphasis on semantics and interop-

erability, whereas property graph databases place an emphasis on usability and performance. I

chose the Neo4j to explain graph data modelling [232], though the simplified exchange syntax

for ontology language is Resource Description Framework (RDF). Compared to Neo4j, RDF

triples are machine-friendly syntax not suited to human understanding. RDF is very strongly

index-based, which should be defined in the triple-oriented-language, while Neo4j is navigational

(implements index free adjacency) and stores the connections between connected entities without

scanning indexes [232].

In addition, Neo4j is opensource, significantly improving the processing efficiency of massive

RDF data replication. Its Cypher query language is a very expressive query language built ground-

up for humans to perform graph queries [233]. A Neo4j knowledge graph is a semantically

enhanced insight layer of linked data that allows reasoning with the underlying data and reliably

utilising it for sophisticated decision-making.

The following concepts are used to model a Neo4j graph [233]:
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• Nodes: Concepts or entities in the domain

• Labels: Tags adding more meaning to nodes besides adding constraints and indices

• Relationships: A directed, semantically connection between nodes to depict the relations

between them

• Properties: Key-value pairs that depict more information about nodes and relationships.

A graph consists of nodes, attributes and relationships. The knowledge entities as nodes and

properties of entities as attributes must be recognised in the domain. How these entities and

attributes are related to one another, and what entities are introduced at particular times should be

captured [234]. The majority of graph queries aim to find an explicit pattern within the graph

database. In a regular data processing system, graph queries have the expressive power to return

the entity to the level of an analytic. Because the analysis is beyond the simple relations that

can be maintained in tables, graph databases require various models. Before calculating specific

data, certain searches need to follow numerous links. Initially, each graph database developed

its own query language. Companies have recently begun cross-pollinating by introducing new

implementations, aiming towards an opensource standard. The following are the most common

graph query languages:

• Gremlin: A graph-searching language that was created for the Apache Tinkerpop project

and enables declarative or procedural queries.

• Cypher: This declarative language, first developed by Neo4j and then adopted by others

as OpenCypher, lets users search for nodes and edges that meet specific criteria

• GQL: This proposed standard aims to bring the Cypher, GSQL and PSQL styles together

• SPARQL: A query language for knowledge graphs represented in the RDF format

• AQL: ArangoDB’s initial procedural language

• PGQL: Oracle’s original language for searching and gathering data from nodes that fit

certain criteria

• GSQL: TigerGraph’s initial procedural language.

Cypher is a well-known querying and updating language for property graph databases and is

used most widely [235]. Cypher has features for searching and altering data, as well as defining

schema definitions such as linear queries, pattern matching, data manipulation and pragmatic

queries [235].
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5.2.2.2 Report into query converter

The knowledge graph, Neo4j’s data model, is made up of nodes which represent entities (such as

users, alerts, departments and so on), and relationships which indicate the links or relationships

between the entities. Based on the domain, these entities should be recognised. Knowledge

bases that integrate multi-source heterogeneous data can be helpful in identifying entities and

their relationships. For obtaining contextual insight about an incident through the aggregation of

isolated data, two main domain knowledge bases (local and global) are required.

The local knowledge base includes available information with domain knowledge of experts and

the raw data collected from the security devices. The local knowledge base allows the exchange

of explicit knowledge about the situation of an incident relevant to the company/institution.

The global knowledge base contains supplementary information that is collected by external

companies and researchers. Existing instance data in the global knowledge base is comprised

of the following information: (1) Whois1 and additional information about the IP address and

domain registrants, (2) online scan engines such as Virus Total2 or Threat Miner3 that generate

the “malicious” labels for a given URL or file, (3) the Snort community rule set4 and (4) online

open threat exchange repositories such as AlienVault5, Windows Defender Security Intelligence

(WDSI)6 and Symantec7.

The process of identifying entities and creating graphs can be done manually or automatically. If

a manual approach is used, a person should specify the types of entities and connections that are

permitted based on local and global knowledge bases. Not only is this a time-consuming task, it

is also impossible in incident management. First, current global knowledge bases and resources

are rarely publicly available, and those that are do not provide enough detail to represent the

repositories I expect to model. Second, local network environments change frequently and must

be manually updated.

The automatic approach is the best preference because I want a flexible graph that can be updated

quickly and affordably by updating the knowledge bases that can be used in different incident

types. A human-friendly convertor is intended to automatically convert simple vocabularies

from an incident report to nodes, properties and relationships. As a result, Python scripts that

accept human-readable sentences as inputs are used as automatic convertors, assisting in the

collection and facilitation of knowledge from various organisational units, as well as from/to

other existing conceptualisations or knowledge bases. A tool that uses two Python scripts to

1WhoIs. http://www.whois.com/s
2https://www.virustotal.com/
3https://www.threatminer.org/
4https://www.snort.org/downloads
5https://otx.alienvault.com/pulse/
6https://www.microsoft.com/en-us/wdsi/threats
7https://www.symantec.com/security-center/a-z/
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convert an incident report written in human-readable format to a simple structure and then into

query language without requiring any changes to the scripts.

To reason over statements expressed in these vocabularies, a human-readable format improves

the cyber threat intelligence accessibility for security experts. A Python script is a good candidate

which converts the natural language sentences into Cypher queries that are capable of quickly

transforming into a knowledge graph. The script assists the integration of different schemas and

formats for the presentation of the graph. The NLTK library, which offers a sentence tokenizer

function to split the words based on the grammar, is used to extract the entities, attributes, and

relationships between entities from each human-readable report. Then, the extracted terms are

categorized into nouns, verbs and adjectives to describe the entities, relationships and properties.

The groups are automatically converted into a simple structure that can be transformed into

Cypher queries. The nodes and relationships can be associated with any number of attributes

(hence referred to as properties) in the form of key-value pairs. This allows for data analysis

modelling and querying.

A few simple rules are needed when simple structure sentences are created. For example:

1. {} is used to describe the property of the entity that could be used for searching

2. Relationship has to be one word, for example, in the expression: “Malware, is a, OSX-

keylogger”, “is a” is not correct, it shall be “is a”

3. Shortcode [] is used to represent a whole entity, either the head or tail. For example, the

investigation Alert=[Alert0]; later, I can use [Alert0] to refer to this node.

5.2.3 Implementation cycle

To fill the gaps in the current incident report, predefined scripts are used to query the knowledge

graph. After a graph is constructed, subgraphs can be retrieved over Neo4j using a Python API.

Py2neo is a Python Neo4j API with imperative and declarative features [236]. It is used to

execute a more necessary and performant querying method. By traversing the graph, the queries

look for terms that can be used to fill the text templates. I installed Neo4j APOC library extension

to provide the analyst with more power and flexibility for crafting queries that can be successively

constrained while maintaining a simple and readable syntax [237]. These extracted results from

the queries are applied to generate an automatic story.

The query results are specifications for matching subgraph patterns to complete the incident

report template of interest. Both templates and queries are modifiable and can be customised

based on an organisation’s preference and its local policy. To highlight the graph’s implicit

and explicit knowledge and convert it into a human-readable format, storytelling is used as a
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knowledge representation method. The ability to automatically provide the story at different

levels of detail enabling it to cater to various information needs and intended aims (i.e., low-level

for the user at the Financial Department, high-level for top management).

The template and information to be filled out are updated when the audience group to receive the

narrative report is chosen. In each level of the story, some pre-written templates are prepared to

be completed with the enriched data. Readers’ insights can be used to tailor each level of the

story. For example, a top manager can utilise the top level of a story with no technical concerns,

while an analyst can use a more thorough report to detect and trace a problem. The following are

two examples of a story from an incident in the top and low levels:

At the Top level:

I got an alert on 11/02/2021 about an attack on server X, Sev1.edu.au,, which contained low

severity financial data. There are no indicators that the server has been compromised. The server

will be re-imaged to prevent it from being further compromised.

At the Lower level:

I got an alert, Alert0001, on 11/02/2021 5:05, because of the connection between local Machine,

name: Sev1.edu.au, IPaddress: 10.233.62.247 with severity high(3/10) and Potential attacker,

name:service.macinstallerinfo.com, IPaddress:104.239.223.14. Alert is a Malware, Name is

Osx.Keylogger.Elite, Class Ref is snort, Type is CNC.More Info:Malware classifiedin snortrule,

Classification is malware-CNC, Title is MALWARE-CNC Osx.Keylogger.Elite variant outbound

connection. It found in ThreatExchange,Defintion is OSX.Keylogger is a spyware program for

Mac OSX that records keystrokesmay take screenshots and may also send the information to a

predetermined emailaddress, Reference is Symantec.local Info:Machine contains APPs, App1

is Schart, App2 is CoNsoleKit Microsoft Visual, App3 isC++ Machine administrated by Staff,

Name is Alex, Mail is alex@vu.edu.au Machine located in Department, Name is FinancialUnit,

Security rank is High(8/10), Unit is 1, Address is Block3 Level2.

A person who should be aware about the incident, can read the narrative report supplied by the

knowledge graph and identify the fundamental source of errors and respond quickly by making

key decisions. Similarly, a manager who isn’t generally involved with technological concerns

can quickly and accurately gather enough information about cyber occurrences.

5.2.4 Maintenance cycle

The generated narrative story, which is the graph accompaniment, is presented as a report, ticket,

or post to the particular audiences (i.e., device administrator, risk owner, manager, analytical

expert, and others.). The report’s human-friendly nature contributes to a larger audience involve-

ment in CSA (currently restricted to a security analyst). As an example scenario, the infected
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device user receives the storytelling report with the graph and obtains insight into the cyber

situation instantly, thus preventing further problem escalation. For instance, the sev1.edu.au was

a primary server without confidential information. Although the server’s security level was low

because of the non-critical information stored on it, the owner used it as a backup device for

confidential data without passing the role transition of the server to the security team. By reading

the narrative report and the analytical graph, the owner understood the current situation of the

server not being updated and the security professionals not being aware of its status. The user

can contribute to complete the intelligent threat report and update the server’s sensitivity.

5.3 Evaluation (Self-Evaluation)

In this section, I illustrate the applicability of the NVAM. For testing purposes, an incident alert

example was randomly selected, which was raised from an external vendor’s tool, Secureworks.

The example of the alert message produced by Secureworks is as follows:

‘‘MALWARE-CNC Osx.Keylogger-Elite - 10.233.62.247 → 104.239.223.14 02/27/2019 5:05

PM’’

The incident alert is correlated to the local and global knowledge bases to represent a possible

threat scenario. To be comparable with the incident report, the extracted knowledge from

knowledge bases is shown in a human-readable format in Table 5.1. As shown in Table 5.1, to

represent the knowledge, the NameOfSource Field (Value) is used as a structure, where: (1)

NameOfSource is the name of the source from which the data is retrieved, (2) Field is used

as a property which is searching from the source, and (3) Value presents the extracted value.

i.e., Alert SrcIP(10.233.62.247): Alert is a local source that source IP (SrcIP) is searched, and

10.233.62.247 is the extracted value for source IP.

The tool, Python scripts are used as convertors. The incident report is automatically converted

into the simple structure format and then into Cypher queries. The alert id is the key as an

essential identification for each alert, and it used in corresponding nodes and relationships. A

snapshot of the simple structure format transformed from the incident report is as follows.

This alert, code, Alert0001

Alert0001-{DateTime:“02/27/2019 5:05”, Message: “MALWARE-CNC Osx.Keylogger-Elite”,

SrcIP:“10.233.62.247”, DesIP:“104.239.223.14”}, is , Alert=[Alert]

[Alert], Shows Connection from, Machine-{IP:“10.233.62.247”, Domain:“

Sev1.edu.au”,Sensitively:“low(3/10)”, UnitID:1,Admin:12, APPslist:13}=[machine]

[machine], located in, Department-{Unit:1,Name:“Financial Unit”, Address:“Block3 Level2”,

Security rank:“High(8/10)”}
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TABLE 5.1: Part of local and global knowledge associated with the incident alert

Local Global

Alert DateTime(02/27/2019 5:05) Snort Header(MALWARE-CNC
Osx.Keylogger.Elite variant outbound
connection)

Alert Message(MALWARE- CNC
Osx.Keylogger-Elite)

ThreatExchange Definition
(OSX.Keylogger is a spyware program
for Mac OSX that records keystrokes,
may take screenshots and may also send
the information to a predetermined email
address)

Alert SrcIP(10.233.62.247) ThreatExchange Name(Syemantec site)

Host SrcDomain(Sev1.edu.au) WhoIs DesDomain(service. macinstal-
lerinfo.com)

Host Seneitivity(Low(3/10) ScanEngine Name(ThreadMiner)

Host Location(Fincanctial Unit, Block3
Level2)

ScanEngine URL
(http://service.macinstallerinfo.
com/ Mac/getInstaller-
Specs/ ?&channel=3Db5002&
info=3D238749466&encinfo= 3D1&)

By defining the sentence “This alert, code, Alert0001”, a new alert id as a new key is generated.

Figure 5.2 shows a snapshot of the output generated from the Python script where human-readable

sentences are converted into Cypher queries after transformation to a simple structure format.

The output queries can be easily copy-pasted into Neo4j to generate the corresponding graph.

Nodes, relationships, and properties are created based on the knowledge provided in human-

readable sentences and corresponding queries. As Figure 5.2 shows, nodes and their properties are

created, then the head and tail of a connection are defined, and then relationships are linked. As

establishing nodes and links with Cypher is complicated for humans, the Python script translates

the human-readable sentence to Cypher queries. Thus, a (human-readable format) bridge is

provided for people to pass this stage.

The graph is generated directly from the Cypher queries. Figure 5.3 shows the generated graph

for the incident alert with node labels and relationships type in the Neo4j. The corresponding

knowledge related to the alert is shown by nodes and relationships in the graph. The local

knowledge is presented through the “Machine” node and its dependencies, and the global

knowledge is shown through the potential “Attacker” and “Malware” nodes and their associations.

The nodes are shown in circles and they are classified into two groups: sentence entity defined

by the pink circles in the graph that bring a fact or isolated piece of knowledge. And the red

circles are defined as sentence entity shortform, and deeper insights about them are provided in

the graph (the nodes were converted by adding [] to represent a whole entity).
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create(alert 2 shortform 0 :sentence entity shortform
{content:’Alert’,content lower:’alert’,short form:’Alert’,alert id: ’Alert0001’ })
create(alert 2 shortform 1 :sentence entity shortform {content: ’Machine’, content lower:
’machine’, IP:“10.233.62.247”, Domain:“Sev1.edu.au”,Sensitively:“low(3/10)”, UnitID:1,
Admin:12, APPslist:13, short form: ’machine’, alert id:’Alert0001’})
create(sentence entity alert 2head 2:sentenc entity {content:’Alert0001’,
content lower:’alert0001’,alert id:’Alert0001’, DateTime:“02/27/2019 5:05”,
Message:“MALWARE-CNC Osx.Keylogger-Elite”,SrcIP:“10.233.62.247”,
DesIP:“104.239.223.14”})
create (sentence entity alert 2head 2)-[:is] → (alert 2 shortform 0 )
create (alert 2 shortform 0 )-[:shows connection from] → (alert 2 shortform 1 )
create(sentence entity alert 2tail 6:sentence entity {
Content:’Department’,content lower:’department’,
alert id:’Alert0001’,Unit:1,Name:“Financial Unit”, Address:“Block3 Level2”,
Security rank:“High(8/10)”})
create (alert 2 shortform 1 )-[:located in] →(sentence entity alert 2tail 6)

FIGURE 5.2: Snapshot of the generated Cypher queries from the threat intelligence report
(human-readable format)

FIGURE 5.3: The generated graph in Neo4j from the Cypher queries (nodes are illustrated as
circles and the relationships are shown as directed arrows)

Cypher is very similar to SQL, consisting of clauses, keywords and expressions like predicates

and functions [232]. Each node represents an entity table, and its properties are the columns

of the table. For instance, Machine as the highlighted node in Figure 5.3 containing properties

like IP, Domain, Sensitively and others. It has relations with other nodes (Application, staff, and

department).

For a Python graph database, Neo4j is installed on a system and then accessed via its binary and

HTTP APIs, though the Neo4j Python driver, i.e., Database.driver [232]. Then, the graph for

representing the knowledge of interest gives the analyst the power and flexibility for crafting

queries. The query statements are easily and affordably defined and manipulated by users. A

procedure on Cypher (APOC), an add-on library for Neo4j, is used for querying flexibly and



Chapter5 120

traversing the knowledge graph. The APOC library consists of many procedures to expand the

subgraph nodes reachable from the start node following relationships to max-level adhering to

the label filters. For example, in the query below, the collection of nodes in the subgraph and

the collection of relationships between all subgraph nodes are returned. The given condition

constrains the analytic results to focus on those that are linked from the node called Machine.

MATCH (p:sentence entity shortform {content:‘Machine’+

“,alert id:”+str(AlertCode)+ “” })

CALL apoc.path.subgraphAll(p, {
relationshipFilter: ‘>’,

minLevel: 0,

maxLevel: 5

})

YIELD nodes, relationships

RETURN nodes, relationships;

A node in the knowledge graph is labeled by its name, as a noun, and its properties are adjectives,

and its acting by a verb shows a relationship. Retrieved subgraphs as results of the queries,

bring the opportunities to generate sentences with nouns, adjectives and verbs automatically. For

example, the paragraph “Machine contains APPS, App1 is Schart, App2 is CoNsoleKit Microsoft

Visual, App3 is C++. Machine administrated by Staff, Name is Alex, Mail is alex@vu.edu.au.

Machine located in Department, Name is Financial Unit, Security rank is High(8/10), Unit is 1,

Address is Block3 Level2.” is generated automatically after traversing the graph and returning the

nodes, relationships and properties associated with the specific node, “Machine”. The flexibility

of creating a graph, and extracting information from it provides advantages to make an automatic

report based on the preferences. A generated story from the incident alert is shown in Figure 5.4.

Figures 5.3 and 5.4 show how NVAM describes the incident raised by the alert in narrative

and visualised model form. The knowledge graph and story together provide a comprehensive

understanding of what has occurred both locally and globally. If the person receiving the alert is

the owner or another participant with updated information about the alert, such as asset, location,

severity, and so on, NVAM can provide a high level of ground knowledge to facilitate engagement

in incident management. If the receiver, such as a manager, does not have up-to-date information,

he or she can be updated immediately without overloading cognitive efforts due to the benefits of

the human-friendly manner.

5.4 Summary

I have demonstrated that NVAM with knowledge graph and narrative report can assist security

professionals to have a better perception of the elements of the environment by involving more
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“I got an alert, Alert0001, Alert0001, on 02/27/2019 5:05, because of the connection
between local Machine,name: Sev1.edu.au, IPaddress: 10.233.62.247 with severity
low(3/10) and Potential attacker, name:service.macinstallerinfo.com, IPaddress:
104.239.223.14
Alert is a Malware, Name is Osx.Keylogger.Elite, ClassRef is snort, Type is CNC.
More Info:
Malware classified in snort rule, Classification is malware-CNC, Title is MALWARE-
CNC Osx.Keylogger.Elite variant outbound connection. It found in ThreatExchange,
Defintion is OSX.Keylogger is a spyware program for Mac OSX that records keystrokes
may take screenshots and may also send the information to a predetermined email
address, Reference is Symantec.
local Info:
Machine contains APPs, App1 is Schart, App2 is CoNsoleKit Microsoft Visual, App3 is
C++ Machine administrated by Staff, Name is Alex, Mail is alex@vu.edu.au Machine
located in Department, Name is Financial Unit, Security rank is High(8/10), Unit is 1,
Address is Block3 Level2
global Info:
Attacker recorded in Blacklist, IP is 104.239.223.14, Reference is ThreadMiner, URL1
is http: // service. macinstallerinfo. com/ Mac/ getInstallerSpecs/ ?&
channel= 3Db5002& info= 3D238749466& encinfo= 3D1& ”

FIGURE 5.4: A generated story from the alert

staff in the incident management that originated from the incident alerts. The conversion of

human-readable sentences to query language and the interpretation of the graph’s knowledge in

a human-readable narrative report, aids comprehension and allows human involvement in the

incident management process.

Through a shared understanding of CSA contextualisation, the knowledge graph is used in

NVAM to visualise the relationships between the alert and relevant information from the local

and global knowledge bases. Based on the knowledge graph, alerts are integrated into a more

understandable form, such as summarised stories, to represent security events. As a result, alerts

investigation is improved through better contextualisation of CSA, which aids in the establishment

of an understandable common ground among humans. As a result, shared CSA is achieved by

involving people with diverse knowledge and roles in the incident management process.

In this study, I only focused on malware taxonomy for approach demonstration due to current

limitations. Nonetheless, the model is easily adapted to other types of incidents by supplying

complementary sources from the local and global knowledge bases. Furthermore, because the

enriched incident report for a security alert in a story design is not available, I was unable to

conduct a direct comparison with the proposed storytelling model. Further still, the impact of

narrative format comprehension and engagement is not directly measurable. Thus, the usability

and suitability of NVAM were demonstrated in a real-world case study. This chapter results was

published in the paper 4 of publications.
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Explainable Model to Interpret Money
Transactions - Self and Shared
Situation Awareness

The intelligent model of knowledge graph that was proposed in chapter 5 is provided for trans-

action visualisation for fraud detection, an important challenge in security research. As with

the same incident management challenges, fraud detection methods need to be more transparent

by explaining their results in more detail. Despite the fact that fraudulent practices are always

evolving, investigating money laundering based on an explainable AI that uses graph analysis

assists in comprehending schemes. By providing insights beyond current descriptive explanations

of cognitive processes and requirements related to cybersecurity job performance, quantitative

characteristics of the activities undertaken to solve the problem have been achieved [238]. Ex-

plainable model emphasised the role of humans in the loop by adding explanations that enhance

cognitive insights. The main focus of this investigation is to support SOC and CSIRT teams in

the incident management process, but the models can also use an accountable model to detect

fraud. In fraud detection issues, transactions of accounts are investigated to identify fraudulent

transactions [239].

Large transactions are a result of digital payments which have grown at an unprecedented rate

in the last decade. Criminal schemes have quickly evolved to take advantage of the payments

landscape. In real-world situations, fraudulent transactions resemble normal transactions, making

it difficult to detect them immediately. While the number of transactions has increased, the task

of auditing or tracing the money transferred based on records is becoming overwhelming. The

use of visualisation techniques to make data (transactions) transparent is critical. Open data is

demanded due to cooperation in the analysis process to gain insights, draw conclusions, and

122
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ultimately make accurate decisions. This chapter aims to aid humans’ natural ability to absorb a

larger volume of information in the visual model during the visual analytic process.

A knowledge graph is a visual model that is used in the proposed Visualised Fraud Analytical

Model (VFAM) to display the complex relationships between the money sender and receiver in a

transaction. Based on the scenario-matching method, the developed network connecting accounts

makes exploring account nuances simple and rapid. The scenario-matching method involves

checking the model in real time and creating a matching trace for further investigation.

I used fraud scenarios to filter the network and identify suspect accounts linked to the money

laundering phenomenon. Interactive querying was used to prune the graph based on the stated

fraud scenarios and the visual model presenting the network made the data transparent and easily

understood by humans. As a result, humans can successfully participate in the money laundering

detection process given to comprehensive awareness provided through visual representations and

interactive techniques.

6.1 Introduction

Money laundering is the process of making illegally earnt money appear to be clean, often

through complex bank transfers and transactions. Concealing the origin of money earnt is often

used in criminal enterprises. In other words, illegal earnings are integrated into a legal financial

system by adding cover layers to hide the funds’ true origins, and the funds are integrated

into a legitimate financial system without raising suspicion from governments [112, 240]. The

business community, the Australian Transaction Reports and Analysis Centre (AUSTRAC), law

enforcement and regulatory agencies all play critical roles in preventing, detecting and disrupting

money laundering, serious organised crime and terrorism financing. Money laundering is a large

and complicated problem that is only getting worse, and current methods are failing to prevent it

[241]. The main reason for this failure is an inability to distinguish between fraudulent behaviour

(malicious transactions) and ordinary financial activity [242]. Despite significant government

support, Australia is not doing enough to combat money laundering, placing it 48th out of 133

nations in the 2020 Financial Secrecy Index1.

The complexity of fraud detection amongst massive amounts of transactions and rapidly changing

fraudulent behaviour requires human involvement in the process. Analysts need more power to

identify correlations of events in finical transactions. Furthermore, analyst reports from suspected

transactions are critical pieces of information that aid activities in developing a clear intelligent

picture and make society a safer and better place by preventing serious crime. More power is

given to investigators who enable crowdsourcing of analysis by reducing complexity as a result

1https://fsi.taxjustice.net/PDF/Australia.pdf
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of opening up data to analysis whichemphasises handling massive and dynamic sets of data

by incorporating human judgment into the process. Human collaboration is easier via visual

representations and interaction techniques in the analysis process [111]. Aside from the difficult

nature of money laundering, visualisation techniques aid in the detection of financially significant

fraud events as quickly as possible [114].

In this chapter, VFAM is proposed as an explainable intelligence to aid in the exploration,

detection and analysis of fraudulent behaviour in bank transaction events. The visual model used

in VFAM is a network of transactions with links between accounts. By integrating the interaction

technique and scenario-matching approach, different types of fraud (money laundering) are

queried in the graph then suspicious accounts are displayed.

The principal reason for building VFAM is to allow the exploration of information in a graph.

The scenario-matching approach is used to prune the fraudulent network during the interplay.

In money laundering detection, the target is unknown, meaning the suspicious accounts and

fake funds are not explicitly revealed in the graph. The analyst must test various scenarios for

the clustering outcome to be generated [116]. According to Ceneda et al., in [116], “visual

analytics is typically applied in scenarios where complex data has to be analysed”. Scenarios are

hypothesised to assist analysts in driving to the destination, taking on each decision, changing

paths if necessary, while still allowing the analyst the freedom to use other analytical tools to

arrive earlier at the destination or exchange the result for a better understanding of situations

[116]. The VFAM scenario-matching interactive graph-based analysis approach emphasises how

simple it is to create various fraud scenarios and filter the visual information to detect and verify

fraudulent activities.

Because the knowledge of transactions and relevant background are displayed in the knowledge

graph, the query is a method for traversing the graph and checking the fraud scenarios. As

mentioned in Chapter 5, Neo4j is a knowledge graph model that makes use of the strong query

language Cypher. Some other works have used query language, particularly Cypher query

[3, 243, 244], which I used to filter graphs to find expected patterns and results. Although they

are not presenting a solution for fraud detection in financial data, their translated queries do not

require humans to construct complicated queries by an interactive approach [243, 244]. These

researchers employed the same query language provided in this chapter and took advantage of

Python to make the queries more intelligible [3].

The remainder of this chapter starts with a brief introduction of the proposed intelligence, VFAM.

Then, the dataset that is used for fraud detection is introduced. The chapter then elaborates

on testing the VFAM based on the fraud scenarios to identify suspicious accounts through

transactions. Finally, a discussion and conclusion are provided.
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6.2 Visualised Fraud Analytical Model (VFAM)

To determine whether an account is in a fraudulent state, an analyst’s verification is required

to review transactions [245]. The initial aim of this chapter is to examine financial data using

the explainable intelligence proposed primarily in incident management. I borrowed the idea

and applied its model to disclose the fake transactions associated with accounts in a way that

humans can understand and gain both self and shared SA throughout the money laundering

detection process. VFAM was partially designed to take advantage of the human perception

system, allowing analysts to derive insights from data more quickly, and assisting analysts in

fraud detection.

In VFAM, a knowledge graph that can visualise transactions is presented. Graph-based analytics

enable analysts to create a variety of queries and find the answers they are looking for by traversing

the visual model, the graph. In other meaning, a shared understanding of financial transactions is

developed and illustrated to engage analysts in fraud detection. The VFAS comprises four phases

to assist an expert in support of analysis. As a result, full insights into the financial situation from

the massive transaction can be achieved. The main development phases of VFAS are illustrated

in Figure 6.1.

6.2.1 Data modelling phase

The synthesised knowledge is visualised using a graph-like structure to support the analytical

reasoning [230]. Usually, a historical collection of domain-specific knowledge is designed and

developed prior to constructing a knowledge graph [231]. Data modelling organises all of the

data manipulated by the various functions involved in the system’s design [246]. Domain-specific

knowledge is investigated in order to recognise graph entities (nodes) and graph relationships

(edges) in order to develop a data model. The domain that includes entities and relationships is

where the money laundering occurs. The entities of domains can vary depending on the primary

business process. In most domains, however, “Transactions” and “Accounts” play the most

important roles because suspicious transactions are added or modified illegally. Other entities and

relationships are added to the data model based on the information recorded in the transaction

logs.

6.2.2 Visualisation modelling phase

Because explainability is so crucial in big data analysis [241], we’ve created a prototype for

visualising such data as well as models to supplement human analysis. In the majority of the

times, graphs (or networks) are used to represent relationships between entities. Transactions
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are represented as nodes in a graph, with edges indicating the relationship between transactions.

Through a well-designed graph, the analyst can quickly gain insight into the cyber situation.

A graph consists of nodes, attributes and relationships. The knowledge entities as nodes and

properties of entities as attributes must be recognised in the domain. How these entities and

attributes are related to one another, and what entities are introduced at particular times should be

captured [234].

Because massive amounts of data are processed on a daily basis, scalability and relationships

are the most important factors to consider when designing a data model and selecting a graph

database [247]. Scalability is the key to a successful analytical process; for instance, scaling up

to one billion nodes, still maintaining top performance is a selection criterion in the financial area.

I chose the Neo4j2 to explain visual data modeling. Neo4J has a lot of benefits which makes

it one of the most popular tools in this field. According to the results of a comparison, [248],

Neo4J is one of the best options, with most features receiving a “Great-4” rating in comparison

to other databases. As one of the best graph databases, it stand out for its features [248]. A

Neo4j knowledge graph is a semantically enhanced awareness level of connected data that allows

users to reason with it and rely on it for critical decisions. Its query language, Cypher, is an

extremely expressive query language that was designed from the bottom up for humans to make

graph queries. A flexible schema, Cypher (a powerful query language), a dashboard for planning,

performing and analysing data, scalability and cloud readiness are the most important features

[248]. According to the Neo4j website, they claimed:

“The unmatched scalability of Neo4j lends itself to emerging AI and machine

learning use cases, which require graphs to scale reliably across massive datasets to

give learning applications context and to make AI more explainable.”

6.2.3 Analysis and inference phases

Although fraud detection systems help filter through millions of transactions and generate fraud

flags, final human assessment is still part of the process. The analyst analyses the transactions

using the extracted information from the sender and receiver accounts by matching the suspected

fraud scenarios as queries. Suspected transactions can be recognised by in-depth analysis of the

sender and receiver accounts and their relationships.

Judgment and decision making is a psychological construct and considered to be CTA. CTA

partially reflects the goals of awareness which occur when analysts comprehend the state of

a transaction and predict the relationship between it and another. Numerous support tools

come in a variety of implementations with machine learning algorithms that automatically

2https://neo4j.com/
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analyse the massive transaction for potential fraudulent behaviors [77]—Still, their intelligence

and presentation are not sufficiently transparent for full comprehension, necessitating human

engagement in the judgement verification process. The visual scene provides a framework

understanding based on memory and reasoning that reduces cognitive overload for humans [249].

It is much easier for human beings to find the correlations between transactions in the logs if

they are modeled using a graph database, here it is Neo4j. The Neo4J interface running on a

web browser facitates the process of analysis. The interface shows database information, node

labels, relationship types and property keys, and on top I has text section where I can query data

in Cypher language. Integration and visualisation in a light software, helps an analyst to have a

better understanding of the elements of the environment.

An analyst investigating transactions should consider and be aware of the many situations that

could arise in the transactions. Most of the time, there are certain fraud scenarios that are being

searched for as a pattern. However, fraudulent activity evolves with time, necessitating greater

investigation flexibility. It is for this reason that human involvement in the analytical process

cannot be eliminated. Analysts must determine if each transaction is regular or atypical, and

whether the claim is valid and reasonable. The money flow is either legal or suspicious loops are

formed. They may put a part of their analysis to the test by using a Cypher query in the graph,

and the results will show up as in the knowledge graph. The visual model relieves the analysts’

cognitive loads and allows them to gain SA more quickly. A graph is a simple model that may be

shared with others to incorporate their participation in the analysis process. The forensics team

may put their hypotheses to the test based on the situation that has been replayed in their heads,

and the findings are displayed in the graph.

I want a flexible graph that can be updated fast and cost-effectively by upgrading the knowledge

that is used to evaluate various fraud scenarios. While the test may be presented in a human-

friendly style, it also provides a fascinating method of analysis by evaluating various assumptions.

I created fraud scenarios for recognising patterns of individual user fraudulent conduct. Fraud

scenarios are a collection of user actions that point to the possibility of fraud. Computer intrusion

situations are related to fraud scenarios, and the fraud detection system works similar to a

signature-based intrusion detection system. In contrast to intrusion scenarios, fraud scenarios

focus on high-level user transactions on financial data rather than computer system states and

events. As a result, I used the Cypher query language to apply the fraud scenarios to the

knowledge graph. A fraud scenario consists of a name, description and scenario rules. Scenario

rules specify the order and timing of each entity’s occurrence in relation to the fraud indicated in

the cypher query.

Cypher meets this necessary expectation. Cypher organises searches in a linear fashion. This

allows users to conceive of query processing as starting at the beginning of the query text and

working their way to the finish in a linear fashion. The query as a whole is therefore made up of
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these functions. This linear sequence of clauses is only recognised declaratively; implementations

are allowed to reorder clause execution if it does not impact the query’s semantics. The projections

as RETURN are possible with the WITH clause, including aggregations. It also allows for filtering

using projected fields. Pattern matching is the key idea of Cypher queries. In Cypher, the MATCH

clause employs such a pattern and introduces new records in the query graph with bindings of the

matched instances of the pattern.

The fraud scenarios are tested in the shape of human-readable queries. The graph for representing

the knowledge of interest gives the analyst the power and flexibility for crafting queries [3]. The

query statements are easily and affordably defined and manipulated by users [3]. As an add-on

library for Neo4j, a Cypher procedure (APOC) is used for flexibly querying and traversing the

knowledge graph. The APOC library consists of many procedures to expand the subgraph nodes

reachable from the start node following relationships to max-level adhering to the label filters.

A few adaptive fraud scenarios based on query passing mechanisms are proposed to investigate

context-aware node representations and update edge relationships for improved answer inference.

Our scenario-matching mechanism passed the queries and revealed the matched nodes and

relationships, which is a dynamic graph inference process. The graph inference process is an

iterative exploration, and the retrieved subgraphs are the results of the queries.

The analyst puts the analytical results (matched network) in a report within an embedded

dashboard and charts are converted into a simple narrative report. The interpretation of query

results by searching the graph is very easy and convenient. The report is shared informally as a

filtered graph with text caption by the analyst. Much exploring of relevant information about a

fraudulent s behavior assists the forensic investigator working with limited resources.

6.3 Evaluation

The VFAM detects fraudulent activity by matching fraud scenarios to transactions and presenting

them in a visual model in order to acquire self-awareness and share SA. This section assesses the

VFAM’s capacity to detect collusive fraud based on the fraud scenario in the designed knowledge

graph. The described fraud scenarios involve sender and receiver communications in transaction

logs.

6.3.1 Dataset

The test data comprised collected transactions and account information that was utilised in the

APAC hackathon 2020, Digitaldefence Hack3. The Digitaldefence Hack is a bi-annual global

3https://hackmakers.com
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FIGURE 6.1: The main phases in the Visualised Fraud Analytical System for detecting and
presenting fraudulent behaviours

hackathon addressing global challenges using best-practice cyber security and data science

processes. With an estimated 2,000+ participants, 100+ mentors from 30+ countries and 10+

time zones working together to produce meaningful results. November 2020 had three areas:

anomaly detection, deepfake analysis and cyber security hygiene.

Anomaly detection is the process of detecting unusual things or events in data sets that are out of

the ordinary. Strange bank account activities, odd fraud activity, and company concerns can all be

addressed using this method. Hackmaker’s anomaly detection challenge requires competitors to

create a system that can detect anomalies in a dataset. As a result, they make the dataset available

to the competition. This dataset was distributed to only competitors to used for detecting frauds

(money laundering) among massive transactions 4. Through the request, the data set was made

available for verification and review purposes.

The dataset was collected from a Charlies Crash Repairs (CCR) business. CCR is a well-

established business located on the Sunshine Coast, north of Brisbane, Queensland, Australia.

The business is strategically located close to all essential services, ensuring that the business is

4Datasets in various forms for the Anomaly Detection scenario was provided by oracle. However, after competition
they are remove them from the servers.

• As a Zip file https://objectstorage.ap-sydney-1.oraclecloud.com/n/sdc90vkxb5rj/b/data/

o/anomaly-detection%2Fanomaly-detection.zip

• as a tar.gz https://objectstorage.ap-sydney-1.oraclecloud.com/n/sdc90vkxb5rj/b/data/o/

anomaly-detection%2Fanomaly-detection.tar.gz

• as individual files https://objectstorage.ap-sydney-1.oraclecloud.com/n/sdc90vkxb5rj/

b/data/o/anomaly-detection%2Ffaccount.txt https://objectstorage.ap-sydney-1.

oraclecloud.com/n/sdc90vkxb5rj/b/data/o/anomaly-detection%2Fftxn2.txt
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highly accessible to passing traffic. The expected turnover for a business of this size is $2.1M.

Instead, it is operating with a turnover of 14.3M. The operator’s brother has a drug distribution

network that needs to move approximately $1M a month. The transaction history and account

information was able to ascertained for analysis, and some initial work on where the money is

going has been done.

Because I used the core idea to propose the VFAM in the Digitaldefence Hack, I show the

same result based on the database that hackmaker provided. Each challenge required a thorough

understanding and examination of various data science and cyber security concepts. Each

challenge could be completed by a group of two to eight people. The concept proposed in this

chapter, which was based on the dataset, took first place in this big competition.

Other datasets can be beneficial in VFAM because it is not dependent on any particular properties.

The data is displayed using a visual model in VFAM, and the scenario can be customised to detect

fraud depending on the symptoms. For example, in one dataset, an individual or organisation

with several accounts under multiple identities could be a sign of suspect activity. I employed the

main scenario in this paper, which is known as fraudulent behaviour and may be used in most

datasets. For instance, high volumes of in and out transactions being made in a short period

of time. As a result, I placed a greater emphasis on the visual model and proposed VFAM to

aid analysts, rather than the dataset, because any transactions or accounts, including fraudulent

conduct, are sufficient to prove the VFAM. Because the database was large enough and contained

accurate transaction data, it could imitate real-world transactions and meet the requirements for

testing the proposed model. However, I will test our model with more datasets in future studies.

Table 6.1 Type of information (fields) provided in the dataset

6.3.2 Data model

To support explainability and retrieve full knowledge (semantic information) from massive

transactions, 1052598 nodes from the dataset were recognised in the domain with the categories

of entity labels and their properties as follows:

1. Customer [name(unique),DOB]

2. ACCOUNT[ACCID(unique)]

3. ACCtype[name (unique)]

4. ACCrisk[(name(unique)]

5. ACCcategory[(name(unique)]

6. Transaction[(TXN ID(unique), TXTYPE, AMOUNT, TXDATE, REFERENCE)]
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TABLE 6.1: The information provided in dataset for both accounts and transactions

Field Name Field Type Field Description

Transaction

TxId Int Unique Transaction Id (12 Digits)

Information

TxType String PAYMENT, TRANSFER, CHEQUE

Amount Float Eg ., $50.23, $2398.43

FromAcctId Int Unique Account ID (6 Digits)

ToAcctId Int Unique Account ID (6 Digits)

TxDate DateTime Transaction Timestamp

Reference Text Reference Description I.e., “Dinner with Michele”,
“Water Costs”, “Instalment”

IsFraud boolean AutoGenerated isFraud=‘Y’, if Suspected based
on the basic tool, However, no cases with the label
“Y” (fraud) were discovered.

IsFlagged boolean Flag for setting isFLAGGED=‘Y’, if flag is on for
fraud detection tool

Account

AcctId Int Unique Acct Id (6 Digits)

Information

AcctType String CREDIT, BUSINESS , MAXI-SAVER, SAVINGS
(based on bank’s category)

AcctName String Account Name (Firstname and Surname)

FirstName String First Name

Surname String Surname

AcctCreated DateTime Account Creation date and time

PersonAge DateTime Date of Birth (Reveal age)

AcctRisk String Predefined risk level (HIGH, MEDIUM, or LOW)
based on account type and purpose)

* Reference Id for both ‘FromAcctId’ and ‘ToAcctId’

Furthermore, the dependencies between entities are defined as the following items (entity labels

are shown in ‘’ and the relationship is shown by the “Rel” keyword).

• ‘Customer’ - Rel: has - ‘ACCOUNT’

• ‘ACCOUNT’ - Rel: type- ‘ACCtype’

• ‘ACCOUNT’ - Rel: category- ‘ACCcategory’

• ‘ACCOUNT’ - Rel: risk- ‘ACCrisk’

• ‘Transaction’ - Rel: from- ‘ACCOUNT’ (account is sender)

• ’Transaction’ - Rel: to- ‘ACCOUNT’ (account is receiver)
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6.3.3 Visual model

The entities and relationships are depicted in the visual model. A graph made up of nodes,

attributes and relationships is generated to help analysts visualise the dependencies between

domain entities in a human-readable format.

Entities are nodes, and the properties of entities are known as attributes, which were identified

during the data model phase. As a result, how these entities and attributes are related to one

another, as well as which entities are introduced at specific times, are captured and illustrated

[234]. I chose Neo4j to demonstrate graph data modelling. Neo4j is a navigational database

that stores the connections between connected entities without the use of scanning indexes.

Furthermore, Neo4j is open source, which improves the processing efficiency of massive data

replication. Further still, its Cypher query language is a highly expressive query language

designed from the ground up for humans to perform graph queries [233]. As a result, searching

for and detecting anomalies is done using a graph-based analysis. A node in the knowledge graph

is labeled with its name, as a noun, and its properties as adjectives, and its acting by a verb shows

a relationship.

To model a Neo4j graph, the following concepts are used [233]:

• Nodes: Concepts or entities in the domain

• Labels: Tags for adding more meaning to nodes or adding constraints and indices

• Relationships: A directed, semantical connection between nodes to depict the relations

between them

• Properties: Key-value pairs that depict more information about nodes and relationships.

In the graph, 1052598 nodes from the dataset were created, with 2105150 relations. Figure 6.2

depicts a snapshot of the nodes and their relationships. Figure 6.2 shows only 25 items including

nodes and relations from the big graph. To support the analytical reasoning, the synthesised

knowledge is visualised using a graph-like structure [230]. Before building the graph, a historical

collection of domain-specific knowledge is typically designed and developed [231]. However,

a predefined set of vocabularies and relationships is not required in Neo4j. The Neo4j graph is

designed to be an adaptable middle-ware analytical tool that avoids a rigid set of rules. In other

words, the graph depicts the initial dataset and the corresponding information from it in order to

visualise normal and fraudulent transactions.
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FIGURE 6.2: Snapshot of a generated graph in Neo4j that depicted nodes in a circle shape with
their labels highlighted in different colours (i.e., blue for Customer entities, orange for Accounts

entities) and relationships as directed edges with their tags

6.3.4 Analysis phase

During this phase, transactions are analysed using fraud scenarios and queries to investigate

suspicious transactions by traversing the graph to detect fake transactions.

The Cypher query language is a well-known language for querying and updating property graph

databases that was designed and implemented as part of the Neo4j graph [235]. The language

includes linearly structured queries which enable analysts to think about query processing by

imagining a scenario that starts at the beginning of the query text and progresses linearly to its

end [235]. Retrieved subgraphs resulting from, brings opportunities to generate sentences with

nouns, adjectives and verbs automatically.

The Cypher language is very like SQL5 that returns the match results from the query. Some main

clauses used to linear up the Cypher queries consist of the following:

• MATCH: a pattern that introduces by a record, such as (a)-[r]- >(b), where a is a node, r is

a relation, and b is the end-node (directed arrow)

• RETURN: at the end of the query to return the results. It can be a record, node(s),

relationship(s), paths or combinations

• WHERE: a clause to add a condition about the pattern, filtering based on the attributes.

Fraud scenarios are essential when writing queries. The scenarios are used to assess how

the Cypher query language is described in order to develop and display some matched fraud
5Structured Query Language.
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transactions in the graph. The fraud scenarios can reflect the analyst’s thoughts as he or she

investigates money laundering.

By using the scenario-matching approach and querying to display suspicious transactions and

accounts by traversing the graph, the degree to which suspicious accounts in transactions are

evaluated can be determined. When the results reveal misuse behaviour, all accounts in the

results are flagged for further investigation, which includes contacting their owners for additional

information. Three fraud scenarios are considered in VFAM to test and analyse transactions

using the scenario-matching approach in Cypher query language. Each case of fraud discovered

by the VFAM was investigated to ensure its accuracy. Records were added and removed as a

supplementary check for each instance, and the scenario identification procedure was re-run. This

allowed us to confirm that adding relevant transactions had the anticipated impact of generating

a match where none previously existed, and that removing records had the expected effect of

producing no match where one previously existed.

6.3.4.1 Fraud Scenarios

The following are the fraud scenarios consisting of a name, description and scenario rule which

are defined in the Cypher query that were utilised as a pattern to see whether any fraudulent

conduct was detected among transactions.

Scenario 1. Large transactions with > threshold

• Description This scenario is looking for fraudulent behaviour that aims to conceal money

in transactions. The scenario is created to find large sums of money with a high level

of suspicion. Filtering large amounts of transferring is more important than filtering

small amounts of transferring when analysing a transaction and recognising it has a fake

amount (a significant amount) in a payment. The Transaction references are a description

in the dataset that can be used to determine whether or not a transaction is reasonable.

When looking for suspicious payments, comparing the transaction’s reference details can

help. Unusual spending of a specific account is a sign of unusual behaviour and possibly

fraud [110]. For example, some transactions in the dataset show that more than $10,000

was transferred between two suspected accounts to claim a dinner payment. Suspicious

payments are revealed by filtering different amounts and checking references. A hypothesis

for transferring large amounts of money from/to suspected accounts is considered in this

scenario. As a result, a threshold should be established which is gradually reduced (from

the maximum amount) until the results reveal that an excessive amount was transferred

from/to an account.
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• Cypher query
Match p=(a)-[R:To | From]- > (b) WHERE a.Amount- >TD Return p

By defining a record called ‘p’ that has the connection between ‘a’ and ‘b’ as entities with a

“To” or “From” relationship, this Cypher query looks for a matching pattern. A “WHERE”

clause based on a transaction’s property filters the results (Amount).

Scenario 2. Self to self transactions

• Description This scenario aims to detect fraudulent behaviour where a person attempts

to conduct transactions without transferring funds. It happened when that exact amount

of money was transferred from one account to another (self to self) in order to create a

fake transaction history. Transferring money between a sender and a receiver (different

accounts) is a real transaction, but in this case, both are the same. A hypothesis for

transferring money from/to a suspected account (a fake circle) is examined in this scenario.

• Cypher
Match n=(a:ACCOUNT)-[r:TO—From]-(b:Transaction) WHERE b.ToACCID=b.FromACCID

Return n

By defining a record called ‘n’ that has a connection between ‘a’ as Account entity “To”

or “From” ‘b’ as Transaction entity, the query looks for a matching pattern. A “WHERE”

clause is used to filter the results to ensure that the sender and receiver have the same ID.

Scenario 3. Circular transactions within the same day

• Description This scenario aims to detect fraudulent behaviour in which a person attempts

to make fake transactions by transferring funds from one account to another using different

references. The money is usually returned to the original account or another linked

account. It is a transactional semi-circle. It occurred when the exact amount of money was

transferred between several accounts and was then returned to the known account.

• Cypher
Match (c:Transaction)-[r:To]-(a:Account) Match (d:Transaction)-[p:From]-(b:Account)

where c.FromACCID <> d.ToACCID return a,b,c,d

This query searches for a semi-circular path between accounts by using a two-match pattern

and a condition to filter transactions that contain a link between two different accounts,

not the same account. The symbol “ > ” represents the not equal clause, which reveals

only the difference between the transaction entities’ connection’s sender and receiver. The

unequal condition in the “WHEN” clause searches for a path (a transaction) from the “a”
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to “c” entities and from the “d” entity, where the “c” and “d” accounts are not the same.

As a result, the transactions’ links between accounts may appear.

6.3.5 Inference phase

Finding correspondences between transaction items is critical in a variety of application contexts.

In the fraud scenarios, a wide range of data is sought. In this case, matches are taken into account

because they provide analysts with additional information. The VFAM enables the creation and

execution of scenarios, allowing for specialised evaluations that yield comprehensive results. The

results of the scenario-matching in the following subsections reveal several facets of deception

with the intent to defraud (steal money in the transactions).

6.3.5.1 Scenario 1. Large transactions with > threshold

Figure 6.3 shows an example of fake transactions between two suspected accounts in which

large sums of money were transferred (more than 90K). The nodes in Neo4j can be expressed

by choosing an attribute. The “amount” is shown as a selected attribute in Figure 6.3 , but it

can be changed to “reference” to help with the analysis. As Figure 6.3 illustrates, many large

transactions are from/to accounts with IDs “800373” and “800377” on the same day. Therefore,

based on the first scenario, they are listed as suspicious accounts.

FIGURE 6.3: An illustration of fraud detection using the first scenario in which large sums of
money are transferred over a short period of time. The orange circles represent the account ID,

while the pink circles represent the transaction amounts to and from the account
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6.3.5.2 Scenario 2. Self to self transactions

In the large graph, there were 300 nodes and 316 transactions, with 142 suspicious accounts

in 158 transactions. Some accounts are flagged as suspicious if they have multiple self-to-self

transactions. Figure 6.4 shows a snapshot of the detected fraudulent behaviours based on the

scenario. As Figure 6.4 shows, many fake transactions were made without real transferring to

two separate accounts only to build the transaction history.

FIGURE 6.4: A snapshot of fraud detection using the second scenario in which money is
returned to the same sender account after not being transferred between two separate accounts.
The account ID is shown in orange circles, and the transaction reference is shown in pink circles

as a selected attribute

6.3.5.3 Scenario 3. Circular transactions within the same day

The results found 300 nodes and 323 relationships involving 17 accounts and 283 transactions.

Figure 6.5 shows a snapshot of the results, demonstrating how the circularity of the transaction

can be seen by performing a large number of transactions. Many fake transactions were made to

hide the money that had been sent to a suspicious account, as shown in Figure 6.5. The suspicious

list includes all of the middle accounts.

6.3.6 Comparison

There are a variety of visualisation technologies that can assist with big data analysis, both

with and without human involvement elements. However, the analyst must head up his or her
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FIGURE 6.5: The third scenario is used to demonstrate how fraud can be detected. On the same
day, money is transferred between multiple accounts using different references in a clockwise
direction. The account ID is shown in orange circles, while the transaction reference is shown in

pink circles as a chosen attribute

hypothesis in order to detect evidence and dig deeply using technologies, which are rarely focused

in the existing technologies. The graph, as a visual model produced by VFAM and annotated in a

human-friendly manner is intended to assist humans, unlike other tools that just display data. As

a result, the analyst may lead his or her hypothesis without requiring technological assistance, and

the network of data has less complexity to comprehend due to its human-friendly annotation. This

implies that VFAM is considerably easier for analysts to utilise because the nodes and linkages

are explained in a human-readable way. However, the transparent tools with comparable visual

style that VFAM used to enable comparison are no longer available. However, I constructed and

compared another visual tools, Graphistry6 and Tableau software7, to emphasise the benefits and

transparency that VFAM provides for humans.

Graphistry delivers a human interface in the age of massive and complex data. It turns data

into interactive, visual enquiry maps that are tailored to analysts’ needs based on product

claims. It quickly reveals links between events and entities without the need for searches or data

manipulation. It can also capture all data without causing scalability issues, and then pivot on

the fly to follow further investigations. NEO4J has the same capabilities, with the exception

that analysts can use Cypher to filter their data by query in a human-readable format. All

6https://www.graphistry.com/
7https://www.tableau.com
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data from large tables is converted to nodes and relationships using Graphistry. If the level of

explainability could be measured, it would be clear that VFAM’s graph is far more understandable

than Graphistry’s. The terms “comprehensible” and “explainable” are mutually exclusive. The

analyst’s awareness of how to investigate more fraudulent behaviour increased as a result of his

or her perceptions of the graph on its own.

The outcome of Graphistry’s first scenario is depicted in Figure 6.6. As shown in Figure 6.6, a

large number of nodes and relationships were quickly created. The Graphistry data visualises

the same dataset, but it is extremely difficult and unclear how an analyst should begin the

investigation when compared to the graph created by VFAM, Figure 6.3. With Graphistry, there

is no human-readable annotation to guide an analyst to what the graph revealed. For example,

which nodes in Graphistry show suspect accounts? Answering these types of questions, which are

necessary for generating hypotheses for further analysis, is not straightforward at all, especially

when there are a large number of nodes.

VFAM, on the other hand, does not have such issues. Account nodes in Neo4J are coloured

differently than transaction nodes, and they have additional data labelled on them; but, in

Graphistry, there is no distinction between account and transaction, and the annotations are

displayed in a separate table that is not human-readable and may cause more confusion. All data

is visualised in a graph, or a mesh to use a more technical term, as illustrated in Figure 6.7, with

the option to provide the dataset or more details in tables. These properties, on the other hand,

are not human-readable and are useless for analysts trying to comprehend the meaning of the

graph quickly.

As a result, if analysts don’t have a thorough understanding of the accounts and transactions

in this case, conducting an investigation will be more difficult. Because Graphistry’s visual

model does not alert the analyst, he or she may prefer to use other techniques to investigate more

complicated cases. The graph and visual model in VFAM, on the other hand, are matched to the

analyst’s thinking style, giving him or her the best chance to dig deeper.

FIGURE 6.6: Graphistry depicts data set transactions and their links where the amount exceeds
the threshold (the first scenario)
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FIGURE 6.7: Graphistry features include bringing the dataset and detailed information into
separate tables, as well as displaying the graph

The VFAM results are also compared to Tableau, a powerful non-graph interactive data visuali-

sation tool. Tableau includes a dashboard with features found in datasets, allowing analysts to

experiment with them and learn more about them. As can be seen in Figure 6.8 the transactions

are displayed on bar charts with selected attributes in Tableau. Tableau’s dashboard can be

helpful when an analyst is looking for a case. To put it another way, the chart is less effective

than the graph at bringing data and relationships together in one place and assisting with data

digestion, particularly when fraudulent transactions are hidden amongst regular transactions. This

means that when an analyst receives an alert about suspicious accounts from a graph, Tableau can

help him or her go to the destination and double-check his or her theory with further evidence.

However, Tableau is unable to provide first-insight to analysts who need to save as much time as

possible when detecting fraudulent behaviour.

Finally, compared to Neo4J, VFAM, the existing visualisation model, Graphistry and Tableau in

this example, is a poor choice, because present models do not seek to assist users in the analytical

process and deduct their cognition efforts. In reality, while both Graphistry and Tableau are

useful for quickly transforming and visualising data, they are less successful at lowering human

cognition efforts.

6.4 Summary

I describe three fraud scenarios, including the technique of identifying and detecting their

occurrence in the knowledge graph using the Cypher query, which I created in a human-friendly

format. The intelligence model for fraud detection was created by combining the visualisation

model derived from a Neo4J graph with its scenario matching supplied in a Cypher query. The
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FIGURE 6.8: Snapshot of the Tableau Software with features from the dataset

findings of matching scenarios demonstrate the suspicious phenomenon of money laundering

(suspicious accounts).

Suspicious accounts in transactions are an initiate phenomenon that occurs from time to time.

The way two accounts are linked, on the other hand, is based on their suspicious behaviour,

implying that all of the accounts involved in a transaction are fake. For example, money can

be transferred between two accounts with different reference descriptions, but the sender and

receiver accounts both belong to the same person. Two transactions have been identified as

suspicious as a result of this enquiry. Other accounts could be selected at any time during the

transfer process to conceal the fraudulent activity. The time and links between the money that

was transferred and the fraudulent accounts that were queried in the scenario can be matched.

Discovering the accounts’ involvement in these transactions using VFAM has more benefits for

the analyst, who can more easily comprehend the fraudulent activities.

Since fraudulent behaviors are always changing, and are automated, so supervised/unsupervised

detection methods are only temporally pattern-based solutions and tend to fail with time [114].

Due to changing current conditions, VFAM for correlation analysis and pattern detection based

on the scenario-matching approach, is more robust, as it integrates human perception into the

detection process, which is precise and flexible and suited to spotting many different suspicious

events. The visualisation technique, a graph analysis used in VFAM, is a dynamic drawing

making links represented by different layouts, facilitating the understanding of systems and

changing them from time to time. VFAM achieves the objective by providing a powerful visual

analytical system to analyse massive numbers of transactions in the financial market.
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I evaluated the data from a dataset with fraud scenarios to demonstrate the approach. The model

be easily customised to different datasets and circumstances by providing human-readable Cypher

queries. I was also unable to perform a direct comparison with the proposed VFAM because

the result in this visual design is not available from other works. However, I did demonstrate

other visualisations, including Tableau and Graphistry, for the same data to highlight the VFAM’s

distinct ability to provide a quick insight by interpreting financial entities in the visual model.

The impact of comprehending the graph and gaining insight into data is difficult to quantify. As a

result, fraud scenarios were created to demonstrate the usage and appropriateness of VFAM.

Fraud scenarios are patterns that may be found in data to determine whether or not a hypothesis

regarding fraudulent conduct based on the pattern is valid. When researching a fraudulent

behaviour, analysts normally have a lot of possibilities. I allowed individuals to simply verify

their assumptions and obtain an immediate understanding of the outcomes by discussing the data

and illustrating it with VFAM. Because the nodes, their labels, relations and attributes are shown

in a human-readable style, the queries are simple to follow in a linear order. In comparison to

other visualisation models used for fraud detection, VFAM focuses on a human-readable style

for analysing data, which is done through both self and shared SA.
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Discussion and Conclusion

This research project sought to answer the following research questions: How can cybersecurity

incident response teams or SOC have comprehension awareness in incident management using

explainable intelligence? How can organisation members have a shared cybersecurity awareness

through the process of incident management to make sure all relevant stakeholders are involved?

Answering these research questions is important for both academia and industry. The incident

management process includes many phases: plan and prepare, detect and report, assessment and

analysis, response and learn. Nowadays, organisations face challenges to handle both internal

and external cybersecurity threats that are more complicated and frequent than before.

Sabotage, embezzlement, theft, fraud and industrial espionage are counted as examples of threats’

exploration. Organisation have to change their traditional cybersecurity incident management

approach in the current complex and dynamic cybersecurity environment. They need to improve

the agility of their cybersecurity incident response process by increasing attention to human

factors. Security tools, however, have failed to defend organisations from the threats. In the

design, maintenance and control of human-machine systems, human factors have become a focal

point. Machine capabilities have improved so much since the beginning of industrialisation that

human regulation of processes has changed from basic (with mechanisation) to cognitive (with

computerisation), and even emotional (with semi/full automation).

Cybersecurity analysts require tools that provide decision supports in the current scattered and

distributed systems. They need analytical support tools that can help them understand the

environment’s elements to comprehend the state of an incident, assist in prediction, detection,

and respond to evolving cybersecurity threats, and justify their decisions. Making current security

tools’ data and alerts more understandable to humans by pulling data from multiple sources

and building textual explanations out of them is the novel approach in this study that is used to

reduce the experts’ overall cognitive loads. The importance of augmenting human-cognition

through human-automation interaction with technologies, such as security devices in complex

143



Chapter7 144

manufacturing and operational environments, reveals a variety of opportunities for developing

novel methods for enhancing affective cognition and perception learning.

Collecting information about various events and detected vulnerabilities and reporting on them

plays vital role in the detection phase. Reporting allows for detection through automatic tools,

internal organisation collaboration and manual reporting. If all incidents with sufficient details

were reported in documents, it will improve trend analysis, identify direct case of incident,

identify severity measure, and allow good communication with stakeholders and suppliers.

There is a lack of formal standards for what information sources should be used and how this

information should be put together to make a complete incident report. The main reasons

impacting the organisation’s effectiveness in handling to incidents include shortage of staff and

skills, a lack of integration with other security and monitoring tools, and a lack of visibility into

insider behaviors. In summary, the lack of a comprehensive and complete incident reporting

to combine inside and outside visibility is the main weakness in detecting and responding to

security incidents.

Complete incident reports analyse the voluminous monitored logs and data about the incident,

and infer important features of the situation related to networks, threats and vulnerabilities

that provide a solid understanding of cyber situations to help and support decision-makers and

analysts. In order to have a complete report and perform this inference, which makes its output

useful to human users, an incident report needs to have its outputs represented in a storytelling

format with the use of vocabularies of well-specified terms and their relations from local and

global knowledge bases.

I has developed and tested explainable intelligence models in the research of multiple, diverse

case studies and also with a survey method. In explainable intelligence models, logs and cyber

alerts with associated information related to an attack path or an event worth further investigation,

are considered inputs. Outputs form a conceptual map of the incident that has applied awareness

mechanisms of both self and shared situational awareness. Their reporting procedures, particularly

the storytelling approach, and their visualisation models, a knowledge graph, are well-generated

to communicate to stakeholders and assist in knowledge-based cognitive analysis.

Cyber analysts must not only maintain awareness of the current incident, they may also be

affecting or affected by the local and global knowledge bases and cyber communities, and learn

from incidents. An analyst’s operation in performing a data triage task can be optimized by

reducing its cognition overload via a complete incident report, which causes an agile incident

response.

The reports highlighted important incident factors, in particular the actor (who), riskiness (what),

time (when), location (where) of an incident and evidence (how), which had not previously been

presented completely in incident reports or prominent in the literature. The interpretation of data
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conversion for knowledge is accomplished by narrative incident reports that determined a level

of CSA and the security analyst’s tasks’ automation development. Furthermore, open data by

visualisation techniques is demanded due to cooperation in the analysis process by humans to

gain insight, draw conclusions and, ultimately, make accurate decisions.

The chapter started by discussing the key findings of the study in relation to the existing cyber

analytic capabilities, context-aware systems, human-centred cognition and cybersecurity incident

response literature. The connection of this study to narrative representation, particularly story-

telling, and its use to increase human cognition was explained. The limitation and future research

directions are outlined at the end of this chapter.

7.1 Summary of Contributions

Modern companies operate in a diverse and complex cyber threat world. Organisations must

respond to changes in their cyber threat environment on a regular basis in order to remain

competitive. As cyber-attacks become more complicated, it is critical that organisations’ incident

response teams be able to track, investigate, report, react and, eventually, strengthen their overall

organisational protection by implementing strong preventative and proactive response strategies.

Being agile in emergency management is one of the important characteristics of a responsive

incident response approach, and a crucial aspect of it is getting the right knowledge at the right

time to react appropriately. However, applying such a strategy is difficult and daunting for

incident response teams. As a result, the primary aim of this study was to learn more about how

cybersecurity incident response teams use explainable intelligence to improve effectiveness in

their incident response method.

This study explores the use of explainable intelligence in cybersecurity incident management

and cybercriminal-money laundering. Explainable intelligence models were used to develop

human-readable, real-time, analytics-enabled dynamic capabilities and dynamic incident response

strategies from the cyber data. The primary data in the cybersecurity incident management process

from the cybersecurity incident response unit at educational institution were Windows logs and

IDS alerts. The explainable intelligence models focused on the features of cybersecurity incident

reports and the cognitive effort that security analysts must develop to interpret them. With a focus

on a very broad problem which aims to identify a high level of intelligence, from the black box

to transparent work, proactively detect abnormalities and address security challenges effectively.

This work contributes to the body of knowledge, including natural language processing, to enrich

reports of cybersecurity incidents from both local and global knowledge bases. With enriching

incident reports, cybersecurity analysts try to improve their understanding (self-awareness) during

the incident handling processes. By creating a knowledge graph alongside narrative reports,
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security professionals can gain a better understanding of the environment’s elements by combining

narrative and visualisation techniques. Because this combination is human-friendly, it is simple

to understand, and involving more staff and gaining knowledge from the security team and other

departments in incident management results in the creation of an shared SA.. A similar graph as a

visual model was used in the explainable intelligence model to present the complex relationships

between the money sender and receiver in a transaction to assist in exploring, detecting and

analysing fraudulent behaviors. The network generated between accounts explores the nuances

of accounts based on the scenario-matching approach quickly and easily.

The proposed explainable intelligence models include Log-Chain-Driven Storytelling model,

Log-Driven Storytelling Model (LDSM), Narrative Analytics Assisted System (NAAS), and

Visualised Fraud Analytical System (VFAS). In the current shape of study, there are strong

elements to perform a fair evaluation of the intelligent models. Experimental results from

empirical evaluations in various case studies compared to Secureworks’ reports for the same

incidents validate the main objective related to reducing the cognitive effort of cybersecurity

analysts. A survey study was used to enhance the external validity/generalizability of findings in

the form of security reports. Both professionals and students were recruited to participate in the

surveys to validate the LDSM in terms of the completeness and comprehension of the generated

storytelling incident reports compared to Secureworks’ reports for the same incidents.

7.2 Key Insights

The state of cybersecurity is quickly changing. The ways in which focal organisations build, col-

lect, store and exchange data accounts for the majority of changes in the cybersecurity landscape.

Because this information is exposed across numerous targets including networks, software, data

and physical components, hackers and criminals find it appealing. As a consequence, ongoing

tracking of cybersecurity incidents around these targets is essential for business continuity, which

is why cybersecurity incident response units integrate real-time analytics into their cybersecurity

incident response capabilities.

While monitoring systems aid in the filtering of millions of logged events and the generation of

security alerts, the final human review is still needed. Thousands of possible security breaches

received from various surveillance services place a major strain on cybersecurity team personnel.

Providing a human-friendly style of reports produced from such alerts, as well as the extensive

domain expertise needed to understand the occurrence of raised alerts, the cyber security and

response team is able to evaluate incidents as they occur and decide whether the event is actually

an incident.
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The right approach is then strongly dependent on the long-term expertise of researchers in

the area of cyber threat management. Via an innovative approach, this research seeks to take

the first step towards automating human-centric data triage. The concern is whether analysts’

information requirements information can be elicited from their activities while conducting data

triage functions and whether that intelligence can then be used to support analysts and reduce

their workload.

To aid cybersecurity researchers, extensive analysis has been undertaken. Alert correlation is a

priority sector in automatic data triage. To associate notifications, alert correlation techniques

employ heuristic rules (a basic type of automation). However, this is constrained by the fact that

it only analyses one data source (i.e., IDS alerts), while researchers in most situations would do

cross-data-source analysis. Alert association analysis has since been combined with other types

of analysis, but the approach remains based on heuristic rules. SIEM applications have been

focused on security event correlations across various data sources, motivated by the advantages

of cross-data-source research.

While SIEM systems make considerable progress in terms of generating more efficient data

triage automatons, in order to produce a large number of complicated rules (complicated data

triage automatons), specialist analysts must devote significant manual effort to creating the data

triage automatons. As a result, it is necessary to make SIEM systems more commercially viable

whilst still reducing the pressure on experts. This current human-centric viewpoint separates our

practice from past attempts to create data triage automatons to assist experts. SIEM system outputs

of fully explainable event reports boost data triage automation’s robust analytics capabilities.

The following are the main results of the proposed explainable robust analytics capability in

cybersecurity incident response:

• Despite the difficulty, activity traces can be examined in a largely automated manner

• Despite the difficulties, the results of analysing the traces can be automatically converted

into a state machine which can help generate automated threat alerts and prompt behaviour

based on business rules

• Knowledge digestion and comprehension requires the least amount of cognitive effort

• It is possible to accomplish both on-demand and continuous real-time analytics that have

their own time and position within the cybersecurity incident response process

• It assists businesses in integrating, expanding and reconfiguring their cybersecurity capa-

bilities, expertise and practical competencies

• Organisations are increasingly merging proactive and reactive approaches to respond to

cybersecurity incidents in a complex manner in order to gain greater insight into their

cybersecurity setting
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• Local and global cyber threat intelligence feeds are continuously created and modified to

help organisations better understand what threats are on the forefront and how to react to

them. Whereas, cyber threat intelligence feeds are used to constantly increase the reliability

and efficacy of their cybersecurity incident response method

• The dynamic capabilities enabled by explainable human-centric analytics, such as cyber

threat intelligence generation, dynamic risk assessment, and self and shared situational

awareness, help organisations execute dynamic cybersecurity incident response strategies,

enabling them to respond to a dynamic cyber threat environment in a fast, agile, creative,

effective and proactive manner

• Self-awareness is exposed as a helpful way to make data-driven decisions in real-time, and

is crucial in incident reporting and recognising new risks

• The storytelling report is generated fully automatically, reducing the burden on cybersecu-

rity resources in exploring, detecting and analysing fraudulent behaviors

• The implicit knowledge (what happened and why?), which analysts have to investigate

manually, is included in the generated story

• The log files with private information that cannot be sent to the third party for further

processing are protected

• A common knowledge of CSA is established which facilitates comprehension and ulti-

mately allows human participation in the incident handling process, which is primarily

limited to security professionals

• Conduct of cyber data analysis across a diverse ecosystem of technology to explain root

cause of incident

• The advantages of mutual sharing and learning from extended and accumulated threat

intelligence by involving more people.

7.3 Study Limitations

Despite being promising, a number of limitations of explainable intelligence systems, particulaly

contextual cyber awareness in its current state, have been identified and are as follows:

Data base and benchmarks: Lack of a database with labeled descriptive output similar to

explain what is happened in the traffics and flows. I used our main databases, our gathered data

and our own knowledge bases to obtain contextual insight into cyber data (logs or alerts). The

local knowledge base includes supplementary information that is internally processed and the
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raw data collected from security devices. The local knowledge base contains explicit knowledge

about the situation of the event. Implicit knowledge is added to the knowledge base by predefined

rules and procedures. So, it should be made and updated by the organisation under investigation.

The main reason is the labor-intensive manual data collection and defining suitable benchmarks

due to the lack of the publicly available dataset and benchmark corpus with fine-grained labels.

The benchmark’s limitations should be openly addressed. For example, I used parameters and

criteria for the evaluation methods in Chapters 3, 4 and 5. A benchmark that does not provide

a detailed discussion of limitations runs the risk of misleading readers. In extreme cases, this

could even damage the wider research field by directing research efforts in the wrong direction.

To avoid misleading researchers, I borrowed the criteria from the psychology areas to evaluate

human cognition.

Access: This study’s investigations depend on having access to people, organisations and their

data. Because cyber data is typically classified as private, organisations are hesitant to share

current cyber incidents with researchers. As a result, the data used to evaluate the proposed

models was limited to what was collected from the education institute where the research was

carried out.

Technique novelty: The study’s aim was to empirically verify explainable intelligence methods

on experts’ cognition, followed by information discovery regarding cyber incidents in order to

manage incidents more quickly. To compare their output and inform future study, state-of-the-

art models were used. As a consequence, the novelty is evaluated in terms of its functional

implementation in a real-world situation, or in terms of the void that has been found. As a result,

the novelty is empirically evaluated in terms of its realistic application to a real-world situation

where a gap was identified. Thus, the major part of the thesis focuses on gaining information to

help decision-makers, cybersecurity providers, and incident response teams.

7.4 Future Research Directions

This section is intended to promote additional research on the theme of how organisations enhance

resilience in their cybersecurity incident response by reducing cognitive overload on their experts,

a subject with various academic possibilities. While this research has taken a step towards filling

a crucial research gap, there are many possibilities for strengthening or building on the results.

The following paragraphs address potential future research directions based on the study’s results

and limitations.

The study’s background poses concerns about the proposed model’s generalisability and identifies

areas for future studies. It is difficult to generalise from interpretive research in the same way as

quantitative research focused on statistical sampling methods can be generalised.
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As a result, generalising the findings of this study to other situations involving the implementation

of real-time analytics should be done with caution, as the findings might only be applicable

to the incident response method and the sites analysed in this study. For example, this study

acknowledges that the use of malware-related vulnerabilities, similar incident categories in the

organisations studied, and relevant information collected in knowledge bases may limit the

generalisability of the study’s findings.

The results of this study may not be applicable to all types of vulnerabilities. As a result, further

research is required to expand the knowledge base and support or refute the results of this study

in other categories. Despite these limitations, the use of contextual analytics in the cybersecurity

incident response process indicates a new direction for incident response research that considers

the implications of contextual analytics capabilities in implementing dynamic incident response

for both self and shared cyber awareness, and the results from this study will serve as a starting

point for future research. The results of this study will serve as a foundation for future studies

that will question, validate and expand the conclusions of this study.

Further study is needed to examine the conditions that promote or impede the implementation

of contextual cybersecurity incident response. And boost the explanation models to gain higher

accuracy from logs, alerts and financial transactions. Additional research may look at how various

skills and activities of incident response units affect the creation of contextual incident response

capability. Furthermore, before starting this research, the relevant information to enrich the

cyber data in this study was collected and updated. The collection of data and the gathering of

contextual knowledge were not intended for this study and can be avoided. The basic features of

the data-driven incident would need further investigation in the future.

Finally, this study lays the groundwork for large-scale quantitative research into particular

factors that aid organisations in improving incident management through qualitative analysis

with narrative reports. The relationship between achieving agility through contextual analytical,

self and shared CSA, and reducing human cognition overloads is a subject of ongoing research.

Additional research is also needed to identify key differences between contextual analytics

and other disruptive technologies in order to gain insights into how contextual analytics can

offer distinct capabilities. The adoption of contextual analytics encourages a paradigm shift

in the decision making process, reducing huge overload on expert cognition, however, more

comprehensive studies are needed to examine its potential as well as the challenges it presents to

organisations of all sizes.

To summarise, the author hopes that the results of this study will be beneficial to both theory and

practise in the pursuit of a deeper understanding of how contextual analytics increase resilience

in the process of cybersecurity incident response and improve incident management processes.

The cybersecurity threat landscape is dynamic and nuanced, making it difficult to understand

or pin down in rules. Organisations have no way of knowing what types of cyber threats and
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assaults they will encounter in the future. They can, however, use analytics to build a proactive

approach to cybersecurity incident response. This will ensure that their cybersecurity incident

response is fast, agile, informed and creative.

This research sheds new light on how contextual analytics, a specialised analytics capability,

can help organisations identify and react to cyber threats more rapidly by enhancing cognition

capabilities in cybersecurity incident response such as situation understanding, complex risk

assessment, and cyber threat intelligence. These capabilities assist organisations in improving

incident management processes and dealing with both predictable and unexpected cybersecu-

rity threats by incorporating complex incident response techniques such as active protection,

continuous monitoring and active reconnaissance. Contextual analytics, the narrative approach,

human cognition skills and cybersecurity incident response management are all topics that these

concepts add to current research and invite future research.
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