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ABSTRACT 

Employee learning is vital for professional and business success. The technological disruptions 

are prompting organisations towards radical transformation, but organisations are struggling to 

motivate employees to learn. The turning point to organisational crises caused by agency 

dilemmas and environmental factors are an employee learning management strategy and a robust 

decision-making framework. It is necessary and critical to promote employee motivation to learn 

for sustainable employee job satisfaction, performance, and well-being.  

Existing literature on employee learning has been controversial; coming to a different 

conclusion as to how attitudinal and environmental motivation influences employee learning. 

Many empirical studies are done using traditional statistical methods but still missing a hybrid 

approach that uses both traditional and machine learning methods to automatically identify the 

indicators and predict future occurrences of employees' learning motivation. Various learning 

theories have advanced through the years but still lack a comprehensive approach to solving the 

issue of unmotivated employees in learning.  

This thesis aims to design a comprehensive theoretical framework for employee learning 

motivation. Using a hybrid approach that includes traditional quantitative and machine learning 

methods to assess the relationships between perceived Employer Of Choice (EOC) utility, 

SelfDeterMination (SDM) and AI support and validate the autonomous and cost-effective 

predictive model. Data analysis is further enhanced with some machine learning techniques for 

model optimisation. A customised activation function of ReLu and Sigmoid called BSigReLu 

was formulated and introduced to create a robust optimisation model to enable efficient predictive 

analytics. Measurement indices are used to provide an unbiased model comparison and validation. 

The results of regression analysis show that EOC utility perception, SDM and employee 

learning are positively related. The extent to which AI support plays a role in motivating 

employees to learn has been hypothesised and statistically validated. The stronger the AI support, 

the higher employees’ sense of attitudinal and environmental motivation to learn. The hybrid 

model was selected based on model good-fit indices. An unbiased estimate using the 2-fold cross-

validation operationalised with 5 iterations paired t-test indicate the use of the hybrid method can 

achieve better generalisation performance than the state-of-the-art conventional method. Results 

show that the introduction of predictive analytics could proactively capture the issue earlier so 

that intervention can be introduced earlier to avoid unmotivated employee learning crises vii 
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occurrence. The findings from this research are new because of the hybrid approach adopted that 

improves computational efficiency.  

This thesis highlights some important considerations at a practical level for practitioners, 

researchers, academics, and policymakers to improve employee learning outcomes using award 

citation, AI support and an innovative machine learning approach. It provides insights on the 

considerations needed to promote greater utility on the employer of choice award citation, 

practices, and policies. This thesis also expanded on the influence of AI support and established 

its capability to reengineer employees’ motivation by strengthening human-machine 

collaboration in the context of employee learning.  

This thesis makes several contributions to the theory and practices in employee learning 

motivation. An integrative framework is developed using Self-Determination Theory (SDT) and 

agency theory. Given the dynamics and complexity involved in the employee learning context, 

combining different approaches provides a more comprehensive approach to addressing the given 

problem. New variables called AI support and perceived EOC utility are introduced, and their 

motivational relationships have been validated. The hybrid approach provides an analytical robust 

approach that has not been attempted before. The use of machine learning is contemporary and 

capable of automatically and effectively classifying employee learning motivation signals for 

early intervention.  

The models presented are the first step in designing the multi-agent strategies toward 

achieving self-motivated employee learning outcomes based on the role of EOC utility, SDM and 

AI support that contributes to employer competitiveness and most importantly employee job 

satisfaction, performance, and well-being. Keywords: motivation, employer of choice, employee 

learning, self-determination theory, multi-agent system, AI, Python, machine learning, deep 

learning, extreme learning machines, ensemble learning, kernel, activation function, hybrid. 
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CHAPTER 1 INTRODUCTION 

This thesis develops a self-motivated predictive employee learning outcomes model by 

statistically examining the motivational factors on employee learning outcomes of job 

satisfaction, performance and well-being using the convergence theory of traditional statistical 

learning, machine learning (ML) and deep learning (DL). The scope of this thesis is to statistically 

analyse employees' experiences from a random sample of 93,199 Australian Public Service (APS) 

sector workforce to identify the motivational factors and establish the relationship between 

perceived Employer Of Choice (EOC) utility, AI support, and self-determination leading to 

employee learning outcomes signals.  

 Chapter 1.1 presents the research background and the rationale for the research. Chapter 

1.2 presents the aim and objectives of the research, while research questions are lay-out in Chapter 

1.3. The dedication of Chapters 1.4 and 1.5 are towards contributions to knowledge and statement 

of significance. Chapter 1.6 briefly discussed the methodology. The last part of the introductory 

Chapter 1.7 outlined the remaining chapters of this thesis. 

1.1 Background and rationale of the research 

Employee learning is an essential organisational tool to engage top talents. Scholars (Dachner et 

al. 2021; Mielniczuk & Laguna 2017) have established that employee learning is a vital 

component for organisations to compete in the knowledge economy. An employee is a source of 

competitive advantages from the resource-based view perspective. The resource-based theory 

(Barney 1991, 2000) articulates that organisations are capable to implement a value-creating 

strategy that sets them apart from existing and potential organisations by having resources that 

are inimitable, valuable, non-substitutable and rare resources to achieve sustained competitive 

advantage. Employees are intangible resources exhibiting these characteristics which could bring 

value to the organisation, but employees have expectations. Employees expect continuous 

development so organisations are keen to employ them for their skills (Johnson 2014). Herman, 

Roger E. and Gioia (2001) affirmed that employees are interested to work for an organisation that 

provides opportunities for personal development to grow professionally through learning to reach 

their fullest potential contributing to employee job satisfaction, performance and well-being that 

indirectly contributes to employer competitiveness.  

The problem is that some recent statistics show employees are stressed, disengaged and 

unmotivated to learn (Busby 2018; Oehler & Adair 2018). There are also signs of labour skill 
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shortages, whereby 41% of organisations are complaining of difficulty in recruiting the right 

talent (ManpowerGroup 2019). The emerging era of the Fourth Industrial Revolution (IR 4.0); is 

a shared vision of technological transformation based on a range of integrated autonomous 

resources (Wilkesmann & Wilkesmann 2018) such as the Internet of People (IoP), Internet of 

Things (IoT), robotics, big data, Artificial Intelligence (AI) among others is a disruptive frontier 

of technology further widen the skill gap dilemma. Not forgetting the historic COVID-19 

pandemic that is having an adverse impact on employee learning motivation. However, it must 

be noted that the pandemic-related disruptions are not in the scope of this thesis.AI is the mantra 

in today’s digital age. McCarthy, the father of AI coined the term in 1956 (Peart, 2017), defining 

it as the art of making intelligent machines. AI can also be described as the intelligence of the 

computer to imitate, extend, and augment human intelligence. More and more businesses are 

joining the fray to be powered by AI, wanting to gain competitive advantages as businesses enter 

a fiercer competition to achieve their business objectives. It is forcing organisations to be digitised 

and shifting the management of organisations, including how employees work. At this current 

point of rapid technological advancement, it has been predicted that existing employee skills and 

knowledge will be outdated  (Ceniza-Levine 2018; Shank & Sitze 2004). A study by PwC has 

forecasted in the UK approximately 7 million ongoing jobs will be undertaken by AI with 7.2 

million new jobs created (Talerngsri 2019). Similarly, an industry expert has estimated that 3.5 

million Australians going out of a job over the next decade (Livingston 2019) and the need for 

0.1 million specialists to build the AI industry capability (Braue 2019). The digital space presents 

an accelerating need for employees to be motivated to learn but there seems to be no clear path in 

pursuit of it. 

The current literature on employee motivation has gone into a deepening development 

and coming to a full circle from exploiting employees (Schaufeli, Bakker & Salanova 2006) to 

politicising outcomes (Shuck, B. et al. 2016). Grounded by Kahn’s three-dimensional construct 

of meaningfulness, availability, and safety, researchers have openly reconstructed and re-

established the boundary; operationalising the experience of employee engagement (Fletcher, 

Bailey & Gilman 2018; Shuck, Brad, Adelson & Reio 2017). It is in this context; that the 

experience of employees drives motivation in learning instead of the widely used construct of 

dedication, vigour, and absorption (Schaufeli, Bakker & Salanova 2006). Joosr (2015) affirmed a 

workplace with lots of perks could fair very well in the organisational survey, but it will not reveal 

the quality of employees. The literature is still lacking a comprehensive framework, and a 

proactive and generalisable approach for any possible corrective actions. More interestingly, the 

motivational factors leading to employee workplace learning are still not completely understood. 

AI-powered systems that dazzle us with their intelligence skills continue to be a major challenge 
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for many organisations. The challenge of bridging humans and computers into our everyday life 

has been viewed by some as subservient while another more prosaic viewpoint is the creation of 

a new branch of employee motivation. 

According to Locke and Latham (2004, p.388) motivation refers to external factors that 

can act as inducements to action and internal factors that impel action. Some progress has been 

made over the years, affirming employees’ degree of motivation could vary, and there are also 

different kinds of motivations (Aworemi, Abdual-Azeez & Durowoju 2011). Predominantly, 

attitudinal and environmental motivation has been identified in dualistic theories (Reiss 2012). 

Environmental motivation requires intervention such as reward and accreditation to achieve the 

desired outcome. For example, an employee engages in learning to receive monetary 

compensation or recognition. The focus of this thesis is now limited to the Employer Of Choice 

(EOC) as an environmental factor based on the definition from Locke, EA and Latham (2004). 

EOC refers to the employer who can attract the most talented employees by possessing 

attractive attributes (Bellou et al. 2015). EOC is a prestigious award acknowledging the citation 

organisation having the benchmark qualities of an employer. Trend observation of EOC (WGEA 

2019) suggested that the award recognition is gaining momentum and popularity, year on year 

18% award citation increment and a drastic 86% award citation increment since its inception in 

2014. EOC has increasingly become the focus of organisations (Herman, Roger E. & Gioia 2001) 

because it is a winning strategy in the war of talent. The literature on EOC (Branham 2005; Rampl 

2014) has thus far arrived at identifying the characteristics of EOC, but not the influence of EOC 

on employees’ motivation to learn. Therefore, it will be examined in this thesis together with self-

determination as attitudinal motivation.  

Ryan and Deci (2000a, p.55) defined attitudinal motivation as ‘doing something because 

it is inherently interesting or enjoyable.’ That is when an employee is keen on upskilling simply 

because that is what the employee wants to do and finds joy in discovering new knowledge. Self-

determination theory (SDT) is a meta-theory of human motivations. The limited discussion that 

exists in the workplace context and the motivating factors of SDT are the basis for this thesis. 

Ryan and Deci (2000a) have identified three basic psychological needs: autonomy, competence, 

and relatedness. Employees’ motivations could vary based on various factors and employees have 

an innate desire to learn, and mastering new skills (Ryan & Deci 2000b). Much attention has been 

given to attracting employees with EOC branding; however, little is done to retain and develop 

talent which is critical in achieving competitive advantages. SDT delineates between 

environmental and attitudinal motivations thus providing a theoretical framework to be further 

explored in this thesis. When employees are motivated, both organisational and personal goals 
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are intertwined that mutually benefit each other, therefore creating a sustainable eco-system. 

According to Maas (2017), an effective strategic management system maintains a pivotal role in 

achieving the objective of building a sustainable competitive advantage regardless of time-space.  

A strategic management system is the creation of interrelated processes working together 

to achieve the desired outcome. It starts with planning by analysing the internal and external 

organisational environment before moving on to the formulation of the corporate mission and 

vision (Maas 2017). These defined long and short-term goals are then communicated within the 

organisation so that they could be translated into workable objectives and continued to be adapted 

to the changing business environment to achieve the set business goals. Organisation 

implementation failure happened when these objectives are unclear, leading to misinterpretation 

(Barrett 2004). Conflict of interest between employers and employees can be resolved with an 

effective strategic management system. 

This employer-employee relationship often is described in terms of agency theory 

(Azevedo & Akdere 2011; Donze & Gunnes 2018; Eisenhardt 1989). The agency relationship 

occurs when the principal-agent (employer) employs the agent (employee) to perform a task on 

their behalf. In most of these relationships, conflict of interest will arise because of asymmetric 

information such as differences in goal orientation, obligation, risk, and self-interest. The issue of 

difficulties in motivating employees to learn in the best interests of the employer rather than for 

their interests is an agency dilemma. The dilemma arises when the employer cannot determine 

the employees’ effort level; hence, even if employees have put forth the maximal effort, it can be 

regarded as insufficient. Although employers/ stakeholders own the organisation, employees are 

performing the operational tasks in the organisation; therefore, they are in the ideal position to 

follow their interests at the expense of other entities. The employer-employees dilemma is a 

typical issue in the organisation. These agents are bound to have conflicts in the organisation, 

especially in the decision-making process whereby self-interest supersedes other agents in the 

organisation. The combating interests in the employment cooperation are bound by the 

employment contract. 

The contract theory posits that contractual clauses are used to bind these players’ 

cooperation (Watson 2013) to avoid asymmetry pay-off whereby one party is gaining advantages 

over the other.  It is especially true when agents are negotiating to achieve the notion of contractual 

equilibrium. The theory specifies the responsibilities and requirements of employers and 

employees working towards the same goal in the organisation. The clauses help to remedy an 

employment dispute when it arises and the incentives for a long-term contractual relationship 

between employer and employee.  
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Due to the fact, that agents in organisations are not necessarily rational during the 

decision-making process, this leads to poor decisions and less promising outcomes. Organisations 

need to be proactive and reflexive in adapting to the changing business environment, including 

management practices.  This thesis has been designed to point us towards a new paradigm of 

strategic and cognitive motivation in employee learning. It explores self-determination theoretical 

foundations of contemporary issues, and the investigation of the relevance of agency theory 

substantiates the presence of the thesis problem of unmotivated employees in workplace learning. 

It also provides methodological improvements to search for new findings with hypothesis-testing 

and an effort for the generalisability of findings with the machine learning model developed from 

employees’ insight. It is timely now for the concepts of motivations to receive the much-needed 

academic attention in the employee learning framework because they are essential for 

organisational survival to reshape the polarised traditional employer-employee relationship and 

the orthodox way of learning especially in this digital era.  

1.2 Research aim and objectives 

The general goal of this research is to reshape the traditional employer-employee relationship 

through an effective strategic multi-agent management system. The specific aim of this thesis is 

to statistically assess the associations between EOC utility, self-determination, and the role of AI 

support in these relationships to devise an autonomous and economical predictive model of self-

motivated employee learning outcomes.  

The objectives of this thesis are: 

(a) To design a comprehensive theoretical framework of employee learning motivation. 

(b) To statistically assess the relationships between EOC utility, SDT constructs and AI 

support to model the employee learning motivational problem. 

(c) To use a hybrid approach to examine the error rates of the models investigated in this 

thesis and validate the employee learning motivational model to improve policy, 

practices, and program consideration on EOC, employee learning agenda and 

development. 

 

1.3 Research questions 

1) What are the relationships between EOC utility perceptions and self-determination 

motivators in the context of employee learning and the motivational features that affect 

employee learning outcomes? 
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2) What are the mechanisms through which these effects manifest themselves or to what 

extent AI support mediates the relationship between employee motivation (EOC utility 

perception and self-determination) and employee learning outcomes? 

3) How does AI support interact with EOC utility perceptions, self-determination, and 

employee learning, or does AI support moderate the relationship between EOC utility 

perception, self-determination, and employee learning? 

 

1.4 Contribution to knowledge 

1. A comprehensive framework 

Researches on EOC (Sedighi & Loosemore 2012; Smith, Gregory & Cannon 1996; 

Tanwar & Kumar 2019), employee learning (Lancaster & Milia 2014; Wan, Compeau & 

Haggerty 2012) and SDT (Sie, Phelan & Pegg 2018) are at their individual infancies 

streams. Integrating contemporary topics of EOC and employee learning that build on 

SDT and agency theory is rare, with no research sighted thus far. A limited effort to date 

in investigating the subject matter, which is growing in influence and needed in the digital 

age and knowledge economy. The contribution of this present thesis is the understanding 

of how to effectively encourage employee learning through motivations and AI support. 

2. Empirical research on employee learning 

There is limited empirical research on motivation based on SDT field studies (Gagné & 

Deci 2005) but primarily on laboratory experiments (Deci, E. L., Koestner & Ryan 1999). 

Studies on the utility of SDT as a framework have been multi-disciplinaries (Cuevas et 

al. 2018; Lavergne & Pelletier 2015; Mosteller & Mathwick 2014; Peters, Calvo & Ryan 

2018). However, its presence in the organisational behaviour and human resource 

management domain is limited. For example, a review of related articles from Human 

Resource Development Quarterly (HRDQ) journals in 2020 over the past five years have 

found no relevant items while reviewing materials from the Journal of Organisational 

Behaviour within the same period has identified only two related articles (Conway et al. 

2015; Hewett & Conway 2016). This thesis also aligns with calls for more investigation 

on the practical experience of employee learning (Purcell 2014).  

3. Use of the hybrid approach 

Three of the most recent, related SDT articles in various disciplines identified in 2019 

involved quantitative analysis (Huang, YC et al. 2019; Ju et al. 2019; Krause, North & 

Davidson 2019). These studies showed evidence of the role of basic psychological needs 

on empowerment (Ju et al. 2019),  the relationship between engagement and well-being 

(Krause, North & Davidson 2019) and the influence of psychological needs on 
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behavioural intention (Huang, YC et al. 2019). However, these studies lack qualitative 

details and context. Therefore, the present thesis will not only compensate for the 

relevance of the theory in the workplace but is also innovative in employing a mixed- 

method. Consistent with the nature of mixed-method studies (Creswell & Plano Clark 

2011), the integration of qualitative and quantitative methods in this thesis will move 

away from the well-established approaches. The debate over the relative virtues of a 

qualitative or quantitative method has been around for more than 15 years and has gained 

considerable impetus. The constitution of mixed-method is arguable, but there is 

substantial agreement about the fundamental antinomies that the use of both methods is 

mutually complementing. This thesis will also use the hybrid approach by combining 

both traditional and contemporary statistical learning methods to inform the theoretical 

framework and elaborate on key aspects of the thesis questions in finding new solutions. 

This thesis contributes to the understanding of employee self-determination learning 

within the SDT framework. It adds insight and enables refinement of the theoretical 

framework to use self-determination to increase perceived ECO on employee learning 

utility, which in part moderate’s attitudinal motivation of employees.  

4. Use of machine learning approach 

Previous research on motivation is done using traditional statistical methods. The usage 

of the convergence theory of machine learning and deep learning analysis together with 

PCA and a customised activation function of ReLu and Sigmoid in this thesis is another 

contribution. It allows the refinement and development of a theoretical framework 

adequate to hypothesise models of employee learning outcomes. AI tools such as Hadoop, 

Pycharm, Juypter and others are sophisticated theoretical tools that can effectively and 

statistically compute a range of multivariate analyses such as factor analysis, regression, 

and variance analysis to make predictions of employee learning which standard statistical 

tools may be unsustainable in terms of its statistical integrity (Huang, G-B, Zhu & Siew 

2006; MacLean & Gray 1998). Therefore, utilising contemporary machine learning 

techniques to achieve the aims of this thesis extends the theory. 

5. New variables 

AI has been the buzzword causing disruption worldwide however, the role of AI support 

in motivational relationships has not been discovered. Therefore, in this thesis, a new 

variable called AI support has been introduced. Past studies on EOC are mainly to 

discover its characteristics based on potential employees’ views (Arachchige & 

Robertson 2011) rather than the insights of existing employees and mostly on a specific 

industry (Sedighi & Loosemore 2012; Smith, Gregory & Cannon 1996) coming from the 

practitioner and consulting firms (Clayton 2018; Lanier 2018; Robak 2007). This thesis 
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will take an Australian country-wide public sector view to determine the extent of the 

phenomenon in the employee learning context. Despite the critical need for a highly 

engaged workforce, Australia is facing with employee engagement crisis with a  score of 

14% (Busby 2018) which is low compared with other OECD countries such as Canada 

69% and the United States 64% (Oehler & Adair 2018). This thesis will fill the gap here 

incorporating large representative samples of existing APS employees, and sample data 

will be statistically assessed to propose a good-fit model of self-motivated employees' 

learning outcomes where no prior attempt is identified to date with the variables offered 

on the selected unique APS population. 

 

1.5 Statement of significance 

The Australian government has committed to a 25% reduction of the gender workforce 

participation gap by 2025 (Madgavkar, Ellingrud & Krishnan 2016). Since 1974, Australia has 

boosted its economic activities by 22% with the rise in female employment and it is anticipated 

that Gross Domestic Product (GDP) index would be raised by 11% with another 6% increase in 

female participation (JBWere 2009). Findings from this thesis, provide insights for government 

entities in setting legislative measures to improve EOC award citation with the development of 

targeted intervention strategies through SDT and AI. Therefore, it is timely to deep dive into this 

contemporary issue to proactively react to closing any potential gap from the findings of this 

thesis.  

This thesis will also contribute economically to the organisational roadmap for creating 

returns, maximising loyalty among employees and optimising performance (Clarke 2001) 

because when employees are motivated to learn, they will be empowered to achieve greater things 

and willing to be retained in the organisation that offer such opportunities. Thus, contributing to 

retraining cost reduction while optimising new training initiatives costs to drive the organisation 

forward. According to Duncan (2018), employees need to move in the learning curve from the 

lowest to the highest point and be put into another learning curve to keep them engaged. When 

employees are engaged, they would be able to contribute and innovate in their own spaces 

resulting in individual and organisational performance improvement. 

Designing an effective strategic management system, through the understanding of 

relationships and motivational factors between EOC and self-determination, will be beneficial in 

improving the overall management practices for organisational efficiency. Therefore, such an 

emerging topic may resonate with professionals who are involved in organisational changes 

(Herman, Roger E. & Gioia 2001). Leadership teams such as HR, communication and marketing 
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teams could define strategies, policies, and programs targeting existing and potential employees 

and start impacting the organisations’ bottom line with increased productivity and talent pool out 

of engagement in learning.  

Potential and existing employees will also benefit from this thesis because individuals 

who are engaged in what they are doing; in this case, learning will experience greater well-being 

as demonstrated in SDT research (Ryan & Deci 2000b) and overall job satisfaction and 

performance improvement. It is significant due to the impact this could make on improving 

management practices and overall employer-employee relationships by formulating efficient 

management systems and practices within the research context. This thesis is expected to enable 

practitioners to become aware of the motivational factors that foster employee learning and how 

to successfully implement management practices to motivate the employees to learn through AI 

either to support continuous development or to take proactive corrective actions. For those in a 

more scholarly setting, this thesis can be a recommended reading for the broader understanding 

it provides. Hence, regardless of the findings, there is something to be learned from this thesis. 

1.6  Methodology 

The author has adopted a mixed-method to investigate the links between EOC utility perception, 

AI support, and self-determination in the context of employee learning. Lopez-Fernandeza and 

Molina-Azorin (2011) affirmed the findings in the field of organisational behaviour that the 

quantitative method dominated the research literature. Therefore, the use of the quantitative and 

qualitative methods in this thesis helps to advance this field and is an adequate mechanism to 

investigate the thesis problem. There is a growing body of studies for business and management 

research (Cameron & Molina-Azorin 2011; Lopez-Fernandez & Molina-Azorin 2011; Molina-

Azorin & Fetters 2019) acknowledging the use of the mixed-method provides a better 

understanding of the research problem than using a single approach.  

Besides, this thesis utilises secondary data for analysis. A secondary source of data is those 

readily available data that can be repurposed for another study and does not involve additional 

primary data collection efforts such as focus groups, interviews, surveys, and other 

instrumentation. This thesis’s primary data was the latest census collected in 2018 by the 

Australian Public Service (APS) Commission through survey research as part of the APS 

employee census. It is to inform the planning and improvement initiatives of APS employees' 

working conditions. The data is publicly available on the web, and it is from an ethical and reliable 

source. The census data was then downloaded and critically assessed to determine its usability in 

this thesis (refer to Appendix 2). The selection criteria were data addresses characteristics of EOC, 

self-determination constructs, AI support and employee learning outcomes. The data was not 
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categorised for this specific research because it was not the intention of the original study, but it 

can be easily realigned to suit this thesis.  

The only limitation of secondary data is that the customisation is done post-data collection 

and not prior. Therefore, data analysis is performed only after the realignment and adaptation of 

thesis questions, hypotheses, and selection of questionnaire items that are relevant to this thesis. 

Nevertheless, it was the preferred choice because it outweighs the challenges involved in getting 

access to the organisations to conduct survey research as it might cause unnecessary interruption 

to business operations and foreseen difficulty to recruit sufficient participants to achieve the 

desired sample size for statistical analysis. Therefore, at the exponential growth of IR 4.0, this 

thesis innovatively leverages big data to answer new thesis questions. As with Netflix and 

Amazon that analyses billions of past choices datasets to make suggestions on movies that will 

be of interest to customers and predict purchases based on online buying behaviour.  

This thesis uses a hybrid approach to an existing dataset to predict employee learning 

outcomes using various machine learning (ML) and deep learning (DL) algorithms with the 

traditional regression method. Literature on employee motivation to learn has thus far been 

investigated using the traditional regression method. An attempt to use a contemporary and 

proactive approach has not been evident to the best of the author’s knowledge. How this is done 

will be further elaborated in Chapter 4. 

1.7 Thesis Organisation 

Figure 1 depicts the structure of the seven chapters in this thesis. A summary of each of the 

chapters is outlined below: 

Chapter 1: Introduction – Background of the thesis 

Consists of brief background and rationale for this thesis highlighting some organisational issues, 

an overview of the research design, ethical and risk considerations, academic and practical 

contributions as well as the organisation of the thesis. 

Chapter 2: Literature Review 

It contains the definition and synthesises the relevant literature to identify the constructs of EOC 

utility, self-determination, AI support and employee learning outcomes. The literature review 

provides an in-depth examination of the historical beginnings of the concept. It discusses the 

differences between employer brand, EOC and EOCGE, the gap in previous studies and the link 

between motivations and employee learning. This chapter aims to situate SDT and EOC concepts 
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in the employee learning context and to explore the literature, both past, and present, for any gaps 

that may be significant. It is perceived that this chapter will provide a theoretical foundation for 

this study and highlight any emerging themes which can be examined further within this study. 

Chapter 3: Theoretical Framework 

Presents the thesis framework and relevant theory developed based on the literature review that 

could be applied in understanding the phenomenon in the workplace. 

Chapter 4: Research Design and Methodology 

This chapter consists of an introduction, the thesis model and the design of the data collection 

method which will be processed and analysed in the next chapter. Information about the various 

approaches to research philosophy and justification of the choice of research philosophy within 

the context of this thesis.  

Chapter 5: Data Analysis and Findings 

This is about data analysis and empirical findings. It provides the empirical result of the research, 

that is, the relationship between self-determination and EOC as attitudinal and environmental 

motivators leading to employee learning. The findings of the quantitative analysis, which has 

been performed on the secondary data collected from the census. 

Chapter 6: Discussions 

This chapter provides a synthesis of all the findings and discusses their implications on 

organisations and employees. It reviews the results of the findings of this thesis, some theoretical 

background on motivations and employee learning, the limitation of the current thesis and 

possible future directions are detailed. 

Chapter 7: Conclusions 

This chapter draws upon the previous chapters to present a summary to conclude the thesis. 

Figure 1.     Organisational of the thesis 
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CHAPTER 2 LITERATURE REVIEW 

The preceding chapter gave an overview of the thesis, in this chapter the author aims to share the 

findings from the key literature which were explored with regards to EOC, self-determination, 

and learning to provide a summary of discoveries and debates in the research area both for 

knowledge building and as evidence to support the outcome of this thesis. The literature review 

is divided into three parts. Chapter 2.1 examines employee learning and the translation process is 

guided by social cognitive theory providing sufficient background to answer how to promote 

employee learning. Next, the motivational influence specifically self-determination theory and its 

benefits are discussed in Chapter 2.2. The remainder of the chapter is devoted to the consideration 

of the environmental elements exploring the key concept of EOC and why organisations are 

interested to become one that influences the employee learning outcomes. 

2.1 How to promote employee learning? 

This chapter of the employee learning literature review is to provide, some reference to selective 

literature, a clearer understanding of the learning background and its development over time as 

well as how to promote employee learning. 

2.1.1  Method 

A qualitative study was initially conducted to identify the related literature on 2nd May 2019 and 

then periodically updated. The source of published studies was electronic databases on the VU 

library system (Health Business Elite, Business Source Complete, Scopus, PsycARTICLES, 

Academic Search Premier, ScienceDirect). First screening inclusion criteria: (a) be published in 

a peer-reviewed journal; (b) be in the English language, and (c) use the keyword “learning” in 

abstract/title/keywords. Second screening inclusion criteria: discuss learning and the related 

learning theory as the main topical theme. Articles are removed from consideration when it does 

not meet any one of these mentioned criteria. The search was focused on the last 10 years, 

however, there were no population, geographical cultural, or language restrictions on the search. 

The review was then organised theoretically, moving from a broad understanding of various 

learning theories to focusing on self-regulation theory looking at how it was applied and the 

mainstream versus alternative viewpoint with regards to the theory. 
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2.1.2  A survey of the recent development of literature 

Scholars and practitioners have not identified factors that influence employees’ learning. Learning 

at work is a process based on increased awareness of one’s capabilities and aptitudes (Raelin 

1997). Many theories have advanced through the years trying to explain employee’s learning 

behaviour.  

In the 20th century, theories were focused on behaviourism. Behaviourists such as Skinner 

(1976) posit that the learner is passive acting on a principle of ‘stimulus-response’. There are 

generally two entities in learning; the sender and the receiver as well as two types of learning: 

formal and informal. Informal learning occurs naturally while formal learning expects effort from 

the educator to create optimal stimulus and response or ‘operant conditioning’ (Skinner 1976). It 

can be regarded as a carrot and stick metaphor; when you behave according to the pre-defined 

rules you are rewarded else punished. This is evident in the study of employee absenteeism and 

enactive mastery experiences  (Frayne & Latham 1987; Hong et al. 2019). The findings from 

Frayne and Latham (1987) show, that job attendance is higher when the perceived self-efficacy 

is higher, while time series and correlations analysis from Hong et al. (2019) implied participants' 

cognitive and affective factors can be improved when learning by practising calibration.  The 

behaviour is reliant on environmental motivation which can be argued for ignoring the attitudinal 

motivation role. Out of dissatisfaction with behaviourism, scholars like (Liao, Chen & Shih 2019; 

Oommen 2020; Perry 1999; Piaget 1968) have contributed to cognitive constructionism. Contrary 

to a behaviourist, theorists of cognitive constructivists argued that learners are actively 

constructing their knowledge and meaning from their encounters hence, it is a repetitive process 

of discoveries. Learners are attitudinally motivated by setting their own goals, instead of being 

environmentally motivated. Arguably, attitudinal motivation alone may not be enough to fulfil 

the goal-related needs. 

 In the 21st century, the integration of cognitive and social learning; also called social 

constructivism (Hassard & Cox 2019; Lombardo & Kantola 2021; Vygotsky 1978) has become 

evident in a comparative study on three models of innovative knowledge communities (Paavola, 

Lipponen & Hakkarainen 2004) and has been tested in a small group classroom activity (Knapp 

2019). The authors claimed that learning is an informal process. New knowledge can be created 

by socialising with people. This creates the third metaphor of learning and can be regarded as pull 

and push learning which is in the same vine as acquisition and participation (Sfard 1998). In the 

workplace context, employees are either learning through acquiring knowledge formally or 

learning by participating in the activity which is often referred to as on-the-job learning. 

Unconsciously, casual employee interactions are also a form of learning; sharing and exchanging 
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knowledge through experience that builds on the knowledge creation metaphor. Comparatively, 

behaviourism is motivated environmentally, constructionism is motivated attitudinally while 

social constructionism addresses both attitudinal and environmental motivations. SRT is 

grounded in the pioneering work of Bandura's (1991); social cognitive theory and can be 

understood as a process that mediates the effect of environmental influences to pursue goal-related 

needs (Mawritz et al. 2017), it is a self-directed process that helps individuals to learn more 

effectively (Lombardo & Kantola 2021; Papamitsiou & Economides 2019; Toering et al. 2012).  

 The mainstream view suggests that those with high self-efficacy would better engage in 

learning (Bandura 1991; Yoon & Kayes 2016). Overall SRT contributions to learning are evident 

across multi-educational domains, such as physical, art and even academically (Anshel & Porter 

1996; Cleary, Zimmerman & Keating 2006; Papamitsiou & Economides 2019). A recent meta-

analysis of SRL in formal training contexts illustrated the extent to which SRL theories have 

shaped our understanding of how individuals adapt their learning behaviour (Sitzmann & Ely 

2011; Verma, Ahuja & Hermon 2019), emphasizing particularly the goal-oriented nature of work-

related learning. Self-regulation impairment provides a strong explanation for the breakdown of 

employee learning. Therefore, there is an increasing need, to understand theoretically and 

practically how employees are motivated to learn in the workplace context. 

2.1.3  Result and discussion 

Drawing from some recent studies (Table 1) among all the learning theories, social constructivist 

theories are the ones widely cited in the field of educational research. Seventy per cent of the 

studies emphasise social constructivist ideas while the others discussed behaviourist and cognitive 

constructivism. It has become evident that quantitative studies are dominating the field of study 

with 70% of studies cited and two (20%) are using the mixed-method and one (10%) using 

qualitative with insights from students and organisations equally investigated. By analysing the 

publication timelines there is a consistency of publications in the educational context but not in 

the organisational context. More specifically, the relevance of this present thesis in building the 

momentum of learning in an organisational context is compelling research. 
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The main agreement is that motivation can influence employee learning however the 

disagreement in the literature is on the type of motivation, whether it is attitudinally or 

environmentally motivated. Apart from motivation, the profiling of employees seems to have 

been ignored to a large extent in the discussion. Multi-faceted theory (Hartnett, George & Dron 

2011) suggests that employees are not the same from one individual to another. Hence, there are 

various needs and various degrees of learning capabilities. An employee can be motivated for 

several different reasons rather than attitudinally or environmentally, and these may not be 

mutually exclusive.  

2.2 What is the self-determination theory and its benefits? 

This part of the literature review is devoted to understanding the various motivational theories 

and identifying the knowledge gap in self-determination theory.  

2.2.1  Method 

A comparison was done between traditional and contemporary motivational theories using 

constrain snowball sampling (Lecy & Beatty 2012). Qualitatively, the seed article was collected 

on 25 Apr 2019 at the first level, then articles that cite the seed are collected at the second level, 

and so on. A network of relevant articles formed around the seed facilitates insights into the broad 

context of the research rather than the narrow set of publications that are returned based on 

keyword searches. VU library databases were searched to source the published studies: Health 

Business Elite, Business Source Complete, Scopus, PsycARTICLES, Academic Search Premier, 

ScienceDirect. The following screening inclusion criteria were selected to identify the seed 

article: (a) be published in a peer-reviewed journal; (b) be in the English language; and (c) use 

the keywords “self-determination theory” or “motivation” and “in the workplace”, in 

abstract/title/keywords. Second screening inclusion criteria: discuss employee learning or 

learning in an organisational context as the main topical theme. The absence of at least one of 

these criteria determined the removal of the article from further consideration. This review is 

organised theoretically moving from a broad understanding of various motivational theories to 

focusing on self-determination theory looking at how it was applied and the mainstream versus 

alternative viewpoint with regards to this theory. 

2.2.2  A survey of the recent development of literature 

Motivation is derived from the word motive referring to the reason or reasons a person is behaving 

in a particular manner. In another word, it refers to ‘internal factors that impel action and to 

external factors that can act as inducements to action’ (Locke, EA & Latham 2004, p. 388). 
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However, Vroom has referred to it as a person’s conscious choice (Vroom 1964). When we refer 

to someone as being motivated, it means to be moved to do something according to Ryan and 

Deci (2000a). Employees are motivated differently and the motivation level varies (Aworemi, 

Abdual-Azeez & Durowoju 2011). The current view is the explication of the two streams of 

motivation theories, one looking at content and the other at the process. Content theories are 

related to identifying people’s needs and their goal-related efficacy. In contrast, process theories 

emphasise cognitive influence on behaviour. In general, content theories help to answer the ‘what’ 

questions while process theories address the ‘how’ questions. For example, what are the factors 

that influence employee learning and how people are motivated? Figure 2 depicts some of the 

motivational theories in the 20th century and their respective thematic categorisation. 

Figure 2.     Motivational theories 

In this writing, it is possible to find descriptions and analyses of three popular motivational 

theories: Maslow, Herzberg and Vroom’s expectancy theory which this thesis does not intend to 

match. Maslow and Herzberg, two-factor theory have been regarded as a content-based theory 

while Vroom's expectancy theory is process-based. Each of these theories will be further 

elaborated in the following sub-topics. 

2.2.2.1 Maslow’s hierarchy of needs 

Figure 3 depicts Maslow’s model that comprises five levels of needs (Maslow 1943, 1970, 2013; 

Pichere & Cadiat 2015). Moving from the lowest tier which is more concrete to the highest which 

is more abstract. It is when individuals achieved a state of personal accomplishment or self-

actualisation. This is also known as growth needs. Physiological, security, belonging, and esteem, 

are the first four levels. Physiological needs are the survival essentials such as food, air, water, 

and others. Security needs are the need to be safe from any harm, stable in terms of employment 

and orderly of resources among others. When an individual has satisfied the lower levels of needs 
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then the individual would be able to share with others in the relationship. Hence, the need for 

belonging. The fourth level is the esteem level, this is achievable when the individual feels 

comfortable with their achievement and ready to boost their confidence, respect, and success. 

These four levels are generally known as deficiency needs. A deficit of the lower level of needs 

will hinder the movement to a higher level of needs. The longer an individual stays on a certain 

level, the stronger the motivation to progress higher in the hierarchy (McLeod 2018). 

Figure 3.     Maslow’s hierarchy of needs (five-stage model) 

In Maslow’s original study (Maslow 1943), he initially emphasised that individuals need 

to satisfy the lowest level of deficiency needs before progressing to unlock the neighbouring 

growth needs. However, later Maslow acknowledged that the movement is not as rigid as implied; 

individuals do not necessarily need to fully satisfy one level of needs before the emergence of the 

next level (Maslow 1987). These needs can be fulfilled simultaneously and there is a domino 

effect from one that needs fulfilment to another. For example: in a busy workplace with a lack of 

workstations, sharing a workstation with a colleague meets the love and belonging need of the 

employee in the organisation and at the same time it is also providing a safe place for the employee 

to work.  

 The pioneering work of Maslow's model has been repeatedly challenged; however, the 

model has been timeless. For close to a century now that sets a solid foundation for other scholars. 

The seven and eight-level of the hierarchy of needs model were developed to modernise and 

correct the misconception of the initial five-level model however, the four preliminary levels of 

deficiency needs have remained. A cross-country survey affirmed the elusiveness of Maslow’s 

hierarchy of needs model which is universally supported (Tay & Diener 2011). The main 

departure from Maslow’s theory is that personal accomplishment can still be achieved even when 
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the lower level of needs is not fulfilled yet. The controversy of Maslow's theory still exists, and 

an update of the model proves to be timely in supportive of the contemporary lifestyle even when 

the Maslow theory remained widely popular and acceptable. 

2.2.2.2 Herzberg, two-factor theory 

An extension of Maslow’s most celebrated hierarchy of needs theory (Maslow 1970, 2013) is 

Herzberg. Herzberg posits two-factor to enhance workplace motivations; lower-order and higher-

order need also known as hygiene factors and motivators respectively (see Figure 4) (Herzberg, 

Mausner & Snyderman 1959).  

Figure 4.     Two-factor theory 

According to Herzberg, Mausner and Snyderman (1959), motivators are found within the 

job itself i.e. job satisfaction, achievement, recognition, and opportunity for growth. Hygiene 

factors are the environment around the job which if absent will cause dissatisfaction such as 

salary, company policy, supervision, peers’ relationship, working conditions, and security. 

However, remedial for dissatisfactions will not create satisfaction. They do not sit in the same 

polar. In the study of Indian salesforce motivation in the retail sector, salesmen are dissatisfied 

with motivation factors but are more satisfied with hygiene factors (Kotni & Karumuri 2018). A 

study at a ski resort in Sweden on seasonal employees' motivation, found there are different levels 

of motivation within the same hygiene factors depending on individual and subgroup (Lundberg, 

Gudmundson & Andersson 2009). Hygiene factor was of greater importance to the resident 

community members than to those of the migrant community as evident in Lundberg, 

Gudmundson, and Andersson's (2009) findings. Herzberg’s work influenced a generation of 
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scholars and practitioners. It has attracted a lot of criticism and also attention regarding the 

distinctions between hygiene factors and motivators as well as individual and workgroup 

influences on these factors. The universality of this seems to be too simplistic to understand the 

complexity in practice especially in the context of employee learning. Despite its limitations, the 

theory has been a valuable aid to be extended in the process-based theory. 

2.2.2.3 Vroom expectancy theory 

Whereas the content theory looks at the relationship between needs and goal-related efficacy, 

Vroom’s expectancy theory focused on the cognitive antecedents and their outcome (Vroom 

1964). Vroom postulated that individuals make conscious choices, and decision-making is based 

on the choice the individual perceived leading to the best possible outcome (Lloyd, R & Mertens 

2018). In Vroom's seminal work, the motivational force that drives behaviour is the product of 

expectancy, valence, and instrumentality as depicted in Figure 5. 

 

Figure 5.     Vroom expectancy theory 

Following the seminal work publication, the expectancy theory has sparked substantial debate on 

the subject. Like Herzberg's theory, the major criticism is on the simplicity of the theory that did 

not take into consideration of the different levels of effort that will influence the outcome and 

have generally assumed that reward will encourage greater effort. One of the greatest strengths of 

the theory is also one of its weaknesses because it has omitted the fact that there are other factors 

besides rewards that people get motivated.  

Porter and Lawler’s theory has emerged out of Vroom’s critiques (Porter & Lawler 1968). 

It aims to provide a more comprehensive theory of motivation. Similarly, most recent time 
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scholars have developed their expectancy theory and also extended and integrated theories to have 

a complete framework (Harris et al. 2017; Kiatkawsin & Han 2017). So far, two of the salient 

developments within motivation theories have been highlighted. However, in the context of 

employee learning, it is still murky if it is based on content or process motivation. The focus is 

now limited to one which is the self-determination theory (SDT). The motivating factors of SDT 

and the limited discussion that exists in the workplace context are the basis for this thesis. 

2.2.2.4 Self-determination theory 

It all began in 1977 when two young psychologists met and had a conversation that has since 

changed how we view human motivations (O'Hara 2017). SDT is a psychological theory that has 

been studied for more than 40 years in a variety of contexts. It is a meta-theory, within this, Ryan 

and Deci (2000b) have identified six sub-theories: Cognitive Evaluation Theory (CET) concerns 

attitudinal motivation, Organismic Integration Theory (OIT) concerns environmental motivation, 

Causality Orientations Theory (COT) concerns individual differences in people’s tendencies to 

orient toward environments and regulate behaviour in various ways, Basic Psychological Needs 

Theory (BPNT) concerns psychological needs and their relations to psychological health and 

well-being, Goal Contents Theory (GCT) concerns distinctions between attitudinal and 

environmental goals and their impact on motivation and wellness and Relationships Motivation 

Theory (RMT) concerns development and maintenance of close personal relationships.  

Dualistic theories divide motivation into two types: attitudinal and environmental (Reiss 

2012). The locus of this study is on attitudinal and environmental motivations. Attitudinal 

motivation is most commonly defined as ‘doing something for its own sake’ (Reiss 2012, p. 152). 

That is when an employee is keen on upskilling for no reason other than because that is what the 

employee wants to do and finds joy in discovering new knowledge. Domenico and Ryan (2017, 

p. 1) defined it as ‘spontaneous tendencies… even in the absence of operationally a separable 

rewards’. According to Reiss (2012), environmental motivation, in contrast, refers to the pursuit 

of an instrumental goal. That is when an employee contributes to knowledge sharing to receive a 

monetary reward or when employees are engaged in learning to receive recognition. People 

certainly can be motivated environmentally by reward or certification of achievements, for 

example – but Ryan and Deci (2020) contented that is a form of controlled motivation which will 

eventually be diminished and thwart the objective of the intention and undermine attitudinal 

motivation. According to SDT, the employee is likely not going to contribute to the knowledge 

sharing in the absence of the environmental reward, similarly, will not participate in any training 

when there is no monetary reward in return for the effort contribution. The undermining of 

attitudinal motivation has been controversial since it first debuted which leads to hot debate from 
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time to time. Threats (Deci, Edward L. & Cascio 1972), deadlines (Amabile, DeJong & Lepper 

1976), directives (Koestner et al. 1984) and competitive pressure (Reeve & Deci 1996) too could 

lessen attitudinal motivation. Despite the controversy, a meta-analytic review examining the 

antecedents and consequences of basic need satisfaction of  99 studies with 119 distinct samples, 

empirical evidence is supportive of SDT (Broeck et al. 2016). SDT has been clear in attitudinal 

motivations positing three characteristics as depicted in Figure 6.  

Figure 6.     Characteristics of attitudinal motivations 

SDT argued that satisfying these three needs will lead to individual psychological growth, 

internalization, and well-being in addition to greater persistence, a better quality of engagement, 

performance, more positive self-perceptions, creativity, psychological wellness, and optimal 

development among others (Broeck et al. 2016; Domenico & Ryan 2017; Ryan & Deci 2000a). 

Collectively, the findings indicate that SDT offers a useful theoretical framework for 

understanding the relationship between motivation and employee learning. Further, the pattern of 

findings reiterates the positive link being found in the study of mindfulness contributing to 

positive work-related outcomes (Olafsen 2017) such as enhanced deep-level learning (Aelterman 

et al. 2019) and employee’s intention to start new training (Mielniczuk & Laguna 2017) with 

broad implications for people involved in the facilitation of employee learning. However, the role 

of different types of motivations in fostering employee learning has not been examined and 

employee motivation in learning sometimes lacks a well-articulated theoretical base. Therefore, 

the well-established SDT that differentiates types of motivation can be applied in the context of 

employee learning in this thesis.  
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 Considering the central role of these needs and their benefits, many studies have been 

done to further extend and understand how to nurture these psychological needs. However, most 

research conducted is qualitative empirical evidence from the laboratory. SDT has been silent in 

terms of the order of these needs as in whether attitudinal or environmental motivation plays a 

more distinctive role. SDT has broadly used attitudinal motivation referring to various behaviour 

including but not limited to curiosity, mastery behaviours and exploration (Ryan & Deci 2017). 

This clearly explained why the majority of SDT studies including a recent study on the role of 

basic psychological need satisfaction in the employee work passion appraisal process (Thibault-

Landry et al. 2018) used self-reported measures. Their study provided empirical evidence 

showing that employees’ cognitive appraisals of work characteristics such as job autonomy, task 

variety, meaningful work, and performance expectations were positively related to basic 

psychological need satisfaction, which, in turn, positively impacted their work intentions, thus 

indicating the subjective experience of work passion. Another study using multi-source and time-

lagged data investigating how leaders can break employee silence found that when employees 

have high levels of job autonomy, they are more willing to break the silence at work (Ju et al. 

2019). If autonomy-supportive leads to attitudinal motivation to achieve goal-related needs, then 

it would be reasonable to suggest that the absence of self-determination could lead to rejection of 

self-regulated learning outcomes. Therefore, the author anticipates that self-determination 

influences employees’ motivation to learn. 

This thesis will innovatively attempt quantitative empirical research with practical 

evidence to understand which of these three needs are of the highest importance in fostering 

employee learning, moving away from previous reviews of mostly narrative and theoretical 

(Pedro et al. 2012). Beyond just theory, SDT’s growth has steeply accelerated over the past two 

decades. SDT has been applied in multi-disciplinary fields including education, health care, 

technology, marketing, nature and environmental sustainability (Cuevas et al. 2018; Lavergne & 

Pelletier 2015; Mosteller & Mathwick 2014; Peters, Calvo & Ryan 2018; Smit et al. 2017) and 

the latest development is in neuroscience (Domenico & Ryan 2017). Today, SDT has spiked out 

and is growing with increasing depth and reach in both basic types of research and practical 

applications. However, SDT is still in its infancy and has not been extended in the organisational 

behaviour and management disciplines. This study will build on SDT by filling this knowledge 

gap to make a theoretical and empirical contribution to the field of organisational behaviour and 

management. 

 According to SDT, an employee will engage in learning not only because of attitudinal 

motivation but also because of environmental motivators such as promotion, salary increment or 

simply because of self-regulated action that is satisfying. In both cases, the intensity of motivation 
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can be identical and result in satisfying goal-related needs but the reason why an employee is 

engaged in learning is completely different. However, SDT has only addressed environmental 

motivations in a continuum ranging from amotivation (not motivated) to integrated motivations 

but has not identified the factors that contribute to the low engagement of employee learning. 

Scholars have had little to say on the relationship between employee learning and motivation; this 

black hole will be addressed in this study.  

Referring to the taxonomy of human motivation in learning as illustrated in Figure 7, 

amotivation is at the lowest level which shows the employee is not motivated to learn to a large 

extent and there is no regulation. Next to amotivation is environmental motivation with varying 

degrees of environmental motivation. External regulation is closer to being not motivated; it 

represents the least autonomous form of environmental motivation. For example, an employee 

who is doing training only because the employee fears demotion for not doing it is 

environmentally motivated because the employee is doing the work to attain the separable 

outcome of avoiding demoted or when there is a reward. Introjected regulation is similar to 

external regulation. An employee who does the training because the employee personally believes 

it is valuable for the employee’s personal career development is also environmentally motivated 

because the employee is doing it for its instrumental value rather than the enjoyment it brings. 

Both examples involve instrumentalities, yet the latter case entails personal endorsement and 

autonomy instead of mere compliance with management control.  

The two types of environmental motivation represent intentional behaviour but vary in 

their relative autonomy. Moving upward on the hierarchy of environmental motivation is 

identified as regulation. It is when employees are starting to understand the value of regulation. 

This can be considered as somewhat attitudinally motivated but at the lowest level as an employee 

is consciously valuing learning but is not enjoying it. At the highest level of environmental 

motivation, the continuum is integration regulation. This is when the identified regulation of 

learning is congruent with the employee’s value and need. However, they are still environmental 

because it is an employee’s behaviour motivated by integrated regulation where employees are 

learning because of its presumed instrumental value concerning some outcome that is separate 

from the behaviour, even though it is volitional and valued by the self. Despite putting the 

environmental motivation in a continuum, (Ryan & Deci 2000a) have warned that by no means 

the individual will go through each phase sequentially and integrated motivation will not turn into 

attitudinal motivation over time. Given that employee learning in the workplace is not designed 

to be attitudinally interesting, a central question remained as to how to motivate an employee to 

value and self-regulate learning, without external pressure but to carry them out on their own. To 
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this end, SDT proves to be a helpful framework to be investigated. If this study is successful, and 

a relationship is established with employee learning then much is owed to Ryan and Deci (2000a). 

 

Figure 7.     A taxonomy of human motivation in learning 

2.2.3  Result and discussion 

Table 2 provides a summary of motivational theories investigated in this thesis. 
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A total of 18 articles within 12 years of threshold in recent years were included in the analysis. 

The majority of the studies (67%) were quantitative research while 17% were mixed-method and 

the remaining 16% were done qualitatively. The geographical focus of these studies is mainly on 

the United States and Europe with only 10% of the studies conducted in Asia.  The study samples 

were both in educational and organisational settings with sample sizes ranging from 66 to more 

than 2000.  

Motivational theories are abundant but what motivates employees to learn and how to 

motivate employees to learn remains unclear. Among the various motivational theories, SDT 

stood up as an interesting and comprehensive framework. The main agreement is that SDT brings 

about invaluable benefits and disagreements about SDT is self-defeating but still ongoing debate 

is whether environmental goal diminished and thwart the objective of the intention and undermine 

attitudinal motivation. Apart from that, studies are confined to laboratory experiments mainly in 

the educational field. Further research could build on SDT with field studies of different settings.  

Therefore, SDT fully supports the aim of this thesis as it is the dualist theory that makes a 

distinction between attitudinal and environmental motivations. It also addresses the condition that 

enhances or diminished these motivations. Therefore, it has constructed both the content and 

process theory by suggesting that an individual has innate psychological needs for learning 

(content) and only by fulfilling the three needs of autonomy, competence, and relatedness 

(process), the individual will achieve self-determination in the goal pursuits (employee learning). 

By drawing on SDT, this study will help clarify whether attitudinal or environmental motivation 

has a more distal or proximal factor in employee learning and can predict future occurrences of 

employee learning.  

2.3 Why organisations are interested in becoming ‘Employer Of Choice’ 

and their characteristics? 

Employer of choice is growing in influence and literature review shows there is a gap, particularly 

at the academic level, rarely a comprehensive review of Employer Of Choice (EOC) have been 

conducted using a systematic method. 

2.3.1  Method 

To capture all the relevant citations, various electronic databases were used. The source of 

published studies was electronic databases on a VU library system such as Health Business Elite, 

Business Source Complete, Scopus, PsycARTICLES, Academic Search Premier, and 

ScienceDirect. The following screening inclusion criteria were selected to identify the seed 
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in the hospitality workplace and identified four predictors of overall job satisfaction: 

organisational support, supervisor relations, job environment and attitude towards management. 

In the software industry, Pattnaik and Misra (2014) presented a study on EOC by developing a 

scale to measure the level of employer attractiveness. Another industry-specific study was the one 

conducted in Germany; the management consulting industry, on how to become an employer of 

choice (Rampl 2014). Out of this 33% of industry-specific, 42% are reflecting on the public sector 

such as the study of civil service as EOC in Belgium (Vandenabeele, Hondeghem & Steen 2004), 

organisational readiness to be EOC in India (Maheshwari & Singh 2010) and the attractiveness 

of public-sector jobs to youth in Egypt (Barsoum 2016). Hence, a study of countrywide EOC in 

the Australian context will do justice in filling the gap. 

Herman, Roger E. and Gioia (2001) have urged organisations to invest in obtaining the 

official EOC designation to thrive in the challenging labour market and economic turbulent times. 

These labour market conditions and competitive pressure are forcing organisations to invest in 

various resources for top talent attraction and retention (Schuler & Jackson 2006) including 

investment in the EOC award citation.  Organisations must remain focused on attracting and 

retaining talented employees because having a great team is the core of success for any 

organisation (Kusuma & Madasu 2015). The authors added, that employees are actively engaged 

to move the company forward by creating an awesome experience that will increase satisfaction 

and retention of customers. It is a strategic investment for a sustainable competitive advantage. 

Looking through the resource-based view, organisational resources need to portray four 

characteristics: valuable, rare, inimitable and non-substitutable resources to achieve sustained 

competitive advantage (Barney 1991). Employees are intangible resources exhibiting these 

characteristics; an invaluable asset for any organisation.  

Hence, organisations are investing in EOC to attract employees, honing employees’ skills 

to impact the organisational bottom line. However, it has become apparent if the organisation has 

a ‘true intention’ or pure ‘impression management’ (Jonsen et al. 2019). Agency theory 

popularised in the financial-economic field (Jensen & Meckling 1976), could well explain this 

agency relationship. Employment contract provides a framework defining the employer and 

employee relationship; the employer is paying for the employee to work hence it may not be of 

interest for the employer to invest in employee learning. Similarly, looking at the agency theory 

perspective (Pandey & Chermack 2008), the employer is always looking at ways to cut costs 

while employees are looking for quality employment. Therefore, it is critical to address this value 

gap (Cording et al. 2014), to create an equilibrium utility for both employer and employees. This 

study will try to delineate this in the context of employee learning. 
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The EOC is an evolving interest for Australian businesses and has taken on a new dimension of 

employer branding with the introduction of Employer of Choice for Gender Equality (EOCGE); 

strategically aligned with the nation’s gender equality agenda. In this study, EOC and EOCGE 

will be used interchangeably (unless specified), because the review of the literature suggested that 

it is just another form of EOC branding to allow organisations to position themselves in the 

targeted segment of potential employees.  

#MeToo and #TimesUp among other movements (Andersen 2012; Subedar 2018), are 

not just any social campaigns but signify a cultural change (Kotler, Philip & Zaltman 1971). 

Gender equality has become a hot topic not only in the global humanitarian agenda but also in the 

corporate context and millennium workforces are expecting gender equality in the workplace. 

Scholars have successfully built the business case for a gender-diverse workforce (Churchman & 

Thompson 2008; Herring 2009, 2017) linking to positive organisational and financial 

performance (Campbell & Mínguez-Vera 2008; Conyon & Hec 2017; Dwyer, Richard & 

Chadwick 2003; Low, Roberts & Whiting 2015; Reguera-Alvarado, Fuentes & Laffarga 2017; 

Wiley & Monllor-Tormos 2018), improved corporate social responsibility scores (Alazzani, 

Hassanein & AlJanadi 2017; Ben-Amar, Chang & McIlkenny 2015; Kyaw, Olugbode & Petracci 

2017) and some evidence of improved innovativeness (Ruiz-Jiménez, Fuentes-Fuentes & Ruiz-

Arroyo 2016). Unfortunately, the progress has been far too slow, yet the steady improvement 

seems to have plateaued. Organisations continue to fight the long battle of improvement with little 

progress toward a sustainable solution. At the current rate of progress, gender equality in the 

workplace will take 217 years an economic monitoring group has suggested (BBC 2017). EOC is 

seen as an avenue to address this gap. 

 The EOCGE award is honoured by the Workplace Gender Equality Agency (WGEA) 

which has been established by the Australian government based on the Workplace Gender 

Equality Act 2012 (WGEA 2018). According to the award citation guide, the validity of the award 

citation is 2 years which is non-renewable. This means, that a new application is to be submitted 

on expiry and a new application is accepted yearly for a fee, which covers the Agency’s cost of 

administering the citation and assessing applications. The organisation representative is to submit 

an online application which is open yearly on 1st June and closes on 30th Sept, and the list of 

successful applicants will be announced in mid-February of the following year. This list will also 

include employers who are in their intervening year, where an application submission is not 

required. Part of the assessment is having a management interview and evidence of consultation 

with the employee through an employee survey. Overall, the citation award is viewed as a 
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prestigious award that sets the organisation apart in having the baseline features of a leading 

organisation for gender equality (WGEA 2018).  

 The list of 2019 EOCGE award citation holders was announced recently (WGEA 2019). 

A total of 141 organisations across 16 industries, with 26 first-time citation holders. This is an 

18% increment from 2018 and a booming 54% since the citation commenced in 2014. Statistics 

show there are continuous momentum and progress toward gender equality in Australian 

workplaces.  Figure 8 shows the EOCGE trend. 

Figure 8.     Employer of Choice for Gender Equality trend 

In the assessment of the EOCGE award citation, the agency used seven factors’ indicators as a 

benchmark: (1) leadership, accountability, and strategy; (2) developing a gender-balanced 

workforce; (3) gender pay equity; (4) support for caring; (5) flexible work; (6) preventing gender-

based harassment and discrimination, sexual harassment, and bullying and (7) driving change 

beyond the workplace. As highlighted earlier, in the discussion of SDT, an employee has an innate 

need for competence to develop mastery over tasks that the employee value, comparatively to the 

characteristics of EOC, it has become evident that a key factor around training and development 

should be included as part of EOCGE indicators for assessment which has been left out. This is 

critical to support the employee’s need for professional development and career growth. The 7-

dimensions model will be adopted in this study to include support for professional development. 

Arguably, Herman, Roger E. and Gioia (2001) have boldly categorised EOC attributes as 

tangible and intangible. The authors also claimed that companies are relying heavily on tangible, 

easy-to-implement solutions rather than strategically investing in intangible solutions such as 

good management and culture. Regardless, according to signalling theory (Connelly et al. 2011), 

information asymmetry is present, whereby organisations know about their quality, but outsiders 

(e.g. investors, potential employees) do not, so EOC is an environmental signal to show what the 

organisation could offer. Against this background, it is important to note that the present work 

 



 

42 

 

does not aim to examine the drivers of EOC rather, the focus is on EOC as an environmental 

motivator and the EOC indicators will be assessed to establish the relationship with employees 

learning. Both employee engagement in learning and EOC are important aspects of employee and 

organisational success. Much has been written and discussed on employee learning and EOC in 

a silo, but no study has attempted to link employee learning and EOC.  

 The main agreement is that EOC has the potential in bridging the employment gap hence 

organisations are interested to get recognition as evident in the statistics. However, literature thus 

far has only arrived at identifying the characteristics of EOC and has not gone any further in 

identifying how to tap on this EOC branding to retain resources to achieve the said competitive 

edge in the employment slump. Resulting in some organisations not seeing the benefit of investing 

in the EOC recognition and those who have the award citation may not be obtaining the desired 

result. Therefore, even though many organisations are coming on board with the EOC award 

citation, there are many more who are not interested in the renewal of the EOC award citation 

following the expiry. Only 10% of the EOC are repeated award citation holders for more than 2 

years. More academic research is required in this area to fully understand the phenomenon. There 

are plenty of opportunities for further research in this area such as understanding: 

a) Who is accountable in the organisation to deliver on the employer of choice for the gender 

equality award? 

b) How relevant is the award citation to the employees? 

Overall, this thesis will only be attempting to address the tip of the iceberg concerning the 

relationship between EOC as an environmental motivator and its impact on employee learning. 

2.3.3  Result and discussion 

Table 6 provides a summary of the EOC literature investigated in this thesis. 
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A detailed inspection of the studies identified by the earlier mentioned search engines found that 

145 studies were related to the EOC. Some duplications of papers were found resulting in 37 

papers being removed from the initial pool. The full text of 108 papers was retrieved and assessed 

following the pre-defined inclusion criteria, of these 44 were identified, and 64 papers were 

excluded after the full-text analysis resulting in 21 papers included in the final qualitative 

synthesis. 

2.4 Summary 

Following the discussion above, this thesis offers a theoretically grounded, yet previously 

unexamined pattern of predictors explaining how employee learning may occur. The thesis builds 

on and contributes to work in employee motivations and employee learning, hinging on SDT as 

an attitudinal motivator and EOC as an environmental motivator. Although SDT, learning, and 

EOC have been examined in many disciplines they have not been looked at as an integrated 

framework. As such, this study provides additional insight into organisational behaviour. The 

analytic focus on correlations enables another contribution. This study analyses the relationship 

between perceived EOC utility, self-determination, AI support, and employee learning. Although 

numerous studies have looked at motivation and employee intention to learn, little analytic 

attention has been paid to identifying which of the motivators play a greater contribution to 

fostering employee learning and the influence of AI support. This thesis also differs from all 

previous research highlighted above in the fact that the author is targeting current employees, thus 

providing an organic work experience that is invaluable. In the next chapter, a theoretical 

framework will be presented. 
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CHAPTER 3  THEORETICAL FRAMEWORK 

The key literature regarding EOC, motivation and, learning was reviewed in the preceding 

chapter. In this chapter, the theoretical framework, and the links between variables under 

investigation will be provided. These links and concepts will be guiding the development of a 

new theoretical model of AI support and employees’ motivation to learn with the thesis questions 

and hypotheses derived from the framework. Despite much empirical evidence over the last 

decade establishing the links between attitudinal and environmental motivation, there is not one 

that looked at EOC, self-determination and the influence of AI on employee learning outcomes. 

This thesis devotes its attention especially to EOC utility perception and self-determination 

respectively in fostering employee learning. And given that AI has enormous relevance today and 

is enjoying its resurgence it is timely to also investigate the influence of AI in motivating 

employees to learn where no research has been done in this direction as of today in an 

organisational context. 

 This thesis takes an initial step in establishing its link to the employee learning outcomes 

of job satisfaction, well-being, and performance. Whilst many studies looked at the controversial 

relationship between attitudinal and environmental motivation there is still much to be discovered 

and it is worthy to see this in the light of the APS population because there is an urgent need to 

reform this aging population. In 2012, employees aged over 45 years old represented 14.8% of 

the APS population (APSC 2012), this has at least doubled if not tripled in the 2018 census. Like 

the Australian population, the APS workforce has been aging rapidly, posting challenges in 

workforce management. This includes keeping them motivated to learn and developing new skills 

and knowledge that are critical in this rapidly technologically driven changing environment. As 

such, the proposal in this thesis is that positive learning outcomes resulting from perceived EOC 

utility and self-determination fulfilment may be further enhanced with the presence of AI. In this 

chapter, a theoretical model of employee attitudinal and environmental motivation in fostering 

learning is developed and investigated together with the influence of AI.  

3.1 Theoretical background 

In this thesis, employee learning is conceptualised by drawing on concepts derived from EOC and 

SDT (see Figure 9). The author postulates that an employee’s self-determination and EOC utility 

perceptions will influence employee learning together with this AI support plays a role too.  
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3.2 Theoretical framework 

In this thesis, the author will build on Zimmerman’s self-regulated learning (SRL) model and 

agency theory to integrate with SDT and EOC constructs because of its similarity envisioned 

within Bandura’s triadic model of social cognitive theory (Bandura 1991) as described in Chapter 

2.1 about learning. In this model (Figure 9), the cyclical arrow has been replaced to indicate an 

iterative process instead of a cyclical process where one happens after another, both 

environmental influences and attitudinal influences can present simultaneously, and the employee 

is continuously evaluating to balance between value and benefits as postulated in the social-

exchange theory. In the original model, Zimmerman (1989) has three constructs: person, 

behaviour, and environment, in this framework the three constructs have been reworded as self-

determination, employee learning outcomes, and perceived EOC utility respectively. Besides, AI 

support was introduced into the framework. 

Figure 9.     A theoretical framework of employee self-determination in learning 

3.2.1  Employee learning outcomes 

Behaviour refers to performance evaluation and strategic adaptation (Zimmerman 2013). The 

variables used are job satisfaction, well-being, and performance referring to the positive 

fulfilment of a work-related state of mind (Schaufeli, Bakker & Salanova 2006). Job satisfaction, 

according to Locke, E (1976) is an emotional state of being positive. This is a result of the 

evaluation of one’s work. Well-being on the other hand is notoriously difficult to define precisely. 

The dictionary defines well-being as a state of being satisfied with one's welfare such as being 

happy, prosperous, or healthy (Dictionary.com, 2020). This definition is indeed subjective and 
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independent of the context where it is used. In a family context, well-being could refer to a 

harmonious relationship among family members. In an educational context, well-being is 

achieved through the feeding of knowledge to the learner. In an organisational context, the 

innovative introduction of robotics has brought about simplification of work but arguably 

impacted the labour market causing insecurity among employees and affecting employees’ well-

being (Acemoglu & Restrepo 2020). Hence, it is clear that the dimension of well-being is vast but 

not clearly defined. Fabio (2017) gave a novel definition of well-being referring to an equilibrium 

state between an individual’s resource pool and the challenges psychologically, socially, and 

physically. The other variable included in the employee learning outcomes factor is performance. 

It refers to the ability of employees to be productive and accomplished the given tasks. To achieve 

the employee learning behavioural outcome, they need to be motivated.  

3.2.2  Self-determination 

Self-determination as an attitudinal influence has been added as an additional factor that 

influences employee learning. It has the variables: competence, relatedness, and autonomy. 

Autonomy, competence, and relatedness represent the dimension of the attitudinal motivation 

constructs in SDT. According to Ryan and Deci (2000a), autonomy refers to an employee’s need 

to self-regulating one’s actions and act in harmony with one’s values. Competency refers to an 

employee’s need to be effective and advance towards greater mastery skills and relatedness refers 

to an employee’s need to feel psychologically connected with peers for support.  

3.2.3  Perceived EOC utility 

While attitudinal motivator variables are from SDT, the environmental motivator is derived from 

EOC characteristics. Zimmerman (2013) defined the environment as monitoring the dynamic of 

environmental conditions and controlling strategically. The variables that emerged out of 

perceived EOC utility are the work environment, workgroup climate, non-discrimination, and 

leadership. Prentice (2004, p. 102) defined leadership as ‘the accomplishment of a goal through 

the direction of human assistant’ while Koohang et al. (2020, p. 3) defined leadership as ‘the 

process of interactive the influence that occurs’ when the follower is inspired to achieve a 

common goal. Both definitions underscore leadership as an individual trait. Individual traits 

theory states that certain individual characteristics can position one to be a leader by driving the 

followers to achieve the desired goal. Atmojo (2012) found evidence that leadership influences 

employee performance, satisfaction, and commitments. Contradictingly Supriyanto, Ekowati and 

Maghfuroh (2020) found leadership has a significant indirect effect on employee performance 

mediated by work satisfaction. This means employees will tend to contribute to the organisational 
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performance only when they are satisfied. In this thesis, the leadership variable refers to the 

general quality of supervision of employees in the organisations.  

The other variable is the work environment. It is widely defined as the professional place 

where the employees perform their functions (Paguio & Yu 2020). For example, the work 

environment for the nurse is in the hospital and the police officer is in the police station. Similarly, 

the work environment in this thesis refers to the APS organisations and it is seeking to understand 

the employees' general impression of the APS organisations and employees’ willingness to be 

retained in the organisations. A study on Domino’s pizza, conducted in Jaipur city found evidence 

that the work environment is one of the most influential factors in employee satisfaction and 

degree of motivation among employees (Jain & Kaur 2014). This evidence is supported by a study 

on merchant banks in Ghana too (Agbozo et al. 2017). These findings emphasise the need for 

organisations to improve physical work ambience; to be vibrant to boost employees' satisfaction 

and performance. As such, it is anticipated that employee learning outcomes would likely be 

enhanced with an improved work environment.  

Whilst the work environment refers to the place itself, the workgroup on the other hand 

refers to the people working within a subgroup daily. It is also referred to as teams of two or more 

individuals interacting dynamically (Shuffler et al. 2018). It has been widely recognised (Jing, 

Avery & Bergsteiner 2019; Lacerenza et al. 2018) that teams are the basic building block of 

organisations. Therefore, organisations are investing significantly in tools and resources to 

cultivate a harmonious team culture including organizing team building. Employees’ work 

performance-enhanced when employees maintained good interpersonal relationships at work. 

There is indeed no lack of theory and research on teams and their development. Consistent with 

these findings, in this thesis, there is an intention to discover the general impression of employees 

of diverse backgrounds in APS organisations perceiving each other as behaving acceptably within 

their direct workgroup will influence the employee learning outcomes.  

The act of discrimination and bullying of any kind harms the harmonious relationships 

between individuals and teams in addition to contributing to mental health issues (Nauert 2018). 

Discrimination is defined as beliefs and attitudes of individual or group inferiority based on some 

characteristics according to Martinez et al. (2020). Employee discrimination could be due to age, 

gender, ethnicity, disability, and others. In this new knowledge economy, the ever-deepening 

discrimination of individuals and groups has not abated. In Australia, discrimination of ethnicity 

and religion has been reported to be rising including gender discrimination. The empirical 

findings from Carangio et al. (2020) shed light on racism and discrimination due to skin colour 

affecting the non-white skilled immigrant women’s careers in Australia. It is not the intention of 
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this thesis to dive into the issues of discrimination but to highlight that any kind of discrimination 

negatively affects the workgroup climate which in return influences and impacts the employee 

learning outcomes. Therefore, there is broad acceptance that the discriminatory act could be 

minimised with the adaption of organisational policies falling under the rubric of law and order 

(Einarsen et al. 2020). As such, it has been assumed in this thesis that APS organisations value 

non-discrimination with a policy that applies to everyone in the organisation and is fair. That is 

no one individual or group is treated less favourably than another based on their background or 

certain personal characteristics. It would be interesting to statistically evaluate if employees 

perceived their immediate workgroup is acting per the APS values in their daily work activities. 

Apart from the above-mentioned, given the rapid technological advances, the question of how AI 

is changing employees’ motivation and learning outcomes is highly salient for scholars of 

organisational behaviour.  

3.2.4  AI support 

The process by which employees decide whether to adopt or reject the use of the AI system is 

often based on the costs-benefits analysis of the innovation diffusion (Lee, Hsieh & Hsu 2011). 

Innovation diffusion theory postulated the adoption of innovation usually starts slowly but 

eventually gains momentum and diffuses through the population. The diffusion of innovations 

has been widely applied in multidisciplinary such as education, medical, and businesses. 

Regardless, organisations need to quickly adapt to technological advances or risk losing out to 

competitors. A recent report claimed that disruptive technology poses a greater threat to 

organisations than economic uncertainty or change in regulations (Violino 2018). Successful 

adoption of the AI system, in general, helps to improve employee satisfaction subsequently 

bolstering business performance (Gil D. et al. 2020). As we move into the IR 4.0 era, many 

sophisticated systems are deployed hence, there is a pressing need to understand the contribution 

of AI support in the employee learning context. Therefore, the AI support variable has been 

included in this thesis referring to the general impressions of employees if the current employer 

provides access and support to effective learning and development using AI. In this thesis, it is 

proposed that positive reactions resulting from employee learning outcomes may be enhanced 

with AI support. That is the support rendered on AI influencing employees’ motivation and 

learning outcomes implicitly. 

3.3 Hypothesis development 

Hypothesis 1 (H1): Employee EOC utility perceptions are positively associated with the 

employee learning outcome. 
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Hypothesis 2 (H2): Employee self-determination is positively associated with the 

employee learning outcome. 

Hypothesis 3 (H3): Employee EOC utility perception is positively associated with 

employee self-determination. 

Hypothesis 4 (H4): The relationship between EOC utility perception as an environmental 

motivator and employee learning outcomes is mediated, at least in part, by AI support. 

Hypothesis 5 (H5): The relationship between self-determination as an attitudinal 

motivator and employee learning outcomes is mediated, at least in part, by AI support. 

Hypothesis 6 (H6): The relationship between EOC utility perception as an environmental 

motivator and self-determination as an attitudinal motivator is mediated, at least in part, 

by AI support. 

Hypothesis 7 (H7): The relationship between perceived EOC utility and self-

determination motivation is moderated by AI support. That is, employee learning 

outcomes will be higher following AI support when EOC utility perceptions are high than 

when they are low. 

Hypothesis 8 (H8): EOC utility perceptions, self-determination, and AI support 

significantly predict employee learning outcomes. 

3.4 Summary 

In this chapter, how self-determination theory illuminates the linkages between attitudinal and 

environmental motivators and individual outcomes have been articulated. Drawing upon self-

determination theory, a model is proposed which suggests that employees’ self-determination is 

created under the influence of employees’ EOC utility perceptions and AI support leads to an 

increase in employee learning outcomes. To this end, the theoretical framework for empirical 

research has been delineated. It described the proposed associations among the variables and 

presented the theory underlying the conceptual model. Finally, this chapter concluded with the 

hypotheses for the present program of research. This framework was applied to the APS 

population in Australia. In the next chapter, the methodology undertaken in this thesis will be 

discussed as they serve to quantify each of the constructs described in this chapter included in the 

theoretical framework. The research process, data analysis, and issues related to the quality of the 

research will also be outlined.  

 



 

55 

 

 

CHAPTER 4 RESEARCH DESIGN AND METHODOLOGY 

In the previous chapter, the theoretical framework and hypotheses for the model used in this 

empirical research were established. Following on from this, in the present chapter, the 

methodology used in the thesis to examine and test the model presented in Chapter 3 is developed. 

The material discussed here is a result of the preceding chapters that assist with the determination 

of the appropriate research design from data collection to the choice of tools used to test the 

research hypotheses resulting from the proposed model. 

4.1 Research methodology 

There is a lot of research methodology that can be employed for answering the research questions. 

The choices made to execute the research are dependent on the nature of the research. The nature 

of the research can be visualised as a funnel as depicted in Figure 10. 

Figure 10. Nature of the research 

At the beginning of the research, when little is known about the research there were a lot of 

questions asked. Exploratory research as the name implies is basic research that helps the author 

to research the topic to better formulate the problem. Following exploratory research, such as 

through literature review, when the author had more clarity on the problem, there is a tendency to 

want to learn more by describing the research problem. Hence, the name of descriptive research. 

In descriptive research, the author attempts to explore and explain by describing the interrelated 

variables. The correlations of variables are established however, a correlation does not mean 

causation. As such, moving further into the funnel, the author is looking at the causation which 
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has been described as explanatory research. That is researching how and why the relationship 

among variables occurs. In this thesis, there is also the intention to statistically analyse and predict 

future occurrences hence, this is known as predictive research. In contrast to experimental 

research, it is non-experimental research that includes hypotheses, and variables that can be 

measured, calculated, and compared with no intention to control or manipulate the variables but 

relies on the interpretation of the correlations to conclude. 

4.2  Research approach 

Inductive and deductive reasoning are the two broad categories of reasoning approaches (Hayes 

et al. 2018). Deductive reasoning is a logical process of obtaining a conclusion about a specific 

instance based on something known to be true or a known general premise. For example, fruits 

have torn, and that durian is a type of fruit that deductively means durian is a fruit with torn. If 

we know that birds can fly, and parrots are birds then deductively it follows that parrots can fly. 

The task in deductive reasoning is to find a theory and try to apply it to a specific phenomenon. 

Inductive reasoning on the other hand is a logical process involving the assessment of 

probability drawing inferences from general propositions through the observation of particular 

facts or instances. For example, we know durian has torn it may seem likely that this observation 

is shared by other fruits, but this inference is not logically valid. Similarly, when it is observed 

that parrots can fly would imply that all birds can fly. Truly inductive research does not rely on 

any theoretical background, it takes the data and tries to formulate a theory. Notably, inductive 

and deductive reasoning tasks often overlapped (Hayes et al. 2018).  

In this research, both deductive and inductive approaches are used. Deductive approach 

because of the need for some presumptions based on theory and hypotheses utilisation for this 

thesis. Based on the available data, the author induces the hypothesis, modifies the model to be 

tested, and redefined the problem. The findings from data analysis and interpretation of the 

findings are then fed back to enhance the model which is an inductive approach. Even though the 

inductive elements exist in this thesis but predominantly it is utilising the deductive approach. 

Overall, employing both approaches allow a more complete understanding of the thesis topic.  

4.3  Research process 

The research process refers to the step-by-step procedures taken to successfully conduct the 

research. Figure 11 illustrates the steps taken in this research. 
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Figure 11. Steps in the research process 

As a first step, a literature search was conducted to gather and synthesise the existing knowledge 

to identify the research gap and the related constructs. The search was conducted through VU 

electronic databases. This step is necessary to generate a pool of items for the next step which is 

the research design. Here, a theoretical framework was devised based on the result of the literature 

search. Then a set of research questions and hypotheses was generated. It was subsequently 

decided to conduct a quantitative research design.  

Next is data identification. Data identification is to ensure effective and purposeful data 

collection. According to Ragsdale (2015), a general rule of thumb can be used to determine the 

size of data required. The author’s recommendation is between 10 to 15 x p where p is the count 

of variables. There are 13 variables in this thesis (leadership climate, working environment, 

workgroup climate, non-discrimination values, autonomy, competence, relatedness, AI support,  

job satisfaction, performance, well-being, gender and age), hence following Ragdale’s guidance, 

more than 100 data is required to perform the analysis. Next is to identify if primary or secondary 

data is to be collected. This research utilised secondary data. It was then critically appraised the 

suitability of the secondary data. Following data identification, it is time for task and tool 

identification.  
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There are two considerations. Firstly, the existing data collected is based on Likert scales 

which are widely considered categorical. Secondly, the research is to find relationships between 

variables. Therefore, the task is to perform regression analysis. However, in machine learning 

regression analysis is to be done using continuous data but the data collected for this thesis is 

ordinal or widely known as categorical in nature. Hence, in machine learning, this regression 

analysis is to solve a classification problem. Classification is applicable if data is in the categorical 

or discrete group such as gender, marital status, questions with yes or no answer and ordinal data. 

Finding a function that best models the data and involves the prediction of discrete values can 

solve the classification problem.  

There are many techniques and tools available that can be applied to address the 

classification or regression problem. Some of the techniques are logistics regression, discriminant 

analysis, KNN, SVM and neural networks. There are various tools available to execute these 

techniques such as Jupyter Notebook, Pycharm, Spyder, Google Colab and others. Since the 

dataset is categorical, the next step is to perform data processing such as removing missing data, 

transforming categorical strings data into numeric data and reverse coding to cleanse the data. 

The next step in the process is data modelling once data is prepared.  

Firstly, various individual models were developed and then ensembled. Ensembling is a 

technique to combine different algorithms for predicting tasks to make a more accurate 

classification. Hyperparameter tuning was done to all the individual models and the best was 

selected. The data was also being modelled with the extreme learning machines and deep extreme 

learning machines for evaluation. In the model evaluation and interpretation step, the selected 

ensemble model and the rest of the models trained were then used for prediction with the test 

dataset and the accuracy was checked. The final step is interpreting and reporting the findings. 

4.4 Research method 

There are generally three clusters of research methods, either multi-method, mono-method or 

mixed-method (Saunders, Lewis & Thornhill 2019). A mixed-method is combining both 

qualitative and quantitative methods while a multi-method is the adoption of more than one of the 

methods such as two qualitative methods. For example, interviews and observation in single 

research can be considered multi-method. Mono-method implied either quantitative or qualitative.  

Qualitative research is concerned with a deep understanding of non-numerical data that 

is subjective to interpretation and involves inductive hypothesis-generating while quantitative 

research is concerned with collecting and analysing numerical data to quantify the social 
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phenomena (Tuli 2010) to allow hypothesis testing. The research undertaken helps to determine 

the choice of the appropriate method. The centre of the attention of this thesis is on the 

relationships between motivations and employee learning. The proposed framework has a whole 

set of semantic relations defined in an ontology that can be augmented to compute relatedness 

with the help of the statistical tool. Semantic relations are concerned with the association between 

two concepts while semantic relatedness considers a broader range of relations.  

Employing the quantitative method allows the author to define the research problem in a 

very specific term to achieve high reliability of gathered data due to mass surveying for an 

objective conclusion to remove any judgemental bias (Kealey & Protheroe 1996). However, 

motivation is abstract, exploring employee perception quantitatively and elaborating it 

qualitatively help to extend the nature and impact of current understanding. Both quantitative and 

qualitative approaches have their relative merits that have been debated (Gelo, Braakmann & 

Benetka 2008) and they differ along several important dimensions. In this thesis, a mixed-method 

and a hybrid approach using machine learning and traditional statistical learning will be adopted 

to statistically establish the relationship between EOC and self-determination motivations on 

employee learning as well as the influence of AI to conclude the hypotheses derived from the 

theory to subsequently enhance the theoretical model. 

4.5  Research paradigm 

The research paradigm or philosophy refers to the set of beliefs concerning the reality being 

investigated (Bryman 2016). The choices that were made in the process of this thesis with regards 

to the research nature, approach, and design imperatively pre-determine the ontological and/ or 

epistemological assumptions for a coherent research strategy and methodological validity. The 

research method and methodological considerations help the author to understand the real-world 

and practical resources to conduct the research. Ontology and epistemology are the other two 

elements of research philosophy apart from the research method and methodology (Abdul 

Rehman & Alharthi 2016). Even though research ontology and epistemology are often not 

mentioned in the research, understanding the assumptions based on the theories allows the author 

to appreciate and be able to make a comparison between different areas of research more 

sophisticatedly. The point to be made here is that even though the assumptions beneath the 

research are often not elaborated, epistemological issues and ontological concerns exist and 

implicitly the belief is represented throughout the research, and most evident in the method used 

for the research.  Therefore, a discussion on this is an important one but it must be stressed that 

no one paradigm is better than another. 
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4.5.1  Ontology 

Ontology deals with the understanding of the nature of reality which determines what can be 

discovered about it. The primary question is what is the nature of reality? Should it be perceived 

as objective or subjective? Accordingly, there are generally two ontological streams of either 

objectivism or subjectivism.  

 Subjectivism is the belief in the non-existence of a single reality which means there is 

more than one reality to how the phenomenon should be interpreted. Subjectivism is also referred 

to as constructivism which means that reality can be constructed, and it is dependent on an 

individual’s experience. Subjectivists deal with qualitative data where the reality is symbolically 

constructed with a sense of empathy which could be different from one person’s experience to 

another. Research is focused on seeking to understand why a phenomenon occurs rather than if 

the phenomenon occurs. A subjectivist belief could bring a certain degree of chaos as the reality 

changes to fit the subject of research because there is multiple reality of truth. For example, an 

interview with an employee who has experienced gender discrimination in the organisation would 

reveal that the employee was embroiled in many conflicts due to gender bias. This could result in 

more questions such as how many genders there are and if the reality heard is indeed a reality.  

 As opposed to subjectivism, objectivism is also referred to as positivism as the name 

suggested there is a single reality, and its existence is independent of human consciousness and 

experience. Objectivists deal with quantitative data where authors engage with the world 

objectively through the interpretation of the statistical analysis. For example, the voice of 

customer survey, and consumer survey. These are quantitative surveys driven; a huge amount of 

data is used for statistical analysis to understand how the variables are correlated. The results give 

a snapshot of what the truth is. Objectivism believes that reality is through experience and it is 

measurable objectively. In an organisational context, the reality is governed by organisational 

rules and policies. For example, during recruitment to ensure no candidates are discriminated 

against based on the individual’s age, race, gender, and colour, organisations are governed by the 

equal employment opportunity policy. The intention is to ensure all candidates regardless of the 

individual’s characteristics are given an equal opportunity to be considered for a position. The 

ontological position will influence the decision-making process. Bryman (2016) pointed out the 

association between ontology in formulating the research question and research procedure 

however, it is understood neither objectivism nor subjectivism is better in any way than the other. 

In this thesis, the author has an objectivist view of the nature of reality as such retaining the belief 

that reality is represented in the data collected that can be statistically analysed for a better 

understanding of the thesis topic. 
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research conditions. For example, Limonero et al. (2015) did a study in the Autonomous 

University of Barcelona laboratory to investigate 67 students’ stress and emotional intelligence 

using the Mayer-Salovey-Caruso emotional intelligence test. On the other hand, when research is 

done in a natural setting, it is called a field study. During a field study, the researcher is examining 

and observes various factors in the field. According to Aziz (2017), correlational studies in an 

organisational context is often field study to enable the hypothesis to be tested in the organisation 

set to allow natural events in the organisation to unfold. One of the limitations of performing a 

field study is the issue of environmental distraction that influences on the researcher's evaluation. 

To overcome this limitation, in this thesis, archival research was done using secondary data 

obtained from the 2018 APS census to investigate the correlations among the constructs under 

research and subsequently develop a model to predict employee learning outcomes. As such, the 

initial primary data collection observation and events are independent of this thesis. In another 

word, the natural settings of the earlier study done in the APS organisations do not influence the 

author in any way. 

4.6.2  Target population 

The full set of cases from which the sample is taken is called the population (Saunders, Lewis & 

Thornhill 2019). For this thesis purpose, the author has a specific target of the population; they 

are employees of APS. APS has an elaborate setup of about 100 organisations with employees 

ranging from as small as ten employees to as large as 40000 employees. Although the population 

of interest for this thesis could have been any employees working for any organisation, however, 

several considerations point to the APS as an appropriate choice. Firstly, Australia is sprinting 

into an aging population. The APS organisations are no exception to the phenomenon, to the point 

that seniors accounted for 63% of the 2018 APS workforce (APSC 2018). This is a challenge for 

organisational workforce management, especially in this digital age and needs immediate 

intervention or this group of aging employees will be struggling to cope and eventually left to join 

the unemployment.  

Secondly, the 2018 census data was readily available, and the variables measured can be 

tailored for the current thesis. The census was completed on Friday 8 June 2018 at 5:00 pm AEST. 

The biggest challenge initially revolves around finding ways to repurpose the data and thesis 

questions to fit this thesis. O’Leary (2020) recommended four steps to secondary research 

guidelines to critically appraise the appropriateness of using secondary data. This is tabled and 

adapted in Appendix 2.  
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 Thirdly, the thesis examines relationships between employees' EOC utility perceptions, 

their self-determination, and the influence of AI to evaluate their learning outcomes. There is no 

concern about population selection. However, McDonnell et al. (2020) have criticised restricting 

the research to a single population to be lacking generalisability. Hammersley, Foster and Gomm 

(2000) contested, that the greater the heterogeneity of the population the more complex the 

empirical generalisation. Therefore, it can be argued research focusing on a single population 

provide some control for variation between jobs across various industry. Thus, focusing on a 

single target population gives the much-needed heuristic view of APS organisations.  

Hence, the thesis provides a nuanced, holistic insight and empirically rich information 

about the APS population. Therefore, it is important to stress that the target population is an 

appropriate context for testing the theoretical model rather than questioning if the research is 

generalisable. In any way, Watt and Berg (2002) claimed that generalisation is uncertain and 

impossible in the real world because it is not feasible for the researcher to totally scrutinise the 

whole population but only get a representation of the population which is referred to as the sample 

population. As such, generalisation should be expressed in a continuum rather than absolute. 

Research conducted in natural field settings is often associated with greater generalisability (Aziz 

2017). Even though the thesis is utilising secondary data, the result is not lacking in its validity 

and reliability hence findings are highly relevant and generalisable. After all, generalisation is the 

aim of any quantitative research and in this thesis, analytic generalisation is implicitly embedded 

within theory-driven quantitative research (Polit & Beck 2010) and statistical generalisation can 

be enacted through sampling. According to Aziz (2017), Polit and Beck (2010), the validity of 

the data collection and analysis is a result of strong research design in terms of framing the action 

plan for the research, choosing the appropriate research method, reflecting on the setting, the 

participants, the data including sampling.  

4.6.3  Sample techniques 

Sample refers to a subset of the population  (Bryman 2016). Sampling is an important concept 

regardless of whether the research is qualitative or quantitative, whether it is sampling 

interviewees, newspapers, magazines, or questionnaires. Therefore, it is necessary to define the 

principles used in sampling because it has broader relevance to the purposes of the investigation. 

There are two methods of sampling: non-probability (non-random) and probability (random) 

(Bryman 2016). Non-probability sampling is a subjective consideration of selecting sampling 

units such as based on convenience and personal judgment while probability sampling is where 

every entity of a target population has a non-zero or known probability of being included in the 

sample (Kitchenham & Pfleeger 2002). In this thesis, both probability and non-probability 
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theoretically sensible to do random sampling because it usually consumed more time and 

resources to cover the whole population. This is when a wide range of non-probabilistic 

alternatives are available for consideration. 

 In this thesis, for the literature review, systematic sampling is used together with snowball 

sampling. Systematic sampling is used especially for the comprehensive literature review on the 

EOC topic to capture all the relevant citations. The first article is randomly selected in no 

particular order but reviewed one by one thereafter. This approach is rather time-consuming and 

required a lot of effort. Hence, the snowballing technique was used for the rest of the literature 

review whereby, the first article was identified based on the selected criteria then the potential 

candidate was identified through the initial article and moved on until enough samples are 

obtained. Snowball sampling is extremely useful especially when the researcher is finding 

difficulties in identifying samples of a population (Wilson, J 2014). Similarly, the researcher was 

overwhelmed by the number of citations on learning and self-determination that it would be 

difficult to sample the whole population hence resulting in snowball sampling to allow the author 

to experience conducting the various methods of sampling in the research initiative. 

For hypothesis testing, a secondary analysis of data derived from census-based on a large 

sample from APS organisations was used.  Due to the use of census data, it was assumed that the 

enumeration of the APS population where data is collected concerning all units in single survey 

research. However, as the author has no control of the primary source and to eliminate any 

possible sampling bias, in this thesis a probability sampling was done. According to Bryman 

(2016), probability sampling allows the researcher to make inferences about the sample from 

which it was selected. This thesis uses the simple random sample technique in selecting the 

respondent from APS so that the sampling frame element has a known and equal chance of 

selection. Simple random sampling was used to ensure the population has gender and age 

representative characteristics. The advantage of simple random sampling is having the least bias 

and offering high generalisability of findings (Blas et al. 2020). This is achieved with the 

configuration of the data analysis tool to enable random sampling. The sample size plays a role 

in the extent to which statistical sampling can accurately capture population heterogeneity 

(Hammersley, Foster & Gomm 2000).   

4.6.4  Sample size 

Sample size refers to the count of the unit in the population. A sampling unit is an element that 

has an interesting property. In this research, the sampling unit is the employee and the sample size 

refers to the count of employees. In the study to identify the significant factors attracting 
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university graduates to potential employers in Sri Lanka, Arachchige and Robertson (2011) 

conducted survey research using a sample size of 221 final-year students from various course 

streams. Ronda, Valor and Abril (2018) on the other hand, conducted a systematic and critical 

review of the literature using a sample size of 85 articles to propose a novel employee-centric 

framework for the study of employer brand attractiveness. On a smaller scale, Kusuma and 

Madasu (2015) analysed the top 5 companies from the 'Great Place to Work' in India to compare 

employee engagement practices. As demonstrated, there seems to be no agreement about 

sampling size (Bryman 2016; Hunt, Sparkman & Wilcox 1982). 

According to Bryman (2016), some consideration is needed on the degree of homogeneity 

and heterogeneity of the population to achieve the desired representation of the population. The 

more homogeneous a population, the smaller a sample will be needed. For example, when a study 

is looking at a population of university students or a selected organisation having a certain 

characteristic will require a smaller sample because of the lesser variation in the population. 

Hence, such studies do not need a big sample whereas else studies looking at a bigger scale such 

as a country or state will be needing a bigger sample size due to the level of variation expected in 

the population.    

This research is looking at APS organisations covering employees across Australia, there 

is a certain degree of homogeneity. However, big sample size is needed because it is looking at a 

country level and it is a requirement for statistical analysis to minimise any possible sampling 

error. Often, Type I and Type II errors are unavoidable in hypothesis testing, and the probability 

of error occurrences in any way should be minimised. The rejection of the true null hypothesis 

and failure to reject a true false null hypothesis is classified as Type I and Type II errors 

respectively. The formula can help to quickly determine the sample size required (Yamane 1973). 

 
𝑛 =  

𝑁

(1 + 𝑁𝑒2)
 

(1) 

where n is the sample size; N is the target population, and e is the percentage of error. 

 
𝑛 =  

103137

(1 + 103137(0.052)
 

(2) 

 𝑛 =  398 (3) 
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As there are no definitive recommendations on the sample size to obtain a reliable result, a general 

rule of thumb was used in this research. Sideridis et al. (2014) suggested that 50-70 samples as 

sufficient for a model involving a few variables. Where else more complex models such as 

mediational models require even larger sample sizes. For mediational analyses, Miočević et al. 

(2018) suggested that sample sizes of around 500 are optimally required. Looking at some similar 

past studies at the country level, done in northern Greece, Zahariadis, Tsorbatzoudis and 

Alexandris (2006) had 343 responses from young athletes while a recent study in China has used 

a sample of 125 employees to understand how the perception of organisational commitment to 

learning and attitudinal motivation could enrich employee absorptive capability (Tian & Soo 

2018). Based on the APS 2018 census, the final sample size is 93,199 following the removal of 

non-respondents is deemed to be statistically reasonable. 

4.7  Research design 

The research design refers to the plan to facilitate the collection of data to be analysed (Pandey & 

Pandey 2015). Vaus (2001) described research design as the overall strategy of integrating the 

different research components logically and coherently. Thus, the problem and research design 

are interrelated (Sarstedt & Mooi 2019). The research question is the driver of the selection of the 

research design to effectively address the research problem. Therefore, in this thesis, a correlation 

research design is adopted. It is a type of non-experimental research where at least two variables 

are measured to assess the correlations between them. This thesis will also encompass a causal 

intent when addressing the hypothesis that motivation will predict employee learning outcomes. 

According to Zikmund (2003), causal research is conducted to identify cause-and-effect 

relationships between variables when the research problem has already been narrowly defined. 

Following the formulation of the research problem and framing of the hypothesis, a plan is needed 

to allow optimum effort in data collection, time spent in the process, and expenditure required in 

conducting the research. Considering the hypothesis, the association between EOC utility 

perceptions and self-determination with employee learning outcomes will be established within 

the research timeframe.  

According to Saunders, Lewis and Thornhill (2019), the research could either be a cross-

sectional or longitudinal study. A cross-sectional study is relevant for this thesis because it is 

carried out at one point in time for a short period with the outcome of interest for a given 

population, which is the employees in the workplace. Besides, the purpose of the thesis is 

descriptive in the form of a survey and there are hypothesises to be tested to investigate 

associations between motivations and employee learning. The advantage of this cross-sectional 
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research selection is that it is relatively inexpensive and takes up little time to be conducted 

compared to longitudinal research (Levin 2006). 

Data comes in many forms; structured and unstructured. Structured data as the name 

implies refers to orderly data that can be retrieved from a fixed field within a database or files 

while unstructured data refers to myriad formats without any predefined schema that allows easy 

extraction for processing such as voice, images, video, and others. Big organisations like Google, 

Facebook, and Amazon have an abundance of data to harvest the analytics going far beyond our 

imagination. For example, offering customer products bundled in an attractive value deal that is 

irresistible to the customer such as when a customer purchases a car wash shampoo from Amazon, 

it also recommends the microfibre cloth and the rain repellent solution as a bundle. Another 

example is when you search for flight tickets on Google, it quickly learned your desire to travel 

and starts sending you flight and hotel promotions details including travel insurance.   

With IR 4.0, we are looking at big data that is famously known as 3Vs: volume, variety, 

and velocity which consist of both structured and unstructured data that makes the analytic 

extremely challenging. Every day, millions of people are using social media such as Twitter, 

Instagram and Facebook. You can imagine the amount of data available for processing. Not only 

pictures but also voice messages and videos among others. Unfortunately, small firms suffer 

because they do not have the resources to acquire the needed data thus, hindering the ability to 

generate any deep understanding of insights that are important for business success. 

One option for these small organisations is to spend a big amount on acquiring the data 

however, risks sustainability as we live in a dynamic economy. The interest and needs of 

individuals are constantly changing. Even if these small organisations can get the initial budget 

to bypass the data collection hurdle, it will be difficult to fund the ongoing need for data to run an 

AI program because data are constantly needed to train and test the model for program 

maintenance and optimisation. An interesting alternative would be to generate synthetic data with 

the machine learning algorithm. This technique is not new but still in its budding phase. Not only 

the small organisations can reap the benefits of artificial data, but giant organisations such as 

Google is also an adopter. Waymo, the Google self-driving car is an AI project that has completed 

over 3 million miles of driving in simulation utilising synthetic data before going to market 

(Fingas 2018). Therefore, the initial first step is to find the data.  

Various techniques are available such as experiments, case studies, archival data, and 

surveys. Survey research is widely used in the positivism paradigm where the primary data will 

be obtained with a questionnaire that can consist of both open-ended and close-ended questions 
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to provide both quantitative and qualitative information. Saunders, Lewis and Thornhill (2019) 

defined a questionnaire as a general term to include all techniques of data collection in which each 

person is asked to answer the same set of questions in a predetermined order. An online 

questionnaire has become a common data collection technique in the era of technological 

advancement.  

With broader internet connectivity and device accessibility as well as more computer 

literate respondents, the choice of online questionnaires is widely used and is highly suitable for 

this thesis. This is because firstly, respondents are working adults who will have access to the 

internet and devices. Secondly, the research would be cost-effective because there are many free 

and open-source online questionnaire software that can be used to support the data collection. 

Thirdly, the research will benefit from anonymous immediate responses.  Studies show that the 

online questionnaire response rate improved on average by 4.2 days compared to postal 

questionnaires (Granello & Wheaton 2004; Sheehan 2001). Finally, the collected data can be 

directly loaded into the data analysis software which saves time and resources needed for the data 

entry process.  

 Survey research via online questionnaires could be an ideal option however, it can be 

extremely time-consuming to research because the target population is working adults. No doubt 

they have technical literacy to support the data collection process, but this group of people can be 

difficult to approach with ethical considerations. Given that large amounts of quantitative data are 

required, this drawback has led to archival research being preferred compared to survey research.  

Archival research is a data collection technique involving a broad range of activities 

investigating documents and textual materials that already existed (Ventresca & Mohr 2017). This 

could be referred to as historical information but may not necessarily be a relatively distant past. 

For example, census reports, annual reports, newsletters, and other documents of recent years are 

often used as a good source of data. Whilst online questionnaire is focused on primary data, 

archival research is mainly reliant on secondary data. Generally, the data is collected for other 

purposes not necessarily related to the current thesis topic under investigation. As such, utilising 

archival reports has its challenges.  

The criticism is around no control of the data collection process. However, it can be 

argued there is no such concern in this thesis because the APS commission and agencies use the 

results of the original survey to inform planning and initiatives. Therefore, it has been assumed 

that the census data is of high validity and reliability. That is capturing the 2018 APS employees' 

experience and insights working in APS organisations at that specific period. Besides, having the 
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needed industry statistical expertise overseeing the whole data collection process including the 

ethical considerations. Additionally, the census data used in this thesis has gone through the hassle 

of data collection and was successfully published. Therefore, again saves resources and time both 

for collection and the preliminary basic data organisation and preparation for analysis.  

More importantly, the challenge of ethical consideration in getting employees’ consent 

to participate in the survey research is no longer a major concern in archival research. This is 

because there is no direct contact with the research participants and any emotion and biasness are 

eliminated. At the same time, covering a wider geographic area and reaches more people 

effectively where it would not possibly have reached otherwise yet discovering patterns and 

relationships that the original research would have not investigated. Therefore, archival research 

compensates for the shortfall of online survey research. 

Additionally, in the current booming technological information age, the author can 

innovatively leverage the availability of archival data. Even though the original intention of the 

data collected is not purposefully designed for this thesis, the data existed and remained relevant 

and hence could be repurposed for this thesis. This approach is not new but rare especially for a 

contemporary research topic because often it is difficult to look for the required materials. The 

archive has been regarded as a treasure trove of materials (Desmarais 2017) hence, it could be 

time-consuming to locate the right dataset. However, with technological advancement, we are 

benefiting from the availability of a vast variety of data through the Internet hence, it is becoming 

easier to search through the repository effectively and it is a less daunting task. 

It is timely and not surprising that scholars and practitioners are slowly turning to archival 

research these days and should be highly recommended due to the explosion of big data 

availability. Archival research is often used in the study of ethnography which enables the 

longitudinal element of the study to be investigated. Baiyere, Salmela and Tapanainen (2020) 

conducted a recent study conducted using archival data covering the period from 1986 to 2019 

for an ethnographic case study. The research unpacking their dynamics in the context of digital 

transformation contributed to the rethinking of the dominant business process management logic. 

Therefore, when making the selection of data collection techniques, the use of archival data stood 

out among the rest.  

Sometimes, secondary data obtained is lacking the features needed to perform analysis. 

According to Mueller and Massaron (2021), when the right information is unavailable, feature 

creation is needed. For instance, the modelling of the price of a property. Usually the bigger the 

property, it tends to be costlier. However, should the size of the property information be 
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unavailable, but the latitude and longitude of the property are available, the size of the house could 

be calculated. Fortunately, suitable secondary data is available for this research to enable analysis 

hence, there is no need to generate synthetic data. However, the art of humanising is needed to 

determine the suitability of the data and the need for data reengineering. Piscopo, Siebes and 

Hardman (2017) used secondary government data to predict a sense of community and 

participation. Talukder and Ahammed (2020) on the other hand, used secondary Bangladesh 

Demographic and Health Survey data to predict the malnutrition status among under-five children 

in Bangladesh. Therefore, in this thesis, the APS data is used for data analysis. Regardless of 

whether primary or secondary data is used, the golden rule is to use the data collected responsibly, 

thoughtfully, and critically. The relationships between the constructs to be investigated in the 

thesis can then be examined using various statistical techniques.  

4.8 APS data 

Data source for this thesis is the APS census (APSC 2018). It is important for researchers to be 

familiar with the variables used in this thesis. Appendix 30 presents the tabulated list of variables 

and the mapping to the selection of APS data. 

4.9  Data analysis techniques 

Various techniques can be used for both data collection and analysis. For this thesis, the secondary 

data was obtained from the 2018 APS census (APSC 2018) using a questionnaire to collect 

information from APS employees. Saunders, Lewis and Thornhill (2019) defined a questionnaire 

as a general term to include all techniques of data collection in which each person is asked to 

answer the same set of questions in a predetermined order. Even though, the original data 

collected consisted of both open-ended and close-ended questions when it was repurposed only 

the close-ended questions were selected and analysed using PyCharm 193.5662.61 built with an 

Anaconda environment. PyCharm is an Integrated Development Environment (IDE) (Gonzalez 

2020). Essentially, programmers use IDE to effectively write, compile and execute programming 

codes including debugging. Apart from PyCharm, Spyder is the other most competitive IDE that 

can be used. Ideally, any IDE that the researcher is comfortable with should be chosen. For this 

thesis, the PyCharm was selected because it offers comprehensive smart assistance such as code 

completion, error detection while coding and recommending quick fixes. There are generally two 

versions of PyCharm that can be installed: either community or professional. The professional 

version has full-fledged of PyCharm features while the community version excludes the 

connectivity to Jupyter notebook, SQL, and web development support as well as support for 
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interactive scientific analysis of data. The community version was used in this thesis because it is 

a free version that has all the needed functionality sufficient for the scope of this thesis.  

PyCharm supports many programming languages such as R, Javascript, HTML, Python, 

and others. Python was selected for coding the program because it is an incredibly dynamic and 

versatile object-oriented programming language that is often used for the development analysis 

of machine learning models (Gonzalez 2020).  It is a trending open-source programming language 

which means it is free and widely used among researchers and data scientists. It has an extensive 

availability of data science package libraries including libraries to support deep learning and has 

been widely used in many practical applications such as Google, YouTube, and others. Some 

leading-edge deep learning frameworks are being explicitly developed targeting Python 

(Amaratunga 2021). Python is easily extensible. In other words, it is easily integrated into website 

applications, games development, database management, IoT and others. Therefore, considering 

the flexibility and maturity of Python, it was chosen to investigate the statistical relationships 

among the dependent and independent variables in this thesis as well as make predictions.  

4.9.1  Preliminary analysis 

As a preliminary step before any data analysis, the initial first step is to select all the variables of 

interest in this thesis based on the available census data because the original data was not collected 

for the intention of this thesis. Data coding is done in parallel by assigning numbers to the 

available dataset (see Appendix 3). Converting questionnaire data into meaningful categories 

helps to facilitate data analysis (Williams 2003). Once data are coded into PyCharm and cleaned, 

descriptive statistics are used to provide an overview of the basic features of the data in a study 

(Boslaugh 2012). Descriptive statistics are important to allow the examination of whether certain 

subgroups were over or under-represented in the sample based on those invited to participate. It 

is useful in data cleaning. An analysis of the differences between gender and age will be included 

and presented with graphs including the test of reliability and validity of measurement (e.g. 

skewness and kurtosis). Following the descriptive analysis, inferential analysis is done to answer 

cause-and-effect questions and make predictions (Texas 1995). It is used to generalise the author’s 

findings to a broader population group. The inferential analysis consists of a test of association 

and a test of relationship which provides more detailed information than descriptive statistics and 

yields insight into relationships between variables. These are done using machine learning (ML), 

deep learning (DL), extreme learning machines (ELM) and deep extreme learning machines 

(DELM).  
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4.9.2  Feature selection and factor analysis 

Feature selection as the name implies is the selection of features relevant to the output variable. 

The objectives are data reduction and determining the underlying data structure between the 

variables (Wheelwright et al. 2020). The data selected for data modelling has a direct influence 

on the model performance. When an inaccurate data feature is selected, the model generated could 

be negatively impacted by overfitting issues, inaccuracy, slowness and undesirable statistical 

error. The objective of factor analysis is data reduction. That is reducing the dimensionality of the 

variables to a few manageable ones. Figure 14 illustrates the steps taken to perform factor analysis 

in this thesis.   

Figure 14. Steps involved in factor analysis in this thesis 

Factor analysis is generally classified as exploratory or confirmatory. Exploratory Factor 

Analysis (EFA) is mainly used to find the underlying influences on a set of observed variables. 

In another word, it is to create hypotheses. Confirmatory Factor Analysis (CFA) is to confirm the 

hypothesised structure. In this thesis, the correlation heatmap was created first and features were 

further accessed for suitability with EFA and then CFA.  

The Principal Component Analysis (PCA) was used in this thesis to aggregate the given 

variables into factors. The PCA class in the scikit-learn Python library was invoked to perform 

the data reduction. Yong and Pearce (2013) recommended that the sample size should be about 

300. Ewing and Park (2020) suggested that PCA with a smaller small size could be carried out 

however, the larger it is the sample size the more stable the estimated result. Therefore, to evaluate 

if PCA is appropriate for the data two tests were conducted: Kaiser-Meyer-Olkin (KMO) and 

Bartlett's test of sphericity. KMO test is used to indicate the proportion of variance in the features 

that might be caused by the underlying factor. A KMO test result is in the range of 0 to 1, any 

value that is more than 0.05 indicates the adequacy of sampling. Hsu, Lin and Jhang (2020) 

suggested a value of more than 0.06 as necessary for good factor analysis. Bartlett test on the 
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other hand required a value of lesser than 0.05. A small value suggests that there are correlations 

between the features and the identity matrix is not visible thus appropriate for factor analysis.  

Many criteria have been suggested to determine the number of factors to be extracted. 

Xia (2021) asserted that despite the various methods, there is no one method outperforms the 

others. As such, in this thesis, the criteria for the count of factors to be extracted were based on 

eigenvalue, scree plots, percentage of variance, the significance of factor loading, and assessment 

of the structure. Firstly the Kaiser-Guttman rule was applied (Kaiser 1970) to determine the 

factors to be retained.  According to the rule, the principal component factors with an eigenvalue 

of more than 1 are to be retained. The rationale is that since the sum of eigenvalue is p, then an 

eigenvalue of greater than 1 represents the greater importance of the components compared with 

the other components. Only the factors with eigenvalues ≥1 and with scree plots that supported 

these factors were considered significant for this thesis while the rest of them are considered 

insignificant and were disregarded.  

After which, the scree plot is used to plot the selected features based on the eigenvalue to 

determine the correct count of features for further analysis. A scree plot is a visual representation 

of all the eigenvalues in descending order plotted into a graph. Cattell (1966) suggested that the 

factors before the slope should be retained while factors after the slope could be removed. It is 

rather arbitrary in determining the correct number of factors to be retained. The general rule is 

that if the slope begins at the f  th factor, then f is the appropriate number of factors to be retained. 

The next step in factor analysis is deciding on the factor loading cut-off and rotation 

method. The rules of thumb can be used when deciding on the factor loading cutoff which 

generally ranges between 0.3 to 0.55 to be considered a strong coefficient (Swisher, Beckstead & 

Bebeau 2004). For a sample size of 300, a factor loading of at least 0.3 is required to be considered 

significant (Tabachnick, Fidell & Ullman 2019). Ahad et al. (2021) used a factor loading cut-off 

of 0.50 on a sample size of 263. Similarly, Rezapouraghdam, Akhshik and Ramkissoon (2021) 

have used a 0.50-factor loading cut-off on a bigger sample. Christensen-Salem et al. (2020) used 

a factor loading cut-off of 0.40 on a sample size of 795 employees. Howard (2016) recommends 

retaining factors above 0.40. The 0.40-factor loading cut-off is considered ideal irrespective of 

sample size as observed in various studies similarly being used as a reference for the present 

thesis. 

The rotation method is used along with PCA. The rationale for factor rotation is to 

transform the initial solution of unrotated factor analysis into an interpretable mapping between 

variables and factors. That is to make it clear, which variable belongs to which factor. The 
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Varimax rotation method was employed for the present thesis because it is a common method 

(Howard 2016) for creating the new factor called the varimax factor.  Varimax focuses on 

maximising the spread in loadings to minimise the variables on each factor. When the loading is 

high after extraction becomes higher and low loading becomes lower after rotation.  Therefore, a 

distinctive correlation can be identified for ease of interpretation.  

4.10 Machine learning 

This thesis further investigates the predictive validity of the model with ML techniques. The first 

ML program was developed during the 1950s. Samuel in 1959 (Fermor 2018) coined and defined 

the term as a field of study that can create AI programs that give the computer liability without 

explicitly programming. ML is a subset of AI using a computer program to perform a given task 

that mimics human intelligence of planning, reasoning, and solving among other human 

behaviours known as AI. The algorithm used in the AI-powered program to accomplish a task or 

solve a problem is known as ML. ML can learn and be trained to find the underlying pattern of a 

complex dataset to solve a given task or problem which otherwise would be difficult to be 

discovered with classical rule-based programming algorithms relying mostly on conditional 

statements. ML is an exciting concept that not only has the ability of any traditional computer 

program to perform data analysis but also can process an immense amount of data for predictive 

analysis. The discovery of patterns and relationships of the data could then be modelled with 

supervised, unsupervised, semi-supervised and reinforcement learning to predict outcomes.  

4.10.1  Reinforcement learning 

Reinforcement learning is when an agent is introduced to explore the environment and 

subsequently feedback either to reward or punish the agent. The overall objective of the agent is 

to cumulatively maximise the reward outcomes to propose the best fit model to achieve an 

optimised prediction. It is widely used in robotics to trace paths or to automate the robot as well 

as in gaming to decide the player’s next move based on the conditions selected. 

4.10.2  Semi-supervised learning 

Semi-supervised learning as the name suggested is a hybrid learning combining both supervised 

and unsupervised learning. It is highly used in simple data, documents, handwriting classification 

and the like where there are both labelled and unlabeled data available to support building the 

model.  
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4.10.3  Supervised learning 

Supervised learning, on the other hand, relies on the mapping of information; input variable (x) 

and output variable (y) using a learning algorithm on a training dataset. The input and the desired 

output are specified so that when a new input dataset is available, the output is predictable based 

on what the machine has been trained to learn (Johnston, B & Mathur 2019).  For example, the 

pictures that were captured with the mobile phone can be easily and quickly sorted into various 

folders such as places, food and person automatically. The input data in this example is the picture. 

They are then manually labelled as food, place and person name as the output information.  Next, 

the picture-sorting algorithm will take the pictures to be trained to return the right label which has 

already been programmed to be correct. This is the same algorithm that Facebook is using for 

friend tagging. Initially, when it started, each friend was manually tagged, over the years the 

supervised learning algorithm has already learned to identify a person automatically hence friend 

tagging on Facebook is a seamless feature without any manual effort. 

 There are many supervised learning algorithms, and their usages are dependent on the 

problem needed to be resolved. These problems are generally categorised as classification and 

regression. As both the names of the groups implied when dealing with a regression problem, 

output data is not discrete such as price, temperature, and height, the regression is a more 

appropriate technique in treating the problem. The classification problem expects the output 

variable with categorical data such as the colour group: red, blue, green, and yellow. K-nearest 

neighbours (KNN) and support vector machines (SVM) are two examples of single classifier 

methods that can be used to resolve the classification problem. Both KNN and SVM will be used 

as the base classifier for comparative analysis.  

4.10.4  Individual learning 

Individual learning as the name implies is to use a single classifier that best models the sample 

data to predict future occurrences with the least error. Figure 15 shows the overview of the single 

classifier structure. The goal of the classification is to use several of the independent variables to 

predict employee learning outcomes. Many classifiers can be used each with its strengths and 

weaknesses. Two selected classifiers; KNN and SVM are discussed below. 

Figure 15. Structure of a single classifier 
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4.10.4.1 K-Nearest Neighbours 

K-nearest neighbours (KNN) is a classic and popular algorithm of nonparametric statistics. It is 

widely used to solve both classification and regression predictive problems and will be used in 

this thesis as a based classifier because it is simple and reliable (Li, S, Harner & Adjeroh 2011). 

The basic idea of the algorithm is to look in the training dataset with a minimum distance to the 

object to be recognised. The assumption is the sample’s class with the closest proximity to the 

selected data point is taken as the recognition result. The distance between two points (a,b) and 

(x,y) can be calculated with the formula:   

 𝐷 = √(𝑎 −  𝑥) 2 + (𝑏 −  𝑦) 2 (4) 

Similarly, the same can be extended to calculate multiple points. For a three-dimensional space, 

the formula can be further extended and is denoted as: 

 𝐷 = √(𝑎 −  𝑥) 2 + (𝑏 −  𝑦) 2  +  (𝑐 −  𝑧) 2 (5) 

Based on the feature similarity, through a voting mechanism, the algorithm makes a prediction. 

Therefore, in KNN, it has been noted that selecting the right value of k is important for better 

accuracy. The general rule of √𝑛 was used to avoid biases in the k value selection. As such, before 

the calculation of the k factor, the full dataset of 93199 is split into test (10%) and train data 

(90%). The model will fit in the training data to predict the test data. The Pareto rule (80/20) can 

be used. However, in this thesis, the 90/10 rule was used to avoid overfitting and underfitting 

issues that affect the predictability of the model. Both the 80/20 and 90/10 rules were tested for 

comparability and the 90/10 rule produced a slightly higher accuracy hence it was selected to be 

ideal. Therefore, the k value was calculated based on the 10% test dataset resulting in an output 

of 96. 

 𝑛 =  √9319 (6) 

 𝑛 =  96 (7) 

However, as it is an even number, optimally the leave one out method was chosen, and the k value 

was taken as 95 as the initial value. 
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4.10.4.2 Support vector machine 

Like the KNN, the support vector machine (SVM) algorithm is used to solve both classification 

and regression predictive problems. It is based on the statistical learning theory which has 

received attention in establishing models for solving real-world problems. Researchers have 

acknowledged the difficulties of obtaining the dimension of research that is mostly constrained 

due to the large sample requirements and the assumptions taken. SVM is extremely powerful in 

solving tractable datasets especially when there is a lack of knowledge of the underlying problem 

and overcoming the difficulties in data analysis. SVM has very strong theoretical standing and 

empirical results (Sha’abani et al. 2020); prides itself on performing better than logistic 

regression, decision trees, and KNN. The logic is relatively simple, the goal is to find an optimal 

hyperplane in a two-dimensional space or a multidimensional space to classify the sample.  

A hyperplane is a line linearly separating the feature space with each class laying on each 

side of the line (plane). Therefore, it indicates there are positive and negative classes. Let 𝐻, be 

the hyperplane, if 𝐻0 is the optimal hyperplane, there are two other hyperplanes 𝐻1 and 𝐻2 with 

𝐻0 having an equidistant from 𝐻1 and 𝐻2. The equation to obtain a line is denoted as: 

 𝑦 =  𝑤𝑥 +  𝑏 (8) 

where 𝑤 is the slope and 𝑏 is the y-intercept and 𝑥 𝑖𝑠 𝑡ℎ𝑒 𝑠𝑒𝑡 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠. In SVM, the equation 

(5) is represented as: 

 𝑤𝑇x = 0 (9) 

that is equivalent to 

 𝑦 −  𝑤𝑥 −  𝑏 =  0 (10) 

Therefore, 

 𝑤𝑇x = 𝑦 −  𝑤𝑥 −  𝑏 (11) 

It is expected that changing the value of 𝑤 and 𝑏 can model an infinity possibility of lines. 

Therefore, an algorithm such as SVM is used to find the value of 𝑤 and 𝑏 that best produces 𝑦 

with the minimum error. SVM is the frontier that best segregates the classes. The findings of data 
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points that defined the hyperplane with the maximum margin that minimises the prediction error 

are the support vector. It implies that only the support vectors are important whereas other data 

points are ignorable.  

 

4.10.5  Ensemble learning 

The KNN and SVM algorithms described above are some examples of how individual machine 

learning models are developed.  Each of the algorithms has its strengths and weaknesses. Cross-

validation and hyperparameter tuning are required to evaluate the individual model performance 

and find the best set of hyperparameters that produces the best performance model. Apart from 

the combination of cross-validation and hyperparameter tuning, in this thesis, multiple algorithms 

will be ensembled to improve model performance. EL can be achieved with various techniques 

such as bagging (Guo, Boukir & Aussem 2020), boosting (Hastie, Tibshirani & Friedman 2009; 

Sigrist 2021), and stacking (Pavlyshenko, B 2018), and other methods. It has been understood 

that the way EL happened is the same as individual learning, however, with an additional voting 

feature before a final prediction is made. Figure 16 depicts the ensemble learning structure. 

Figure 16. Ensemble learning structure 

The motivation to use the ensemble ML technique came from recent various multi-disciplinaries 

empirical studies that find improved classification performance (Pavlyshenko, B 2018; Qutub et 

al. 2021; Xu, R et al. 2021). Despite its successful applications in various fields, ensemble ML 

methods are a less applied methodology in the management and especially employee learning 

domain. Hence, it is being investigated in this thesis in the quest to develop a more reliable, robust 

and generalised predictive model with higher computational speed and accuracy performance. 
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4.10.6  Unsupervised learning 

Unsupervised learning takes no output data to train but only relies on input data to learn the 

patterns and relationships in the dataset. In unsupervised learning, algorithms are left to discover 

knowledge on their own. Hence, it can deal with a more complex real-life dataset where the data 

are not labelled. However, since the output data are not labelled and trained therefore 

unsupervised learning is less accurate than supervised learning and takes a longer time to process. 

Taking the Facebook tagging example, the algorithm can put the pictures into various groupings 

such as happy celebrations, birthdays and others without needing any predefined labelling. This 

can be achieved with two popular unsupervised learning techniques: clustering and association.  

Clustering as the name suggested puts the given dataset into various groups. Amazon uses 

clustering algorithms to give a user-specific recommendation. The clustering model divides the 

customer into various segments and groups them into clusters based on vectoring or voting to 

describe the strength of their relationship from one cluster to another (Linden, Smith & York 

2003; Ungar & Foster 1998). The algorithm will then either merge or split the cluster further to 

propose recommendations. Some of the cluster algorithms are K-means and expectation 

maximisation. 

Association, on the other hand, refers to finding the relationships between the dataset 

(Ahmad et al. 2018). For example, an interesting relationship between purchases can be revealed 

through analysing supermarket transactions. If customers are consistently purchasing chips and 

soft drinks together then the store layout can be adjusted to relocate the associated products 

together. Similarly, to promote cross-selling and marketing based on statistics. Unlike clustering 

where similar products are grouped, in an association, the Apriori algorithm is used to define the 

rules to be considered when deciding on the associations. This includes identifying the fraction 

of transactions containing the item, probability of occurrence and ratio of confidence to propose 

the relationships between variables. 

Even though unsupervised learning helps to discover unknown data patterns, the biggest 

disadvantage is that precise information and accuracy of the information are doubtable because it 

is left for self-learning without supervision. As such, the method taken to calculate the output is 

unclear and the time taken fluctuates considerably given a different set of data despite data 

similarities. Nevertheless, there is evidence that unsupervised learning outperformed human 

capabilities such as in terms of speed and solving complex problems (Amaratunga 2021). And it 

has become popular with several remarkable breakthroughs in recent years with deep learning 
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such as image processing, text generation, language translation, generative adversarial networks 

and more (Weidman 2017).  

4.11 Deep learning 

As with ML being a subset of AI, deep learning (DL) is a subset of ML. The representation of the 

relationships between AI, ML and DL is presented in Figure 17 all working with one common 

goal of building intelligent machines. A significant difference between ML and DL is that DL can 

process a lot more features and capabilities to solve more complex problems than ML. DL builds 

upon the features and concepts from simple to complex in a hierarchical architecture as with how 

the biological human brain works. Figure 18 illustrates the hierarchical representation of the deep 

learning structure whereby multiple levels of feature extraction are done in the hidden layer 

without any supervision to make the prediction. Multiple ensemble learning models are not 

considered deep learning. It is when the learning takes place in a hierarchy structure whereby each 

node receives input and is connected to the next layer of nodes by weights forming a network to 

arrive at a final prediction. The passing of information from one node of one layer to another node 

in another layer is known as a feed-forward (Sewak, Karim & Pujari 2018). The feed-forward 

network is the most popular topology (Mirjalili 2019). 

AI: Artificial Intelligence; ML: Machine Learning; DL: Deep Learning 

Figure 17. The relationships between AI, ML and DL 
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Figure 18. Hierarchical deep learning structure 

One of the most distinctive features of deep learning is its scalability. It consumes a big amount 

of data to optimise performance. Unlike, traditional ML algorithms that have upper-bound data 

restrictions that set a limit to the amount of data it can comprehend hence, creating a plateau in 

performance (Amaratunga 2021). Over time, these traditional algorithms would also impact the 

performance of the predictive model because the model has learned the noise in the training 

dataset. Hence, it is a weak helper in the decision support system. Due to such limitations in ML 

algorithms, neural networks (NN) have emerged as an alternative to conventional ML 

(Amaratunga 2021). Convolutional neural networks (CNN) are the prime example of DL but there 

are more such as Boltzmann machines, stacked autoencoders, transformers and others (Mirjalili 

2019). In these NN models, there is generally a two-step approach. Firstly, using an unsupervised 

learning algorithm to train the parameters of each layer subsequently tuning occur using 

supervised learning. With the advancement and significant improvement in the classification-

related NN models over the years, the curse on performance remained (Rehman et al. 2020). 

Under a variety of phenomena, Michie, Spiegelhalter and Taylor (1994), and Liu, R (2018) have 

empirically compared the performance of traditional and NN classifiers. Without a doubt, the 

accuracy is higher compared to traditional classifiers but it is rather time-consuming due to the 

complex structure that requires tuning iteratively causing a bottleneck on the model performance 

as evident in the findings of Li, W, Yin and Chen (2020). Hence, in this thesis, apart from the 

traditional classifiers, extreme learning machines (ELM) will be executed as a comparison. 
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4.12 Extreme learning machines 

The term Extreme Learning Machines (ELM) has surfaced since 2006 (Huang, G-B, Zhu & Siew 

2006) based on Universal Approximation Theorem (Afzal, Nair & Asharaf 2021). Extreme refers 

to moving extremely closer to the biological learning mechanism from the AI mechanism (Huang, 

G-B 2014). It is not replacing ML and DL, but ELM converges the theories to produce a tuning-

free technique to overcome the suboptimal performance issue identified in traditional ML and 

DL.  The basic idea is to use a single hidden layer with randomised nodes to arrive at the final 

prediction. Unlike traditional DL that passes through hierarchical structures, a single hidden layer 

creates an extremely simple network as depicted in  Figure 19. The existing network parameters 

are kept as-is when a new node is added to the network. The optimal value of the newly added 

node that links the newly added node to the output node will be calculated and considered as the 

optimised output.   

Figure 19. Extreme learning machine’s structure 

In this thesis, in addition to the traditional classifiers, the ELM and the DELM algorithm will be 

executed to provide a comparative insight to choose the best-fit model to answer the thesis 

questions.  

4.13 Deep extreme learning machines 

The deep extreme learning machines (DELM) are an evolution of ELM. Multiple ELMs are used 

to create the deep architecture to predict the final output as illustrated in Figure 20. DELM 

provides a promising way of overcoming the drawback of traditional ML and DL as evident in 
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the study of intrusion detection (Li, W, Yin & Chen 2020) and fault diagnosis (Jia, Liu & Cai 

2021). Despite the enthusiasm, DELM is still in its infancy. Therefore, it has been proposed in 

this thesis to extend the theory especially in supporting decision-making in the employee learning 

context. The specific tests and parameters applied for each model using Python are detailed in the 

next chapter. 

Figure 20. Deep extreme learning structure 

4.14 Summary 

An overview of the research process and a discussion on the adopted theoretical paradigm were 

presented in this chapter to provide a philosophical base for conducting this thesis. To achieve the 

thesis objectives and answer the thesis questions, the adoption of archival research using a 

secondary quantitative research design was rationalised providing the basis for testing the 

hypothesis. Further, the technique used to analyse the data have been evaluated to justify the 

soundness and appropriateness of the selection. Issues concerning the generalisation and 

reliability of the research were assumed and discussed.   The method of analysis used in this thesis 

from data screening to predictive modelling will be discussed and applied in the next chapter to 

examine the interrelationships between EOC utility perceptions, self-determination, AI support 

and employee learning outcomes. The discussion with issues relating to data screening, the 

examination of descriptive statistics and demographic characteristics of the chosen sample, and 

the examination of the results using ML, DL, EL and DELM are elaborated in Chapter 5. 
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CHAPTER 5 DATA ANALYSIS AND RESULTS 

In Chapter 4, the methodology adopted for this thesis was discussed and justified. In this chapter, 

the result of the descriptive analysis, and predictive analysis will be presented and discussed.  

Starting with Chapter 5.1 on examining the dataset including data coding moving data screening 

where missing data are treated, and the steps taken to remove any outliers including the 

representations of the samples under descriptive analysis and visualisation of the data structure in 

Chapter 5.2. Chapter 5.3 touches on the ML, DL, ELM and DELM, KDELM analysis including 

training the model to be able to predict the employee learning outcomes. Finally wrapping up the 

chapter with Chapter 5.4 which is the presentation of the chosen model. 

5.1 Data processing 

5.1.1  Transforming the dataset 

The machine learning algorithm works by converting input data into meaningful output. As 

highlighted earlier that data comes in many formats. The original dataset of this thesis has a mix 

of data formats, both categorical and numerical. Categorical data such as gender and age group 

while numerical data is data expressed in digits. When the dataset has both categorical and 

numerical data, these are known as irregular data frames where data manipulation will be needed 

before it can be useful for the computer to generate any meaningful analysis. This is because the 

machine learning algorithm relies on the mathematical calculation to derive a predictive model 

and solution. Hence, ideally, numeric data is used for analysis. Therefore, the transformation of 

the dataset is needed for data cleansing and standardisation of format for ease of model training 

and analysis to allow an erroneous model. This can be easily achieved with the pre-processing 

function in Python of the scikit-learn library. It is a machine learning technique to remove any 

inconsistency. In this thesis, pre-processing was done by converting the responses which are 

recorded in categorical strings data to numerical data points. The label encoder followed by the 

fit_transform function is used to compute the mean, and standard deviation, and auto-scale the 

data to enable data to pass on to the next function for modelling. All 13 variables were transformed 

from strings to numeric data. 

 Reverse coding was then performed; converting positively worded answers with the 

highest scoring while the negatively worded get a lower scoring. Twelve items were reverse 

coded. The five-point and six-point Likert scales were reverse coded to allow consistency between 

the variables. Strongly disagree, disagree, neither agree nor disagree, agree and strongly agree are 



 

87 

 

coded as 1 for strongly disagree and the number runs sequentially with 5 as the highest value on 

a five-point scale indicating a positive response. Similarly, this was repeated for the six-point 

Likert scale. After this, the dataset was re-examined to see if there is any missing data. Missing 

data can occur for many reasons in a real-world scenario, it is not uncommon, and it is not a 

setback. There are many ways to deal with missing data and not anyone way is better than another 

(Tunguz 2019). Therefore, in this thesis, the author chose to treat the missing data by removing 

them because there is sufficient data to train and test the model. When data are limited, it is best 

to replace the missing value with a mean or median value of the feature so that no further leakage 

of the limited dataset could obstruct a meaningful data analysis.  

Variables in machine learning are also known as features. One new variable was created 

as part of feature engineering; an important part of data transformation before starting any 

machine learning processes (Ippolito 2019). Aggregating the existing features which have been 

identified as associated based on the understanding of the theory creates the new feature. After 

the removal of missing data, outliers are to be identified and treated before moving on with data 

analysis and modelling.  

5.1.2  Outlier identification and treatment 

In agreement with Press (2016), generally, 80% of the time is used in managing and preparing the 

data for analysis. This includes the time spent on treating outliers. The observation that lies outside 

the overall pattern is known as an outlier (Moore, McCabe & Craig 2017). It simply means 

observations with distant values that are noticeably different from the rest. It is important to 

identify outliers and treat them accordingly so that the outliers will not distort the statistics. 

According to Kovach and Ke (2016), outliers could impact skew the statistical result and reduce 

the power of the statistical test. Three methods were used to identify the outliers for treatment in 

this thesis as a way to cross-reference and finally chart the demographic profiles.  

5.1.2.1 Interquartile range (IQR) 

An interquartile range (IQR) was calculated first to see the range of data for each of the variables 

and the boxplot is created to visualise the outliers. Each of the variables/features was computed 

with the IQR. IQR is the measurement of dispersion or variability by splitting the data into a 

quartile. The formula to calculate IQR is: 

 IQR = Q3-Q1 (12) 
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where Q1 denotes the first quartile of the dataset that holds 25% of the value below it while Q3 

denotes the third quartile with 25% of the value above and the difference between Q3 and Q1 is 

the IQR (Haldera, Bhattacharya & Sarkar 2019).  

The determination of the outlier is often a subjective debate. A general rule of 1.5 IQR 

(Nair 2019) was adopted in this thesis to provide the range by calculating the lower and upper 

bound. Only when a datapoint falls out of the range is to be considered an outlier. The lower and 

upper range for the autonomy feature is 1.5 and 5.5 respectively with 1.0 IQR which means any 

data points below 1.5 and above 5.5 are considered outliers. The lower and upper range for the 

Learning_outcome variable is the same being 4.0 with 0.0 IQR which means there are no outliers 

identified in the dataset.  

5.1.2.2 Boxplot 

The boxplot is then used to summarise the statistical information more synthetically (Abramowitz 

& Stegun 2014) and also to have the needed visualisation of the structure of the data to determine 

if any points were sitting extreme out from the range.  Figure 21 shows the boxplots for 

Autonomy_new, Leadership_new, Artificial_Intelligence_new, and Learning_outcome_new. 

The boxplot can be called with the seaborn function in Python. Seaborn is a library that is closely 

integrated with pandas to provide statistical visualisation (Waskom 2020). According to the 

author, different questions are best answered by different kinds of visualisations. Figure 21 

boxplot shows that Autonomy_new has a minimum of 3 and a maximum of 5 with 3.8 as the 

mean. The Leadership_new variable has a minimum of 3 and a maximum of 5 with 3.8 as the 

mean. The Artificial_Intelligence_new variable has a minimum of 3 and a maximum of 5 with 

3.75 as the mean. The Learning_outcome_new variable has a minimum of 4.0 and a maximum of 

5.0 with a mean of 4.2. A similar approach was done for the rest of the features used in this thesis.  

It was noted there were no outliers detected in the dataset. Now that the data is cleansed, scaling 

or normality assumptions are to be addressed next. 
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Figure 21. Boxplot of selected features used in this thesis 

5.1.2.3 Scaling 

Before examining the hypotheses and doing data modelling with ML and DL algorithms, the data 

for this thesis needs to be normalised or scaled. This is because the APS employee census dataset 

consists of 5-point and 7-point Likert scale variables that cannot be processed efficiently by the 

ML technique. KNN requires normalised data to calculate the Euclidean distance to find the 

nearest neighbour. SVM algorithm works best on scaled data otherwise the statistical analysis 

would be biased towards certain features in the dataset causing unreliability of the test result. It 

implies that the test would be more valid if the normality assumption is not violated especially in 

the parametric test when the distribution between groups should be balanced. According to Knief 

and Forstmeier (2021), the violation of normalisation is ignorable when the sample size is large. 

Similarly, Ghasemi and Zahediasl (2012) asserted that a small deviation from normality is 

acceptable when the same size is large. Koh and Ahad (2020) empirical study suggested that the 

general rule of the central limit theorem that required 30 samples or more can be violated but the 

more skewed the distribution of sample implies a larger sample size is needed to achieve 

normality. The dataset (n = 93,199) available for this thesis is considered large therefore could 

tolerate normality violation. Nevertheless, normalisation or scaling are performed to avoid any 

statistical errors. After all, real-world data are naturally unstructured and not normally distributed 

(Das & Imon 2016). The MinMaxScaler from the scikit-learn library was invoked on the dataset 

of this thesis to normlise the data. The default configuration of a minimum 0 and a maximum of 

1 were used. Figure 22 presents the histogram of the scaled dataset distribution extracting the first 

1000 datasets. 
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Figure 22. Histogram of scaled dataset distribution 

Many other techniques can be used for normalisation such as bagging, sub-bagging, and 

bragging. Lee, T-H, Ullah and Wang (2020) discussed the theory and applications of these 

techniques. It was noted that the variants of the normalisation method are rooted in the bootstrap 

method. Bootstrapping is used for statistical resampling with multiple smaller datasets by 

repeatedly drawing and replacing the data source to establish a population parameter. It implies 

that the findings can be generalised to the entire population through the testing of several subsets 

of the dataset without needing to explicitly test it on each datapoint in the population. This general 

method is used in many leading ML algorithms and has proven to be efficient and accurate 

(Sukhanov et al. 2015). Similarly used in this present thesis for resampling the dataset for ML 

and DL analysis. According to Johnston, MG and Faulkner (2021), the bootstrap method is 

superior to other non-parametric tests. Even though the non-normality issue is not trivial, in this 

thesis, the multivariate non-normality was evident, as such, for robustness and performance 

improvement of ML and DL algorithms bootstrap was conducted. Zhang, Y and Xu (2021) drew 

9000 bootstrap samples in the study of superconductor doping mechanisms and changes in critical 

temperature. Monjaras‐Gaytan et al. (2021) suggested the use of 200 bootstrap samples in the 

study of critical consciousness.  The Bollen-Stine bootstrap in this thesis was invoked with the 
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Most of the items were measured using 5-point Likert scales except non-discrimination feature 

using 7-point Liker scales, the means could range from one to five and one to seven respectively. 

This means approaching five on a 5-point Likert scale is considered as high similarly means 

approaching seven on a 7-point Likert scale is considered as high while means approaching one 

are considered as low. A mean of three on a 5-point Likert scale can be considered the midpoint 

and four can be considered the midpoint on a 7-point Likert scale. It is important to note that the 

means for all the items for the attitudinal and environmental motivation were higher than the 

midpoint. These appear to indicate that most employees tend to be motivated by learning. It is 

also important to note that when the means for items are less than three would mean otherwise. 

There are no conclusions that can be drawn by observing the mean alone. Furthermore, given that 

comparable means for other industries are not readily available, it must be noted that meaningful 

and conclusive interpretations of the means presented in Table 9 are rather difficult. 

 Comparing the min with the first quartile (25%) and the max with the third quartile (75%) 

can determine the outliers. Since the missing data was handled by removing them from the dataset 

as described earlier, to avoid further leakage of data, the outliers were replaced. As with the 

subjectivity of whether to remove or replace the outliers, it is also rather subjective which value 

to take for replacement. The outliers in this thesis were replaced with the min or max value instead 

of the mean value because the mean calculated is exposed to the risk of distortion from the 

presence of the outliers themselves.  

5.2.2  Demographic profiling 

The demographic profiles of the sample population include gender and age group. Figure 23 

shows the histogram of gender split by age groups investigated in this thesis. 

Figure 23. Histogram of demographic profiles 
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The histogram is an effective graphical technique for showing both the skewness and kurtosis of 

the data set. This is often useful in describing the characteristics of the sample or population that 

is being studied. Referring to Figure 23, the female representation is the most with more than 

20,000 under 40 years old and drops significantly to 7,000 for the age group of 55 years or older. 

The majority of the workforce is between the age of 40 to 54. In this age group, close to 25,000 

are male and 15,000 are female.  

5.2.3  Principal Component Analysis (PCA) 

Before conducting PCA, the data were assessed for suitability as discussed in Chapter 4. The 

correlation heatmap, KMO and Bartlett’s test of sphericity are executed, and the results are 

presented below. 

5.2.3.1 Correlation heatmap 

Correlation is a statistical technique to show the relationship between variables including their 

strength. A correlation can be presented in a matrix table which is called a correlation matrix. It 

is mainly used to summarise the correlation coefficient between variables. The correlation 

coefficient is the result of the correlation, and it ranges from -1 to 1. The closer the correlation 

coefficient to -1 or 1 indicates the variables are closely related. A positive correlation means when 

one variable increases the other increases together while a negative correlation means when one 

variable decreases the other increase. This is also known as an inverse correlation. When there is 

no correlation, the correlation coefficient is 0. In a correlation matrix, the x and y-axis are 

presented with the same variables. When both rows and columns variables perfectly correlate 

with themselves, it is indicated as 1.0. And this is observed from the top left to the bottom right 

diagonally. The matrix is said to be symmetrical, that is when the variables act as a mirror of the 

same output between the upper and below the diagonal line. Therefore, since the matrix is 

symmetrical, it is common to display the upper triangle or the lower triangle of the matrix. 

Regardless, it must be noted that when one variable correlates with another variable it is never 

assumed that it is a causation relationship whereby a change in one variable causes a change in 

another. Besides, it does not explain the total variance of a construct as needed in theory testing. 

Therefore, the interpretation of results and their generalisability should be made with caution. 

 Apart from the correlation matrix, correlations can be visualised with a heatmap. A 

correlation heatmap is an interesting visualisation method that can provide detailed insights like 

the correlation matrix. It provides a high information density where all the information from the 

original data is presented in a gradient to show the relationships that exist between the variables. 
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5.2.3.3 Features extraction 

The KMO statistics of more than 0.60 confirms the adequacy of sampling and the Bartlett test of 

0.0 indicates the appropriateness of the factor model. The next step in PCA is to select the features 

with Varimax rotation along with eigenvalues and scree plots to determine the number of factors 

to be retained. An eigenvalue of >1 is required to be retained as a factor to proceed with further 

ML and DL analysis. Figure 25 depicted the scree plot of eigenvalues for perceived EOC utility 

and Self-DeterMination (SDM). The scree plot shows a steep slope at the 2nd factor and a gradual 

shrinking appears to start at factor 3 and then tail off. The result from the scree plot suggested that 

2 factors with eigenvalues of 2.8 and 1.0 are to be retained while others can be eliminated. These 

2 factors described the variance of about 3.8 variables.  

 

Figure 25. Scree plot of initial factor solution for EOC utility and SDM 

A factor loading cutoff of equal to or greater than 0.50 (Rezapouraghdam, Akhshik & 

Ramkissoon 2021) was used when determining the practical significance of the variable to be 

included in the 2 factors identified (see Appendix 4). For instance, the first factor (PCA1) contains 

variable autonomy, relatedness, and competency with loadings of 0.65, 0.80, and 0.49 

respectively while the second factor (PCA2) contains workgroup climate, leadership, working 

environment and non-discrimination variables with the loading of 0.62, 0.45, 0.40 and 0.43. The 

alphas are evaluated at 0.72, and 0.59 which indicates that they are useful and coherent. An alpha 

coefficient of a minimum of 0.50 is needed for accepting the reliability and internal consistency of 

a factor (Hair et al. 2019). These new factors are then concatenated with the rest of the data frame 
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to create four factors (EOC, SDM, AI and LO) new data frame for subsequent analysis and 

prediction with ML and DL algorithms.  

5.2.4  Predictive modelling using individual machine learning  

The detailed process applied to employee learning outcomes prediction using KNN and SVM is 

described here. 

5.2.4.1 K-nearest neighbour 

The objective of KNN is to locate the nearest neighbour of the feature space to predict the target 

label of the input data. To do this, firstly, python libraries such as NumPy, pandas, sklearn, 

matplotlib and time are imported.  After the needed packages are imported, the new data frame 

created because of PCA was loaded using the read_csv command. Next, identify and place the 

selected input and output data into arrays. Then, the datasets were partitioned into train and test 

datasets. Here the Pareto rule of 80/20 split was initially used. The training dataset is used for 

training hence was assigned the bigger portion while the test dataset was used for testing and a 

smaller portion was allocated. Then both the train and test datasets were scaled and fitted before 

applying the KNN classifier. The value of k was initially set to 5. The predictive model accuracy 

was 79%. The model was tested again with an adjusted train and test split using the 90/10 rule. 

The model produced a higher accuracy of 80% hence the data partitioning was set as a 90/10 rule. 

The reason this is happening is that a bigger training dataset is used to train the model. The more 

complex the problem is, the more data is needed to train the model so that the model will be able 

to learn the good patterns in the data. Therefore, apart from dataset partitioning, it is important to 

cleanse the data so that the model will not learn bad data patterns. Figure 26 depicts the steps 

taken in executing the KNN algorithm. Hyperparameter tuning was done on the k value. Different 

values of k were used to test the performance of the proposed model.  
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Figure 26. KNN execution flowchart 

 

The performance was valuated using the accuracy scores generated and plotted into the graph as 

presented in Figure 27. 
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Figure 28. Scatter plot of the APS dataset used in this thesis 

In this thesis, the initialisation of the parameters is performed by applying the grid search 

technique to find the optimum combination of the hyperparameters to be applied in the predictive 

model. The motivation for using this technique among others such as the randomised grid search 

(Kulkarni et al. 2017) came from Paper (2020). In agreement with Fu, Nair and Menzies (2016), 

the choice of the optimisation algorithm is based on the problem to be solved on hand. Various 

studies suggested that a randomised grid search could be more effective taking lesser time to 

compute compared to the grid search (Roodposhti, Hewitt & Bryan 2020; Sowmya et al. 2021; 

Yang et al. 2014), the dependency is on the search space dimensionality. The result of using a 

more advanced or randomised grid search technique on a low-dimensional search space could be 

as effective as the exhaustive grid search technique (Fu, Nair & Menzies 2016). Another 

consideration is the number of hyperparameters for optimisation. The more parameters required 

for calibration the longer it takes to complete the execution. Given in this thesis, the search space 

is inherently low dimensional and the number of hyperparameters required is not many, therefore, 

the exhaustive grid search with k-fold cross-validation was applied.  
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Figure 30. SVM scatter plot and its corresponding hyperplanes 

Figure 31 depicts the effect of different C parameters on the SVM performance. Often the C 

parameters are sensitive influencers in model performance (Badr et al. 2021; Gu et al. 2021). The 

receiver operating characteristics (ROC) curve and area under the ROC (AUC) are important 

metrics providing valuable sights to evaluate the performance of the classifier. An AUC score of 

1 represents the perfect classifier (Qutub et al. 2021). In this thesis, assessing the accuracy and 

the ROC AUC concluded that the C parameters have no significant effect on the model 

performance. Comparatively to the previous KNN results (Table 11), the major achievement of 

the proposed SVM model with parameter optimisation is the development of a predictive model 

with better performance, approximately 18% improvement over the KNN model, attaining 100% 

accuracy scores when implemented with the 10-folds CV method. Despite performance 

improvement, a major setback in the proposed SVM model is that it takes a long time to train and 

this is especially significant when the data sample increases. Although the model accuracy is 

satisfactory, there is no significant improvement in time performance when compared with the 

earlier KNN baseline model. As such, to further refine the technique, the ensemble ML was put 

to test next. 

 

 

C= 1000 
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Figure 31. Performance of proposed SVM model 

5.2.5  Predictive modelling using ensemble machine learning 

The objective of ensemble ML is to harness the collective individual ML models to produce an 

optimal predictive model. Generally, the steps are the same as how individual models are executed 

(see Figure 26). The exception is the need to apply the ensemble voting function. This is invoked 

with the EnsembledVoteClassifier function in Python to decide on the classifier with the majority 

vote that can use to train and make a prediction. The ensemble classifier can be built with multiple 

different (heterogeneous) or same (homogeneous) classifiers to create a meta-classifier. The 

advantage here is that a single model can be devised and optimised using grid search to produce 

maximum accuracy predictive results rather than executing individual classifiers and tuning them 

separately.  

 

 C= 0.1, 1, 10, 100, 1000 
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The performance result of the heterogeneous ensemble model after the 10-fold CV configured for 

this thesis can be referred to in Table 21. The ROC AUC performance of the proposed 

heterogeneous ensemble model is presented in Figure 33. 

Figure 33. Performance of the proposed heterogeneous ensemble model 

Analysing the ROC AUC shows that the heterogeneous ensemble model did not outperform the 

base classifier which was constructed earlier in the preceding chapter. The accuracy of the model 

is at 82% and AUC was 66% which is relatively lower than both the based classifiers. Qutub et 

al. (2021) performed a similar study on employee attrition and found that the performance of the 

ensemble model was lower than the based classifiers too. Xu, R et al. (2021) reiterated that the 

combination of the based classifiers influences the performance of the ensemble classifiers. Not 

all based classifiers when combined would result in a better performance ensemble model. Hence, 

the result obtained in this experiment is not surprising.  

One possible explanation for this is the sample size. Due to the limited APS dataset being 

used, the performance of the ensemble classifier is also limited. Even though the performance is 

lower than the based classifiers, the ensemble classifier would be more robust and able to 

generalise better than the base classifiers (Qutub et al. 2021). Nevertheless, the ensemble model 

can still be used to automatically learn and classify the APS dataset with a weighted precision of 

81%, a weighted recall of 80%, and a weighted F1 score of 80%. The accuracy is not lacking 

compared with KNN however, the computational time required increased significantly compared 

with the two based classifiers. Xu, R et al. (2021)  suggested to further improve the performance 

of the ensemble classifiers, other base classifiers should also be examined to discover the best 

performance base classifiers to configure the best ensemble classifiers.  

The technique used to combine the various base classifiers into the ensemble classifier 

can also be varied. For instance, Pavlyshenko, BM (2019) successfully improve the performance 
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of the sales predictive analytic using the stacking method instead of voting. Therefore, further 

investigation is needed to evaluate the proposed heterogeneous ensemble model on a real-world 

dataset that is bigger than the current APS dataset used in this thesis and to also experiment with 

other base classifiers and ensembling techniques to find the optimum combination.  

5.2.6  Predictive modelling using the extreme learning machines 

Various ML classifiers were examined in the preceding chapters. Here, the Extreme Learning 

Machines (ELM) classifier will be evaluated on the APS dataset providing a comparative insight 

into the search for the best-fit model. ELM is a single-layer feed-forward neural network that 

distinguishes itself from the earlier presented models for not requiring hyperparameters tuning. 

Hence, it is deemed to be performing more efficiently than ML and DL methods. The steps taken 

to execute the ELM are depicted in Figure 34.  

 Firstly, all the necessary libraries were imported. The APS dataset was loaded, split and 

scaled accordingly. After which, the random.normal() function was used to draw a random 

number as weights and biases. The weights are applied to the input passing along together with 

biases to predict the output. In a single neuron the formula where weight and bias are applied can 

be written as: 

 
𝑦 = ∑ (𝜔 ∗ 𝑛) + b 

(16) 

Where 𝜔 is weight, 𝑛 is the input feature and 𝑏 is the bias. Then an activation function was applied 

to normalise the data and decide which neuron to be activated. Without the activation function, 

the model could only perform linear regression and would fail in a real-world application. 

Therefore, the activation function is used to build a more robust model to handle complex 

learning. Some of the most common activation functions are ReLu, Sigmoid and softmax. 

Softmax is used for multi-class classification, Sigmoid is for binary classification whereas ReLu 

is a linear monotonic function that does not react to negative values (Ren et al. 2017). There are 

advantages and disadvantages associated with each of these activation functions and there is no 

one perfect activation function. ReLu is commonly applied in ML and DL. It is the standard 

activation function because it has convergence ability and computational efficiency  (Hossain et 

al. 2021). However, this activation function suffers from dying ReLu (Mastromichalakis 2021). 

This is because when x ≤ 0, the derivative of ReLu return 0 whereby it does not react to the 

negative values. Therefore, the neuron fails to learn at this point and stops. Xu, J et al. (2020) 
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proposed a variation of the ReLu activation function based on the LeakyReLU to prevent the 

dying ReLU issue. 

Figure 34. ELM execution flowchart 

In this thesis, a robust activation function is proposed optimising the ReLu and Sigmoid 

functions. According to Banerjee, Mukherjee and Jr (2019), the occurrence of the dying ReLu 

phenomenon exists but is rare. Therefore, the ReLu activation function is still widely used and 

has minimum effect on the model. As such, it was chosen to blend with the conventional Sigmoid 

activation function that has no threshold restriction, unlike the ReLu activation function. The 

Sigmoid activation function is continuously differentiable (Mishra, Chandra & Ghose 2021) 

whereby the derivative output can cater to a non-zero value when x ≤ 0 hence, solving the dying 

neuron issue. However, the Sigmoid activation function has its pitfalls of vanishing gradient. This 

is especially significant in the DL network. The deeper the feed-forward network the gradient 

diminished exponentially when propagating backward through the multi-layer network. Tan and 

Lim (2019) suggested that the vanishing gradient issue can be mitigated with the ReLu activation 

function.  

Therefore, in this thesis, as part of the ELM algorithm, a blending of Sigmoid and ReLu 

(BSigReLu) activation functions is proposed to contra the disadvantages of the two selected based 

activation functions when used alone to achieve a more robust activation function. The blending 

of the activation functions method has been applied in some recent studies (Manessi & Rozza 

2018; Mastromichalakis 2021) but is not extensive in the literature moreover in the context of 

employee motivation to learn. As with hyperparameter tuning, finding an optimised activation 
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5.2.7      Predictive modelling using the PCA on DELM with BSigReLu 

The differentiation between ELM and DELM is in the number of hidden layers. DELM involves 

a network of multi-hidden layers whereas ELM is only concerned with a single layer. According 

to Lu and Lu (2020), the success of DL lies largely in the network topology, the depth of the 

network allows rigorous learning occurrence to solve a given task. Therefore, the architecture of 

DELM should be the shallowest possible network topology meeting the desired efficiency 

performance. The steps taken to execute the DELM are similar to ELM but repeated until the 

maximum count of the hidden layers set has been reached (Figure 35).  

Figure 35. DELM execution flow 

One concern is that there is still no universal formula to determine the optimum hidden 

layers to form the shallowest DL network. What is clear is that the more hidden layers introduced 

to the model would increase the computational time significantly and might also cause an 

overfitting issue whereby the training model fits perfectly while the same cannot be achieved with 

the testing model. On the other hand, using fewer hidden layers might cause an underfitting issue. 

Muh., Santoso and Surendro (2020) suggested a method to determine the number of hidden layers 

based on PCA. In the aftermentioned chapter on PCA and Appendix 4, the PCA computed for 

this thesis is two factors. Hence, a minimum of 2 hidden layers is deemed to be sufficient to build 

the DL network excluding the output layer. Nevertheless, an experiment is conducted varying 

between 1 - 3 hidden layers to confirm the optimised number of hidden layers in DELM. Table 

15 summarises the DELM architecture trained and the corresponding results. 
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Sharma (2019) suggested this technique that can overcome the issue of over and underfitting. The 

underfitting issue is when the model did not achieve the maximum accuracy with a small epoch 

while the overfitting issue is when the model kept iterating even when the quality plateaued. 

Based on the count of epochs suggested by grid search CV (epochs = 60), the model was executed 

to train for 60 epochs. 

 

Figure 37. DELM execution flow with grid search and early stopping callback 

The training loss and validation loss values are plotted against the number of epochs in the graph 

as depicted in Figure 38.  

Figure 38. Loss values with early stopping 
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Observing Figure 38 result with early stop function, the model training stopped at the 12th epoch. 

That means the model will start overfitting at the 13th epoch. Therefore, the optimum epochs were 

determined to be 12. Architecture VI was appended to Table 17 showing time efficiency when 

optimised epochs were used. Architecture V runs for 60 epochs with an accuracy performance of 

82.20% while architecture VI runs for 12 epochs to achieve an accuracy performance of 82.29%. 

Comparing architecture V and VI, 8.9s improvement was observed with 10 iterations. Overall, 

architecture VI achieved a comparable or equivalent result with a reduction of 80% epochs. 

However, both architectures still suffer from suboptimal generalisation because of the randomly 

assigned weights and bias causing non-reproducible results (Appendix 7 and Appendix 8).  

Applying the Moore-Penrose generalised output weights inverse to the hidden layer is 

also computationally expensive because of the storage capacity and time incurred to transform 

the matrices. In addition to the unavoidable reconstruction errors that get propagated through the 

architecture (Wong et al. 2018). Only limited hyperparameters are tuned with grid search. There 

could be other possibilities of parameters paring that can produce an optimum result which has 

not been investigated yet. Therefore, inspired by the success of the kernel function used in the 

SVM model earlier, the kernel-based DELM (KDELM) is proposed and discussed next (Afzal, 

Nair & Asharaf 2021).  

5.2.9  Predictive modelling using PCA, exhaustive grid search and early stopping 

on kernel-based DELM with BSigReLu activation function 

The kernel function pride itself on not requiring hyperparameter tuning (Wong et al. 2018). Given 

i number of hidden layers, often the number of hidden neurons, epochs, batch size, weights and 

bias are tuned for each i. It is a notorious and daunting task to find the best combination of 

parameters. Results presented in Appendix 7 and Appendix 8 justified the need to overcome the 

deficiency of DELM to improve model generalisation by applying the kernel function. It helps to 

eliminate ambiguity caused by the random initialisation of weights and biases resulting in 

variance in the output model. The use of conventional Moore-Penrose pseudoinverse solution for 

matrix transformation in the earlier ELM and DELM is at the cost of reconstruction error and 

time complexity (Jung & Sael 2020). The proposed kernel transformation matrix in KDELM is a 

product of an exact inverse for output weights. In another word, it is an invertible kernel 

transformation matrix that performs a complete feature extraction that reflects the attribute 

character. As such, the kernel learning is unified into two transformation matrices only (Wong et 

al. 2018). The resulting KDELM model would have the ability to preserve the advantages of 

DELM and overcome the issue of local optimal to produce an optimum generalisation that is 

compact in storage capacity and efficient in execution time. An experiment was conducted to 
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identify the kernel initialiser that is suitable for the proposed BSigReLu activation function. 

Figure 39 is the accuracy comparison between the six kernel initialisers on the BSigReLu 

activation function investigated in this thesis. 

 

Figure 39. Performance of various kernel initialisers on BSigReLu activation 

function 

As can be observed in Figure 39, the performance of random_normal kernel initialiser 

results in better performance accuracy than the other kernel initialisers. There is an insignificant 

difference between glorot_normal and random_normal initialisers despite glorot_normal 

generally being used in the DL model (Glorot & Bengio 2010; Lee, CS, Baughman & Lee 2017). 

Ramanujan et al. (2020) affirmed the randomness in the weight’s initialisation produces 

subnetworks that generate impressive performance without needing to explicitly modify the 

weights but rely on the automatic random with a normal distribution of weights values. Figure 40 

depicts the KDELM execution process flow.  

 Table 18 presents the experimental result using KDELM. The result verified the 

contributions of the proposed KDELM (Architecture VII). Comparing architecture VII from 

Table 18 with architecture VI from Table 17, it can be observed that the learning accuracy is 

comparable however an improvement of 14% in execution time is observed. This finding is 

consistent with other studies that have employed the DL architecture in the conventional kernel-
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With reference to Figure 42, TP = 4642, FP = 0, FN = 0 and TN = 4678. The correct values are 

organised in a diagonal line from top left to bottom-right of the matrix (4642 + 4678). No errors 

were made in the prediction. From the confusion matrix, the precision, recall, F-score, and 

accuracy can be calculated easily. Accuracy is the calculation of correct classifications divided 

by the total number of classifications and is denoted as: 

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  

𝑇𝑃 +  𝑇𝑁

𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 +  𝐹𝑁
 

(17) 

It is showing the overall correctness of the model. However, apart from accuracy, precision could 

provide us with some more valuable insights. It is the measure of the accuracy provided that a 

specific class has been predicted. Precision is the proportion of true positive against all the 

positive results and is denoted as: 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(18) 

where TP and FP are the true positive and false positive predictions for the considered class. A 

multi-dimensional FP is the sum of values in the corresponding column (excluding the TP). On 

the other hand, the recall equation: 

 
𝑅𝑒𝑐𝑎𝑙𝑙 =  

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(19) 

is the ratio of correct positive instances classification to the total number of positive instances. It 

is also known as sensitivity or the true positive rate of the considered class. When the recall value 

is high means that a classifier returns most of the relevant results. Apart from the above-

mentioned, accuracy, precision, and recall calculations, a more comprehensive measure is the F1 

score. It combines precision and recalls computing the weighted average. The F1 score is best 

when the output is 1 and the worst when it is 0. The F-score is calculated with the following 

formula: 

 
𝐹1 𝑠𝑐𝑜𝑟𝑒 =  

2 ∗  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 

(20) 
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as expected because when complexity increases, the parameters required for tuning increase as 

well. Consequently, the time needed to execute the model proportionately increases. However, 

this preliminary finding will change with further model comparison and selection. 

5.4 Model comparison and selection 

To select the good-fit model, an unbiased estimate using the 5x2CV paired t-test is used for the 

models' comparison. The 5x2CV paired t-test is a 2-folds CV operationalised with 5 iterations 

(Hamarashid 2021). There exist other validation testing methods such as leave-one-out CV, k-

fold CV, Wilcoxon signed-rank test however, the 5x2CV paired t-test has been selected because 

of its statistical soundness and suitability to compare different types of models on the same feature 

set (Hamarashid 2021). In the 5x2CV paired t-test, two operations were performed using the same 

dataset. Firstly, the dataset is split into the train (90%) and test (10%) datasets. Then the model is 

trained with the training dataset and tested with the test dataset, called 1st fold. Secondly, the 

dataset used for training and testing the model is reversed. That is when the model is being trained 

with the test (10%) dataset and tested with the train (90%) dataset, called the 2nd fold. In both 

operations, the accuracy of the model is identified. The difference between the error rate is 

calculated, to get 𝐷1 and 𝐷2. For this first run of CV, the mean and the variance of the differences 

are estimated (𝑆2) where: 

 
𝐷̅ =  

𝐷1  +  𝐷2

2
  

(25) 

  𝑆2 = (𝐷1 − 𝐷̅)2 +  (𝐷2 − 𝐷̅)2   (26) 

The variance computed from the 5th run of CV is represented with 𝑆5
2 . The 𝑡̃-statistic can be 

computed with: 

 
𝑡̃  =  

𝐷1
1   

√1
5

∑ 𝑆25
1

  
(27) 

Where D1
1  is the mean-variance of the first run of the CV. The chosen significance level is α = 

0.05 (Hamarashid 2021; Talukder & Ahammed 2020). That will give 5 degrees of freedom on the 

t̃-statistic. Table 22 shows the error rate for each model evaluated on 2-fold CV on 5 iterations. 
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5.5 Model deployment and maintenance 

The selected model can then be stored using the pickle function and deployed for later use to solve 

the employee learning motivation problem. A different organisation may have different 

environments for deploying the model. The selected model is generalisable regardless of whether 

it is to be deployed on a real-time basis or otherwise via batch processing. The preference lies 

with the organisation depending on the optimisation of the available resources such as budget, 

memory, storage capacity, computational cost, and effort required. An integral part of deployment 

is the periodic model evaluation and auditing to ensure the model is maintaining its accuracy and 

remained optimal. 

5.6 Summary 

The overall objective of Chapter 5 was to discuss the use of a machine learning algorithm as the 

main method for testing the hypothesized model. There were two stages, exploratory data analysis 

was done to identify the main characteristics of the constructs while the inference measurement 

model was to find the correlations and prediction. In sum, it has been discovered there is an 

association between AI support and EOC characteristics with employee learning outcomes and 

there is no multicollinearity issue among the investigated features. These findings suggest that the 

models are reliable and can be generalised. The usage of AI support and the investment of EOC 

is attributable to the employee's learning outcome. Such findings have significant theoretical and 

practical implications, which are discussed in Chapter 6. 
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CHAPTER 6 DISCUSSIONS 

6.1  Introduction 

This chapter presents an outline and the interpretation of the thesis findings. The discussion is 

focused on the theoretical, practical and methodological implications of these findings as well as 

the strengths and limitations of the thesis conducted herein. Finally, suggestions for future 

research examining employee learning outcomes linkages at the employee level are presented. 

6.2  Major Findings 

• Employee expectations can be obtained via EOC branding which is an explicit 

motivation that eventually leads to overall job satisfaction, performance, and well-

being. 

• Employees’ self-determination was positively related to basic psychological need 

satisfaction, which, in turn, positively impacting employees’ learning outcomes. 

• Partial meditationl was supported providing 95% CI for the indirect effect of AI with 

5000 bootstrap on EOC utility perception and self-determination on employee 

learning outcomes. 

• The relationship between perceived EOC utility and self-determination is moderated 

by the usage of AI 
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learning outcome. Consistent with the findings from Broeck et al. (2016), this thesis adds a new 

dimension with empirical evidence from the APS population showing that employees value 

autonomy, competence, and relatedness. Irrespective of age or gender everyone has these three 

needs as posited in the self-determination theory according to Ryan and Deci (2000a). Therefore, 

it was not surprising employees’ self-determination was positively related to basic psychological 

need satisfaction, which, in turn, positively impacted employees’ learning outcomes.  

Deci, Edward L., Koestner and Ryan (2001) argued environmental rewards thwart the 

objective of the intention and undermine attitudinal motivation. That is when the attitudinal value 

of the task is weakened and the individuals associate their behaviour with the reward. However, 

it can be argued, that what motivates employees to do what they are doing day-to-day may not 

necessarily relate to environmental rewards. Doing the task itself can be rewarding for the 

employee. For example, having the autonomy to choose what to learn and be recognised for 

solving an optimal challenging learning course is rewarding in itself. This is also evident in the 

study by Hewett and Conway (2016) that verbal rewards could also influence the employee's day-

to-day work behaviour that does not necessarily form part of the organisational policies for 

monetary rewards. Therefore, it is fair to say that employees are attitudinally motivated and 

empowered on their own accord to make further advances contributing to their job satisfaction, 

performance, and well-being. 
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The correlation coefficient ranged from a low of 0.19 to a high of 0.59. As such, the result strongly 

supports the third hypothesis, within the limits of the model that both EOC utility perception as 

the environmental motivator and self-determination as the attitudinal motivator should be 

mutually complementing contributing to employee learning outcomes. As described in the self-

determination theory (Ryan and Deci, 2000a), both attitudinal and environmental motivation are 

powerful forces in shaping the motivational outcome. At the same time, as postulated in the social 

exchange theory, employees are constantly evaluating the value of the task and how it aligned 

with their sense of self hence, employee motivation varies in a continuum ranging from 

amotivation, and environmentally motivated to attitudinally motivated. Therefore, employees' 

EOC utility perception and self-determination could be present at the same time resulting in some 

form of employee learning outcomes. 

6.2.4 Testing the mediating effect of AI on EOC utility perception and self-

determination on employee learning outcomes 

Following the statistical analysis of the correlation coefficient, it is typical in contemporary 

research to further substantiate the findings with mediation analysis to establish the causal 

relationship of the variables in the thesis endeavour. A mediation research design has been 

referred to by Pieters (2017) and Memon et al. (2018) as an indispensable tool to scientifically 

examine the mechanisms which intervene in the relationship between the dependant and 

independent variables. In another word, a mediator helps to answer ‘why’ or ‘how’ the 

independent variable such as EOC utility perception and self-determination affect the dependent 

variable which is the employee learning outcomes. AI was introduced as a potential mediator 

which has an influence on either weakening or strengthening the existing correlation between the 

independent variable (EOC utility perception and self-determination) and the dependent variable 

(employee learning outcomes). Figure 47 is the submodel to test the role of AI in mediating the 

relationships between the dimensions of EOC utility perceptions, self-determination, and 

employee learning outcomes. 
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is equivalent to the reduction of significance to a point of no correlation. Thus, full mediation was 

not fulfilled, and partial mediation was supported providing 95% CI for the indirect effect of AI 

support with 5000 bootstraps. 

6.2.5 Testing the moderating effect of AI on EOC utility perception and self-

determination on employee learning outcomes 

The preceding mediation analysis examined under which circumstances the AI support effect 

operates and here the author executes the testing of moderation analysis aiming to statistically 

investigate the boundary of the AI support effect. According to Baron and Kenny (1986), a 

moderator variable is a third variable that affects the correlations between two variables. When a 

third variable is introduced, it changes the interaction effect of the relationship between the 

predictor and outcome variables. There are three possible outcomes to the interaction effect, 

which are either increased, decreased or reverse effect between the predictor and outcome. The 

theoretical model of interest for the present thesis is shown in Figure 9. The moderating 

hypotheses state that the direct paths between ECO utility perception and self-determination and 

employee learning outcomes differ (in magnitude and/or direction) across high and low levels of 

AI support. Therefore, to test the hypothesis that the employee learning outcomes are a function 

of multiple motivational factors and whether AI support moderates the relationship between EOC 

utility perception and self-determination, a hierarchical multiple regression analysis was 

conducted.  

In the first step, two variables were included: employee workgroup climate and the usage 

of AI. These variables accounted for a significant amount of variance in employee learning 

problems, 𝑅2 = 0.1845, F(2, 93196) = 10545.5317, p < 0.001. To assist with interpretation and 

avoid potentially model-fitting problems due to high multicollinearity with the interaction term, 

the variables were standardised and an interaction term between AI and employee workgroup 

climate was created. Next, the interaction term between employee workgroup climate and AI 

support was added to the regression model, which accounted for a significant proportion of the 

variance in employee learning problems, Δ𝑅2 = 0.0068, ΔF(3, 93195) = 7349.0718, p = 0.000, b 

= 0.1074, t(93195) = 27.9264, p < 0.01. Examination of the interaction plot showed an enhancing 

effect that as employee workgroup climate improved and AI support increased, employee learning 

outcomes increased. At low or poor employee workgroup climate, employee learning outcome 

was also poor with low AI utilisation. The results show that AI support could have a considerable 

impact on employee learning outcomes. A similar process was repeated on the rest of the 

variables.  
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information. It is a broader concept capturing the essence of a machine learning problem. In 

machine learning, the output of the model suggests the optimal actions under various conditions. 

That is as seen before in the trained dataset. Similarly, in an organisational setting, both employers 

and employees are constantly involved in decision-making processes. Both entities are in a 

combative environment. Hence, often seen in a dispute as described in the agency theory as the 

agency-principal problem whereby employers want employees to learn but employees are 

reluctant to invest time in workplace learning. In this situation, employees’ productivity 

decreases, miscommunication increases and organisational goals derail. In worst situations, 

organisational growth is stagnant and performance deteriorates.  

Employees’ decision whether to learn or not is also influenced by their knowledge and 

experience over time on their learning initiative. Employees have some preconceptions of the 

employer even before joining the organisation through word-of-mouth, social media publication 

and employer branding which forms the psychological contract (Bal, Chiaburu & Jansen 2010). 

The psychological contract theory postulated the existence of employee cognitive structure 

influencing the level of commitment and the willingness to maintain the employer-employee 

exchange relationship. The exchange relationship between employer and employees is not limited 

to the formal employment contract but repeatedly demonstrated by researchers the positive 

influence of psychological contract on employee engagement subsequently influencing 

employees' behavioural outcomes (Estreder et al. 2020). Similarly, Kwok, Watabe and Ahmed 

(2021) found evidence of higher employees’ job satisfaction when employees perceive the 

inducement received is higher than psychologically perceived. When the psychological climate 

is not well maintained, will evoke a psychological contract breach causing the breakdown of the 

exchange relationship. Therefore, EOC award citation forms a part of the cognitive evaluation 

that influenced how the employee feels, think and react to the learning tasks, thus creating a basis 

for the employer-employee exchange relationship. And these exchanges are well-weighted 

employer-employee exchanges. 

The psychological contract breach can also be explained with the expectation 

confirmation theory positing that employees’ have expectations from the employer and their 

experience in the organisation confirmed if the employer has met the expectations or not. The 

expectation confirmation theory looks at both the pre and post-behavioural perspectives. In other 

words, what is expected and what has been experienced influencing the continual behaviour. 

Therefore, employees’ continual learning depends greatly on the gap between expectation and 

experience. The narrower the gap between expectation and experience, the higher the employee 
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satisfaction with learning engagement. Rahi et al. (2021) confirmed users’ Internet banking 

adoption and continuance usage behaviour. 

Social exchange theory postulates that employees will continue the learning tasks only 

when the weighted reward (outcome) elicits approval from the employee rather than elicits 

disapproval. Social presence elements as described in CET (Ryan & Deci 2000b) are an important 

influence on the adoption of employee learning in general. The results of this thesis suggest that 

employers who are interested in fostering positive employee learning might find guidance in 

growing the AI literature. That is, investing in AI systems to enable quality decision-making. 

Therefore, through AI support, employees should be given options on the learning tasks as well 

as the form of reward that is acceptable for employees to complete the learning program. Overall, 

AI helps to indirectly institute a communication mechanism that incorporates employees’ 

decisions and fulfilment of the employer’s promise to support employees on their self-determined 

learning path. 

Adopting the decision support system theory, AI systems act as an intervention not to 

decide for the employees but to provide a systemic approach to support the decision-making 

process. This can be achieved through the provisioning of options and recommendations of 

learning based on employees’ input and past learning pattern recognition as in how AI could be 

used in employee selection (Murad et al. 2020). AI too can be used for curriculum selection for 

employees. Customisation of employee professional development plan could enhance the 

employee learning outcomes indirectly contributing to motivating employees both attitudinally 

and environmentally.  

6.4.2 Pratical implications 

The findings of this thesis provide various practical implications for employees, employers, 

external agencies and policymakers alike. Firstly, the results of this thesis give a deeper 

understanding of underpinned factors including leadership climate, workplace environment, 

workgroup climate, non-discrimination values, autonomy, competence, and relatedness in 

influencing employees’ learning motivation. This will help policymakers, managers, and 

decision-makers to better design strategies for motivating employees to learn. The result from 

Figure 48 shows that competency and workgroup climate are the top 2 important factors in 

determining employee learning behaviour. Therefore, managers and decision-makers must take 

into consideration both environmental and attitudinal motivators to better motivate employees to 

learn.  
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The findings of this thesis suggest that EOC utility perceptions are related, albeit 

indirectly, to affect employee self-determination, which in turn, was found to be related to a 

desirable employee learning outcome. Of the EOC features examined in this thesis, evaluations 

of high workgroup climate were found to be the best predictors of employee learning outcomes. 

This is not surprising because employees are mostly working in a complex organisation often in 

a matrix structure whereby the employee does not report into a silo functional group but cross-

functionally. As such, relationships among employees become very complicated and prone to 

rising competition, miscommunication, and frustration. In bigger organisations with a global 

presence, the issue becomes more pronounced with increased diversity among employees hence, 

posing a bigger challenge. Therefore, the thesis will benefit workgroup leaders and HR managers 

in maintaining an effective workgroup climate to enable healthy workgroup development and 

performance.  

The better the collaborations among teams, the more efficient is the team. Allowing 

employees to contribute to knowledge sharing and learn openly among one another. Besides, 

according to Dyer, Dyer and Dyer (2013), team building is one of the proven strategies for 

improving team performance and reducing conflicts. As such, organisations that invest in team-

building not only help to strengthen the employees' relationships as a team but also generate a 

perception of support from the employer cultivating stronger ties between employer-employees 

relationship. It shows a clear proposition from the management committed to supporting and 

improve on the workgroup climate. Consequently, this suggests that the EOC citation award, apart 

from serving as a marketing instrument to attract employees, the EOC characteristics also play an 

important non-instrumental role in communicating to employees the characteristics that the 

employer values indirectly communicating to the employees that they are valued and cared for by 

the organisation. 

The advantage of identifying the mediating mechanisms in this thesis is that it can provide 

evidence of what has been largely a contentious issue in learning. AI has been mediating in almost 

everything today in the new technological era except learning (Clark 2020). However, this thesis 

opens the possibility of showing AI as a technological force in supporting employee learning 

outcomes. AI support had shown significant impact in supporting employee learning and could 

better align employer-employee objectives. Despite, meta-analysis evidence showing rewards 

thwart motivation (Deci, Koestner & Ryan 2001), there is no reason for employers to resist using 

a reward in the workplace. CET suggests rewarding employees with care as a payoff for superior 

completion of learning tasks could produce an excellent effect. Even for a simple task, verbal 

rewards tend to be an important component in everyday work (Hewett & Conway 2016). Hence, 
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to enable employers to judge what kind of reward, when to provide reward and how to reward 

effectively in the workplace AI could come into the picture offering models to activate reward 

objectively without bias. No doubt, focusing on reward alone is deemed insufficient but it does 

not deny the fact as demonstrated in this thesis that when an employer improves on its 

environmental attributes such as workgroup climate, working environment, leadership quality, 

and non-discrimination value overall affects the employees' perceived EOC utility and indirectly 

influence the employee self-determination resulting in improvement of employees learning 

outcome.  

 Apart from focusing on environmental motivation, it is equally important for employers 

to focus on how to facilitate attitudinal motivation by initiating the development of the AI system 

from the employee’s perspective. Of all the self-determination attributes, evaluations of high 

competency were found to be the best predictors of employee learning outcomes. This can be 

explained, when employees have mastered the current level of competency, they will want to 

challenge themselves to the next level of competency. As described by Duncan (2018), it is the 

learning curve that employees are constantly getting into. Therefore, the organisation could 

benefit from AI support to assist employees to thrive in learning. For example, to include more 

interesting learning activities such as a combination of online learning and on-job-training to 

move on to the next level of certification as well as to provide more learning pathways and various 

learning assessment types such as multiple-choice questions, open-ended questions, interviews, 

and others.  

To establish optimal challenge in the learning tasks to ignite attitudinal motivation. 

Virtual badges, coins, stars and the like or better known as micro-credentials have gained 

considerable acknowledgement in gaming to reward players’ achievements. The success of this 

virtual celebratory was seen quickly used by a variety of online platforms including Lazada, 

Shopee and Huffing Post. Similarly, organisations could consider gamification to increase 

employees’ participation and engagement in workplace learning. Early signs of its effects were 

tested in educational settings and yielded recognition (Boticki et al. 2016; Denny 2013). 

Therefore, the gamification concept should be considered in the employee learning context 

possibly with modifications such as allowing the virtual badges to be exchanged with a monetary 

reward, time-off and others deemed suitable for employees and the organisation.   

Finally, as seen in this thesis, perceived EOC utility combined with self-determination 

and AI support could bring employee learning outcomes to a greater height and can therefore be 

used to break the current learning barriers seen in the workplace so that positive outcomes for 

both employers and employees can be achieved. From an organisational development perspective, 
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EOC award citation is not only a branding to market externally to attract talents but also 

communication mechanisms internally on the characteristics valued by the employer. Support for 

professional development should be included as part of the EOC key characteristic award 

evaluation criteria to align between the organisational need for employees to learn and be 

supported in learning for employees looking to build their careers. 

6.4.3 Methodology implications 

As with theoretical and practical implications, this thesis also contributes from the methodological 

perspective. This thesis has taken the positivism paradigm and carried out with a quantitative 

approach following the empirical data analysis. The core strength of this thesis is the adoption of 

recent advances in statistical learning and the convergence of ML and DL algorithms to achieve 

advanced artificial neural networks. To further optimise the learning model, a customised 

activation function was introduced resulting in an efficient learning model despite the complex 

structure of analysing employees’ learning motivation. A rigorous analysis was done with 

multiple iterations of experiments using PyCharm 193.5662.61 built with an Anaconda 

environment running on a 2.8GHz i7 CPU. 

 Secondly, the historical dataset gathered from APS employees (n = 93,199) was deemed 

to be statistically reasonable and can be considered as high. Miočević et al. (2018) suggested that 

sample sizes of around 500 are optimally required for testing the mediation effect. Therefore, to 

determine the correct sample size is obtained and to avoid sampling error, Yamane’s sample size 

calculation formula was used (Liu, X & Prompanyo 2021; Yamane 1973) and can be referred to 

in Chapter 4.6.4. The sample size (n = 93,199) is considered substantial as it is more than the 

calculated size recommended (n = 398). Due to the substantial sample size, it is predicted that the 

central relationships analysed within the cohort and factors cited influencing employees’ 

motivations are reliable, valid and enhance the generalisability of the research model.  

 Finally, even though, the common method bias is largely a theoretical concern than a 

practical issue (Baumgartner, Weijters & Pieters 2021), to avoid the common method bias, the 

constructs under study were entered into factor analysis and the PCA was conducted. The 

correlation heatmap is used to check the multicollinearity assumption (see Figure 24). The result 

suggests that multicollinearity does not present in this thesis given that the highest correlations 

between the Autonomy and Artificial Intelligence constructs are 0.59 which is significantly lesser 

than the 0.85 ratios proposed by (Kline 2015). Thus, multicollinearity has not been violated. 

Further, the Varimax rotation PCA was conducted yielding 2 factors with eigenvalues > 1 (Figure 

25). Labelled as PCA1 (relatedness, competency, autonomy) and PCA2 (workgroup climate, 
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leadership, non-discrimination values, working environment) that explained 39.62% and 14.69% 

variances of the dataset respectively. Given that a single factor did not emerge, and the overall 

factor did not account for most of the variances, the common method bias is not considered a 

major problem in this thesis (see Appendix 4). The dimensionality reduction using PCA enriches 

the reliability and validity of the data set and contributed to the efficiency of the various models 

presented in this thesis. 

6.5 Limitations of the thesis and recommendations for further research  

It is contended that the census data obtained is from an ethical and reliable source and that the 

analysis techniques employed were appropriate. This has enabled the author to unpack the 

relationships between the variables in the framework and provide predictions that can be revealed 

with machine learning algorithms. Nevertheless, this thesis has some limitations and one of them 

is the use of secondary data. As the author has no control over the data collection process it was 

assumed that the data collected is of high validity and reliability. Besides, the hypothesis testing 

was done involving a single source which is employees. Accordingly, the observed relationships 

are exposed to common method bias that is tending to be influenced by employees’ self-deception. 

Any negative experience from the employee would have skewed the overall ratings. However, 

the utilisation of census data represents an appropriate mechanism for the risk identified that can 

be mitigated in future research by using triangulation. According to Denzin (2017), there are four 

types of triangulations namely, data, investigator, theory and method. Instead of relying on data 

from a single source, method triangulation can be used in future research to investigate the 

relationships between variables presented in this thesis. It has been noted that the data obtained 

from multiple sources provide more richness and produce more vigorous findings. Therefore, 

apart from census data from employees, a targeted interview can be conducted, or a focus group 

can be organised to gather the required data from multiple sources so that good coverage of 

multiple points of view can be obtained. Specifically, future research must include employers' 

perspectives. 

 Besides, there is a likelihood of sample data being exposed to fatigue. That is for a period 

when the respondents are repeatedly exposed to the research instrument, the respondent will be 

worn out by skipping some questions or not motivated to continue the survey (Hart, Rennison & 

Gibson 2005). Census is usually time-consuming. As the census is targeted for planning and 

initiating improvements in APS hence, the questions are not targeted for this thesis purpose. There 

were 95 questions in total however only a handful was repurposed and used in this thesis. 

Therefore, it is not surprised due to many questions to be answered especially towards the end of 

the census respondents are exposed to stimuli problems, losing interest and impact on the overall 
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census result. In this thesis, to overcome this issue the dataset was reengineered, firstly by 

removing incomplete census data. Secondly, the data sample was randomly selected. Thirdly, 

splitting the data into train and test data to execute the ML and DL algorithms. Fourthly, 

bootstrapping was used to resample the data for ML analysis. Finally, hyperparameter tuning and 

model validation was also done to ensure the optimised model was selected. 

 Another possible limitation of this thesis is that it is not longitudinal but cross-sectional 

research. Despite the evidence of relationships presented in the previous chapter, the correlations 

research design, inferences regarding the nature of the interrelationships among the variables are 

restricted because there is no direction of the causality could be determined.  For example, the 

relationship found between EOC utility perception and self-determination toward employee 

learning outcome could be because of reverse causality. That is due to the employee’s self-

determination in learning the employee could have perceived the EOC utility fulfilment. 

Preferably a longitudinal study is to be conducted to determine the causal effect among variables. 

Nevertheless, the findings from this thesis will still be beneficial for organisations and 

management literature. 

A further limitation of this thesis is that the sample is a representation of the APS 

organisations. Therefore, it could restrict the generalisability of this study and the result should 

be cautiously used to generalise beyond the APS organisations or other geographical locations. 

Nevertheless, when organisations share similarities with APS organisations, then the result of this 

thesis could be useful. Findings from this thesis act as a springboard to suggest future researchers 

look at different populations given the evidence from this thesis. Employees of diverse 

backgrounds may have different needs and expectations thus, as done in this thesis, further 

research needs to be conducted capturing a vast employee demographic composition apart from 

gender and age such as employment status whether full-time or part-time employees to better 

understand their point of view on EOC utility, self-determination and employee learning outcome. 

Ideally, similar research could be conducted in different work contexts covering a wider 

population to test and ensure the validity of the instrument as a measure of employee learning 

across a range of industries. Apart, a comprehensive list of variables that characterise EOC utility 

was not used in this thesis. Hence, further research using additional variables, continuing to 

explore the new dataset, using other DL methods operationalising EOC utility fulfilment is needed 

and a comparative study to better generalise the findings. 

Finally, while this thesis proposed that AI support is one primary means having its 

indirect effects, there are certainly other variables that could potentially mediate the relationship 

between EOC utility perception and self-determination with employee learning outcomes and this 
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should be remedied by future research. Another possible methodological study is to do a 

comparative study of the traditional and machine learning methods for hypothesis testing. The 

traditional statistical and machine learning methods are largely regarded as two separate streams 

of study and rarely been compared with each other. Future research may also want to investigate 

whether there is a significant difference in employee learning motivation between urban and rural 

employees or between bigger and smaller cities so that targetted intervention can be provided to 

address the unmotivated employees in learning in the specific cohort. 

6.6 Summary 

The overall objective of Chapter 6 was to determine whether there was support for the 

hypothesized model by testing it and answering the thesis questions. In sum, all hypotheses are 

accepted, and the findings give a deeper understanding of underpinned factors influencing 

employees’ learning motivation. Multiple theoretical, methodological, and practical implications 

are discussed. The limitation of the existing thesis and future research directions are highlighted. 

The next chapter presents the newly developed framework and provides the concluding remarks 

for this thesis. 
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CHAPTER 7 CONCLUSIONS 

Motivations and learning are broad concepts of both unique challenges and opportunities faced 

by organisations and workforces. The initial chapter of this thesis provided an overview and 

evidence of the phenomena of unmotivated employees in learning. The current intense period of 

emerging technology reveals a widespread need for reorientation of the agenda and policy of EOC 

utility and learning at national and international levels. However, at present, the organisational 

behaviour literature provides an inadequate understanding of the linkages between environmental 

and attitudinal motivation in the employee learning context. The inadequacy of research 

addressing the contemporary issue in the digital era has been highlighted by numerous scholars 

(Sitzmann & Ely 2011; Verma, Ahuja & Hermon 2019) and practitioners (Busby 2018). Echoing 

them, a paradigm shift is needed to address the issue of unmotivated employees in learning. An 

employee-centric analysis is needed for proactive intervention. 

Furthermore, the role of EOC utility perception and AI support in the environment-

attitude-behaviour relationships has remained unknown in the literature and there is very little 

understanding of how investing in EOC citation could exert influence on employee learning and 

contribute to organisational outcomes. The focus of organisations was on attracting talent through 

EOC award citations, but little is done to retain and develop talent hence, organisations are not 

reaping the true benefits of the award recognition.  

 In the new knowledge economy, employees need to be reflexive; ready to upskill to keep 

pace with the rapidly changing and technologically complex society. Motivation needs to come 

into the picture to complete the scene. However, research has not been as extensive in examining 

the two types of motivations as proposed in SDT (Ryan & Deci 2000a) in fostering employee 

learning nor proposing a suggestion for AI-driven practical implications. This shows that the quest 

for interventions that will lead to sustainable workforce engagement in learning that will 

contribute to employer competitiveness and employees’ work satisfaction, performance and well-

being is not accomplished. SDT has suggested that employees have a basic need to learn, and 

learning takes place throughout the lifecycle of learners. Therefore, the provisioning of learning 

opportunities across employment is one way by which employees can satisfy these basic needs. 
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This is an opportunity for people to bring their knowledge up to date for personal and professional 

reasons. It is no longer an option but an absolute necessity in this digital age.  

The goal of the present research began with the investigation of employees’ motivation 

to learn through the statistical analysis of relationships between employees' perceived EOC utility 

and self-determination that influenced employee learning outcomes. Subsequently, how these 

relationships are affected by the influence of AI support. This thesis has validated EOC utility 

and SDT in the employee learning context and provided a further understanding of the employees’ 

possible perceptions about the EOC utility and self-determination in achieving a favourable 

outcome of employee learning with AI support.  

The newly developed framework of the self-motivated employee learning model is 

presented in Figure 49. 

KNN: K-Nearest Neighbour; SVM: Support Vector Machine; EL: Ensemble Learning; APS: Australian Public Service; 

PCA: Principal Component Analysis; ELM: Extreme Learning Machines; DELM: Deep Extreme Learning Machines; 

KDELM: Kernel-based Deep Extreme Learning Machines. 
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Figure 49. A self-motivated employee learning model 

The features are extracted from the secondary data and used for training the classifiers. 

Instead of relying on the traditional dataset, the new source of historical data fulfils the big data 

revolution of having a huge and near-complete dataset.  Feature engineering was applied to 

remove any outliers before training. The general quantitative analysis methods such as descriptive 

analysis, factor analysis, Kaiser-Meyer-Olkin (KMO) and Bartlett's test of sphericity and 

Principal Component Analysis (PCA) are applied to the dataset. The KNN and SVM were used 

as classifiers and a DT was used to evaluate the performance of the classifiers which can yield an 

unbiased estimation of classification methods. Comparing SVM and KNN performance in every 

measuring metric, SVM outperforms KNN.  

Both KNN and SVM are ensembled to create a meta-learning model named EL. Next, 

the DELM with a customised activation function was constructed and a variation to DELM is 

introduced using the kernel function. The result shows that the base models are superior to EL in 

terms of MSE, RSME and CE, but the state-of-art models are not superior to KDELM. The DELM 

and KDELM performance in terms of MSE, RSME and PS are identical, but the proposed 

KDELM outperformed by achieving the same result as DELM within a distinctively faster 

learning speed. The innovative combination of kernel-based DELM with BSigReLu activation 

function contributed to and confirmed the efficiency of the model. It is expected that the KDELM 

with BSigReLu model can be further optimised with various kernel optimisers and a lower 

generalisation error could be achieved by sampling other real-world datasets. Consequently, all 

models presented in this thesis can ultimately be used to capture the dataset pattern automatically 

and effectively to predict future occurrences. 

To select the good-fit model, the error rate for each model is evaluated on a 2-fold CV on 

5 iterations. It was found that there is no significant difference in the performance of KNN and 

DELM, KNN and KDELM, SVM and ELM, EL and ELM, EL and DELM, EL and KDELM, 

DELM and KDELM. There is a significant difference in the performance of KNN and SVM, 

KNN and EL, KNN and ELM, SVM and EL, SVM and DELM, SVM and KDELM, ELM and 

DELM, ELM and KDELM. The same 2-fold CV on 5 iterations was repeated to analyse the CE 

for each model. KNN is the fastest followed by EL, SVM, ELM, KDELM and DELM. In this 

thesis, the aim is to find the model that could autonomously and economically predict employee 

learning motivation outcomes. Hence, it can be concluded that the KNN is the good-fit model to 

resolve the issue highlighted in this thesis. Therefore, it maintained that the choice of machine 

learning techniques highly depends on the jurisdiction of the analyst or the researcher to select 

one that best produces a predictive model for the given task or addresses the given problem.  
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This research added to the body of knowledge in the field of AI, data science, and 

organisational behaviour by suggesting the EOC utility perception as an environmental motivator 

plays an important role in influencing employee self-determination to learn and AI support plays 

an important mediating role in the relationship between environmental, attitudinal motivation and 

employee outcomes. Based on the results of this investigation it was proposed to assess better the 

EOC utility and to consider possible improvements as well as the investment of AI systems in 

supporting organisation decision-makers to plan, evaluate and implement AI-driven employee 

learning tools. While the importance of learning curriculum and the level of employee autonomy 

in choosing courses may continue to prevail, the reality is superficial. Social elements have a great 

influence on employees’ decision to learn as described in the social exchange theory and AI plays 

an influential role in motivating employees to learn.  

Since we have limited knowledge of the environment-attitude-behaviour relationships in 

the employee learning context, the use of a machine learning model helps to drive insights for 

decision making which is very empowering for organisations even with an incomplete dataset. 

The model proposed is capable to learn the pattern and generalising for other organisations. AI 

systems are geared toward solving tasks from a vast scope of disciplines while at the same time 

having their intellectual challenges with the techniques available today. As such collaborative 

intelligence is necessary to optimise human-machine interaction and collaboration (Wilson & 

Daugherty 2018). It is essential to make it clear for both employers and employees through this 

thesis so that all parties involved could have near-complete information in implementing 

collaborative intelligence employee learning strategies. 

From a signalling theory perspective, the employer and employees are in a non-

cooperative system. That means information from both employers and employees is 

asymmetrical. The information available from the employer provides reasoning for wanting the 

employees to learn. However, this information may not be well communicated or available to the 

employees. In a non-cooperative signalling theory, both employers and employees are 

formulating a different strategy based on the incomplete information available to them. A tailored 

professional development plan would be beneficial to establishing an equilibrium signal between 

employer and employees. Employees provide information about their desire to learn to advance 

in the chosen career path while employers provide the necessary learning curriculum and 

resources available to support the employees learning journey aligning with business 

requirements. Following the completion of the learning curriculum, the employers would be able 

to gain valuable resources to achieve their business goals while employees can progress in their 

careers. 
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 Finally, research on the learning realm has benefited from SRT and SDT but still needs 

to draw on findings from other fields. In the study of motivation, findings by Barrow and Ambler 

(2016) in human resource management and marketing as well as evidence from Murad et al. 

(2020) and Pandey and Chermack (2008) on how AI is used to support decision-making must not 

be overlooked to reshape the employee learning framework. Clark’s observations on how AI can 

motivate employees to learn to achieve the organisation’s goals are timeless, and they were 

remarkably prescient (Clark 2020). The trend observation of the advances of AI technology in 

various disciplines is justifiable to believe that AI will continue to be impactful and disruptive to 

deliver its value across all industries. Much is known about it, but much more remains to be learnt. 

This thesis continues to fuel the academic debate on the topic of AI, motivation, and employee 

learning. Therefore, further development of the theories is expected and continue in future 

research to create a more comprehensive problem-solving model for EOC utility, self-

determination, AI support, employee job satisfaction, well-being, and performance.  
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Appendix 24. KNN source codes 
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Appendix 25. SVM source codes 
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Appendix 26. EL source codes 
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Appendix 27. ELM source codes 
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Appendix 28. DELM source codes 
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Appendix 29. KDELM source codes 

 

 

 

 

 

 

 














