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Abstract—Due to the increasing complexity of optimization
problems, distributed differential evolution (DDE) has become
a promising approach for global optimization. However, simi-
lar to the centralized algorithms, DDE also faces the difficulty
of strategies’ selection and parameters’ setting. To deal with
such problems effectively, this article proposes an adaptive
DDE (ADDE) to relieve the sensitivity of strategies and parame-
ters. In ADDE, three populations called exploration population,
exploitation population, and balance population are co-evolved
concurrently by using the master–slave multipopulation dis-
tributed framework. Different populations will adaptively choose
their suitable mutation strategies based on the evolutionary
state estimation to make full use of the feedback information
from both individuals and the whole corresponding population.
Besides, the historical successful experience and best solution
improvement are collected and used to adaptively update the indi-
vidual parameters (amplification factor F and crossover rate CR)
and population parameter (population size N), respectively. The
performance of ADDE is evaluated on all 30 widely used bench-
mark functions from the CEC 2014 test suite and all 22 widely
used real-world application problems from the CEC 2011 test
suite. The experimental results show that ADDE has great superi-
ority compared with the other state-of-the-art DDE and adaptive
differential evolution variants.

Index Terms—Adaptive distributed differential evolu-
tion (ADDE), differential evolution (DE), evolutionary state
estimation (ESE), historical successful experience (HSE),
master–slave multipopulation distributed.
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I. INTRODUCTION

D IFFERENTIAL evolution (DE), proposed by
Storn and Price [1], is a kind of evolutionary

algorithm (EA) that solves the optimization problems
by the iterations of evolutionary operators, including
mutation, crossover, and selection [2]–[7]. These days,
DE has been successfully applied to a wide range of
optimization problems, such as railway timetable schedul-
ing [8]; biology research [9], [10]; and multivalued logic
networks [11].

However, with the rapid development of information science
and technology, the increasing complexity of the problems has
posed new challenges to DE since the search space involves
a huge number of local optima [12]–[17]. The populariza-
tion of distributed computing, which deploys the population
on distributed systems, provides a novel way to improve the
availability and realize more powerful performance [18]–[20].
Some efforts have been paid to use the distributed computing
to enhance the performance of DE. For example, in parallel
DE (PDE) [21], the best individual in each parallel subpopu-
lation migrates to the next subpopulation in the ring topology.
In Island-based distributed DE (IBDDE) [22], two subpopu-
lations are co-evolved using random immigrant mechanism.
Cloud-ready DE (Cloudde) [23], proposed by Zhan et al.,
keeps four parallel subpopulations with different fixed muta-
tion strategies and parameters, where the subpopulation with
better performance will attract other individuals from poorly
performed subpopulations. Ge et al. [24] proposed a dis-
tributed DE (DDE) with adaptive mergence and split strategy
(DDE-AMS) for large-scale optimization, where the number
and the size of subpopulations adaptively change for bet-
ter performance. In asynchronous adaptive multipopulation
DDE (AsAMP-dDE) [25], the multipopulation is combined
with the asynchronous migration mechanism for exchanging
information.

These DDE variants have shown their promising effec-
tiveness on some complex optimization problems. However,
similar to the centralized algorithms, DDEs also face the dif-
ficulty of strategies’ selection and parameters’ setting. That is,
the performance of DDEs still greatly depends on the strate-
gies’ selection [26]–[31] and parameters’ setting, including
the amplification factor F, crossover rate CR, and popu-
lation size N [32]–[34]. Different mutation strategies and
parameters are suitable for different individuals and differ-
ent populations. Therefore, the mutation strategies and the
parameters need to be adaptively controlled to meet the search-
ing requirement of each individual/population. Most of the
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current studies mentioned above [21]–[25], only use the fixed
parameter and mutation strategy, and cannot achieve the
adaptive control.

Therefore, this article proposes an adaptive DDE (ADDE)
to address this issue. The ADDE algorithm uses a master–
slave multipopulation distributed framework, cooperatively
with both adaptive mutation strategy selection and adaptive
parameters’ settings based on the evolutionary state estima-
tion (ESE), historical successful experience (HSE), and best
solution improvement (BSI). Specifically, ADDE is promising
by using the following three major novel advantages.

1) Three populations called exploration population,
exploitation population, and balance population
co-evolve concurrently by using the master–slave mul-
tipopulation distributed framework. Significantly, the
composition of these three populations is dynamically
changed according to the iteration process which can
maximize their strengths by cooperation and enhance
the global optimality of DDE.

2) Different populations will adaptively choose their suit-
able mutation strategies based on the ESE, which can
make full use of the feedback information from both
individuals and the whole corresponding population.

3) The HSE and BSI are collected and used to adap-
tively update the individual parameters (F and CR) and
population parameter (N), respectively.

As we can see, ADDE does not solely adaptively con-
trol the mutation strategy selection or parameter setting, but
adaptively controls these two components. The experimen-
tal results on the CEC 2014 benchmark test suite and the
CEC 2011 real-world application problems, compared with
the other state-of-the-art DDE and adaptive DE (ADE) vari-
ants, even the winner of the CEC 2014, have fully illustrated
the effectiveness of ADDE.

The remainder of this article is organized as follows.
Section II describes the basic DE and its developments.
Section III describes the proposed ADDE algorithm in detail.
In Section IV, the experimental results are presented and
discussed. Finally, Section V draws the conclusions.

II. DE, DDE, AND ADE

A. DE

DE is a population-based searching method which evolves
according to the difference between individuals. The initial
population is randomly generated according to a uniform
distribution in the search space as

xi,j,0 = Lj + rand × (
Uj − Lj

)
(1)

where i is the individual index; Lj and Uj are the predefined
lower and upper bounds of the jth dimension; and rand is
a random number in range [0, 1]. After initialization, DE will
evolve by a loop of evolutionary operators, including mutation,
crossover, and selection until reaching the terminal condition.
The operators are described as below.

Mutation: At each generation g, each individual xi,g will
generate its corresponding mutant vector vi,g by the mutation

operator as

vi,g = xr1,g + F × (
xr2,g − xr3,g

)
(2)

where r1, r2, and r3 are the three distinct random inte-
gers selected from {1, 2, . . . , N}, which are all different from
index i. The parameter F is a positive control parameter called
the amplification factor, which controls the amplification of the
difference vector.

This is called DE/rand/1 mutation strategy because the
mutation used a random xr1,g as the base and is disturbed
by 1 difference provided by (xr2,g − xr3,g). Some other popu-
lar mutation strategies are also proposed in the literature such
as the DE/best/1 mutation strategy as

vi,g = xbest,g + F × (
xr1,g − xr2,g

)
(3)

where xbest,g is the individual with the best fitness in the gth
generation.

It should be noted that for each dimension j, some com-
ponents of the mutant vector may exceed the predefined
boundary constraints, which means vi,j,g is infeasible, it is reset
by the boundaries as

vi,j,g =
{

Lj, if vi,j,g < Lj

Uj, ifvi,j,g > Uj.
(4)

Crossover: After mutation, DE generally performs a bino-
mial crossover operator between xi,g and vi,g to generate a trial
vector ui,g

ui,j,g =
{

vi,j,g if rand ≤ CR or j = jrand
xi,j,g otherwise

(5)

where jrand is a random integer selected from {1, 2, . . . , D},
used to ensure that ui,g has at least one dimension comes from
vi,g. The crossover rate CR is an another control parameter,
which determines the fraction of ui,g inherited from vi,g.

Selection: To determine whether the new generated individ-
ual ui,g will survive in the next generation, the ui,g is compared
with the xi,g. The vector with better fitness enters the next gen-
eration. For example, for a minimization problem, the vector
with lower fitness value enters the next generation, shown as

xi,g+1 =
{

ui,g, if f
(
ui,g

) ≤ f
(
xi,g

)

xi,g, otherwise
(6)

where f (x) is the fitness evaluation function.

B. Developments of DDE

With the huge development of computational resources, dis-
tributed computing has emerged as a form of high-performance
computation, where many calculations are carried out con-
currently. In [35], the master–slave model is incorporated
with DE, where each member of the population is evaluated
independently. In [21]–[25], the entire population is divided
into different subpopulations, and DE is executed within
each subpopulation concurrently toward the optimal solution.
Specifically, in PDE [21], it maintains several parallel subpop-
ulations and the best individual in each parallel subpopulation
migrates to the next subpopulation in the ring topology. Such
a ring topology has also been utilized in [36] and [37]. In
IBDDE [22], two subpopulations are co-evolved using random
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Fig. 1. Master–slave multipopulation distributed model.

immigrant mechanism. Cloudde [23], proposed by Zhan et al,
keeps four parallel subpopulations with different fixed muta-
tion strategies and parameters, where the subpopulation with
better performance will attract other individuals from poorly
performed subpopulations. Ge et al. [24] proposed the DDE-
AMS for large-scale optimization, where the number and
the size of subpopulations are adaptively changed for better
performance. Meanwhile, they also proposed the DDE with
space-driven topology (DDE-SD) [38], where the topology is
constructed and updated according to the distances and contri-
butions among different subpopulations. In AsAMP-dDE [25],
the multipopulation is combined with the asynchronous migra-
tion mechanism for exchanging information. In DDE with
multicultural migration (DDEM) [39], which makes use of
two migration selection approaches, maintains a high diversity
in the subpopulations. It shows DDEM with center individual-
based migrant selection (RIBMS/C) and affinity-based replace-
ment selection (ABRS) can obtain the best results, and such
a DDEM variant is called DDEM-RCA.

For applications, Xu et al. [40] and Glotić et al. [41] applied
DDE into the power systems, De Falco et al. [42] solved the
satellite image registration problem using DDE. In [43], asyn-
chronous DDE is implemented for the parameter estimation
in biological systems.

C. Developments of ADE

The ADE has also widely studied in the DE community.
However, most of the ADE variants are based on centralized
DE. Researches into ADDE progress in a slow rate. As we
focus on adaptive mutation strategy selection and parameters
control in DDE in this article, we herein make a brief review
on some ADE variants in the following two categories.

1) Parameters Control in DE: Some parameter control
methods change the parameters by the fixed changing rules,
while some other approaches using the feedback information
from the DE search process to make parameters more adapted
to the evolutionary process and more suitable for different
individuals. In [32], the parameter F is adaptively adjusted
according to the fitness values of individuals. Brest et al. [44]
developed the self-adapting control parameters in DE (jDE),
where the new Fi and CRi for each individual are randomly
generated in their respective ranges with probabilities τ1 and τ2
in each generation. Sarker et al. [45] proposed DE with

dynamic parameters selection (DE-DPS), which consists of
many combinations of parameters and the better parameters
combination will be preserved and reused in the following
generations. In ADE with optional external archive (JADE),
proposed by Zhang and Sanderson [46], the control param-
eters of the individuals are updated according to their HSE.
Based on JADE, Zhou et al. [47] introduced a modified JADE
version with sorting CR, called JADE-sort, where the smaller
CR value is assigned to an individual with better fitness
value. Tanabe and Fukunaga [48] extended JADE by using
a success-historical memory of parameter sets, called SHADE,
in order to guide the generation of new control parameter
values. Based on SHADE, they further improved SHADE
with linear population size reduction, named L-SHADE, which
later became the winner of the CEC 2014 competition on
single-objective real-parameter numerical optimization [49].
After the L-SHADE, Brest et al. [50] presented an improved
version of L-SHADE, called iL-SHADE, which improved
the memory update mechanism. Based on iL-SHADE,
they further developed a novel weighted version of the
mutation strategy and incorporated it into the iL-SHADE,
called jSO, which later became the winner of the CEC
2017 competition on single-objective real-parameter numerical
optimization [51].

2) Mutation Strategy Choosing in DE: Apart from the
two most frequently used mutation strategies mentioned in
Section II-A, some new mutation variants are also proposed
to balance the exploration and exploitation in DE. The
DE/current-to-pbest/1 mutation scheme in JADE [46], where
pbest denotes the top p% individuals, which are used to guide
individuals, shown in

vi,g = xi,g + F ×
(

xp
best,g − xi,g

)
+ F × (

xr1,g − x̃r2,g
)
. (7)

In order to make use of the promising progress direction
information and enhance the population diversity, the infe-
rior solutions xi,g which did not enter the next generation are
recorded in an archive A, and r2 in (7) is randomly selected
from the union, P ∪ A, of the population and archive A.

The “DE/current-to-rand/1” strategy in [52], which involves
the rotation-invariant arithmetic crossover to generate the trial
vector directly. This strategy is rotation-invariant and suitable
for rotated problems, shown in

ui,g = xi,g + rand × (
xr1,g − xi,g

) + F × (
xr2,g − xr3,g

)
. (8)

Furthermore, some adaptive mechanisms of mutation strat-
egy have been proposed to further improve the performance
of DE. For example, Qin et al. [31] proposed the DE with
strategy adaptation (SaDE), where the mutation strategy is
adaptively selected by learning from the previous experi-
ence. Wang et al. [29] proposed a composite DE (CoDE),
which generates three trial vectors by randomly selecting
three combinations from the mutation strategy pool and con-
trol parameter pool, then chooses the best one. Similarly,
in DE with an ensemble of parameters and mutation strate-
gies (EPSDE) [53], it also maintains a pool of mutation
strategies and parameters of F and CR, while the success-
ful combination will be reused in the subsequent generation.
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DE with individual-dependent mechanism (IDE), proposed by
Tang et al. [54], four mutation strategies with different search-
ing characteristics are adaptively assigned to the superior and
inferior individuals.

III. ADDE

ADDE is novel and has advantages in the following three
aspects. First, ADDE uses a master–slave multipopulation
distributed model, where three populations called explo-
ration population, exploitation population, and balance popu-
lation are co-evolved concurrently, which can maximize their
strengths by cooperation and enhance the global optimality
of DDE. Second, multiple populations can adaptively choose
different mutation strategies based on the ESE information,
which can fully use the feedback information from both indi-
viduals and the whole corresponding population to enable the
algorithm adaptation. Third, HSE and BSI information are col-
lected and used to adaptively update the individual parameters
(F and CR) and population parameter (N), respectively. As
a result, ADDE does not solely adaptively control the mutation
strategy selection or parameter setting, but adaptively controls
both components.

A. Master–Slave Multipopulation Distributed Model

The master–slave multipopulation distributed model is illus-
trated in Fig. 1. Specifically, the master node dominates three
slave nodes in parallel hardware, and different populations are
co-evolved concurrently on these nodes.

During the process of evolution, the master sends the entire
population to these three slaves. Then, the three populations
are co-evolved concurrently. Specifically, the exploitation pop-
ulation utilizes and updates the superior individuals with better
fitness to exploit, speed up the convergence, and refine the
solutions. The exploration population utilizes and updates the
inferior individuals with worse fitness to explore further areas
in the search space, maintain the population diversity. While
the balance population utilizes and updates the normal indi-
viduals to balance diversity and convergence. Although only
a part of the population is evolved in different slaves, the
mutation strategies require the evolutionary information of the
entire population. Therefore, the entire population is sent to
each slave, as shown in Fig. 1. After the evolution, the three
slaves will only send the updated superior individuals, inferior
individuals, and normal individuals, respectively, to the master.
The master will merge these individuals to form a new popu-
lation and send the new population to these three slaves again.
The process will be repeated until the termination criterion is
satisfied. Noted that the master only collects the individuals
from all the three slaves and sends the entire merged popula-
tion to the three slaves, while the evolutionary operators, such
as mutation, crossover, and selections are carried out on the
slaves.

In order to define the superior, inferior, and normal individ-
uals, we make the following two considerations. First, during
the early stage of evolution, we should concentrate more on
keeping population diversity, while at the later stage, we need
to accelerate the convergence speed. Therefore, we propose

Fig. 2. Proportion model to divide the individuals.

a proportion model to gradually decrease the proportion of
inferior individuals, pay more attention to exploration early
while pay more attention to exploitation gradually as the
algorithm progresses. Second, for the proportion of superior
individuals, in order to avoid premature convergence, we keep
the proportion of superior individuals small (20%) and remain
unchanged. Based on these two considerations, the proportions
of the superior and inferior individuals are set related to the
fitness evaluations (FEs) and the maximal FEs (FEmax) as

proportion =
{

0.2, Superior individuals
0.5 − 0.005 × 10(2×FEs/FEmax), Inferior individuals.

(9)

The proportions of the three kinds of subpopulation are plotted
in Fig. 2, where the x-axis denotes the iteration process, and
the y-axis is the proportion of the individuals (y = 1 means
the best individual, while y = 0 means the worst individual).

B. Adaptive Mutation Strategy Selection Based on ESE

According to the different properties of different individ-
uals, two schemes for adaptively choosing suitable mutation
strategy for different individuals are defined and described as
follows.

Scheme 1—Using DE/current-to-pbest/1 for Superior
Individuals in Exploitation Population: The superior individu-
als with good fitness tend to exploit. As a result, the relatively
greedy mutation strategy DE/current-to-pbest/1 shown in (7)
can keep their good performance on exploitation, which
can accelerate the convergence speed and enhance the local
searchability.

Scheme 2—Using DE/current-to-rand/1 for Inferior
Individuals in Exploration Population: As for the inferior
individuals, there is no need to exploit their neighborhoods
because of their worse fitness. However, they can be used to
explore further space. DE/current-to-rand/1 in (8) shows good
diversity [52] and is suitable for these inferior individuals to
explore more regions and avoid premature convergence.

As for the normal individuals, we proposed a novel ESE
method to adaptively choose a suitable mutation strategy for
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(a)

(b)

Fig. 3. Illustration of population distribution in different evolutionary
states. (a) Exploration and (b) exploitation.

the normal individuals in the balance population, balance the
diversity and convergence.

The ESE method has been used in the previous
studies [33], [55]. However, these two methods both involve
the distance computations from all the individuals, even the
pairwise distance computations in [55], which are very com-
putation costly. Here, we proposed a simple ESE method by
using only two individuals.

As we all know, both the search behaviors and the pop-
ulation distribution vary during the evolutionary process. For
instance, in the early stage, the individuals are scattered in dif-
ferent areas and the population distribution is dispersive, seem
like the left of Fig. 3(a). However, as the evolutionary process
goes on, individuals may converge to a locally or globally
optimal area, seem like the left of Fig. 3(b). Such scattered
or converged feedback information of the population is useful
for us to understand the evolutionary process deeply. In order
to use this information efficiently to control the DE process
more objectively, we develop a method to estimate the evo-
lutionary state during the DE process. The method is carried
out at the beginning of every generation to estimate the current
evolutionary state, by performing the following four steps.

Step 1: Denote the individual with the best fitness value and
the median fitness value as xB and xM .

Step 2: Calculate the Euclidian distance d between
xB and xM

d =
√√√√

D∑

j=1

(
xB,j − xM,j

)2 (10)

where D is the dimension of the problem.

Step 3: Calculate the evolution factor (f ), which is the
percentage of d to the search space

f = d
√∑D

j=1

(
Uj − Lj

)2
. (11)

Step 4: Classify f into one of the two states S1 and S2, which
represent the states of exploration and exploitation, respec-
tively. In order to make the estimation flexible but not arbitrary,
we define these two states by fuzzy sets and described as the
following two cases.

Case (a)—Exploration: In this case, f is a relatively large
value (e.g., larger than the threshold 0.4), somehow like
Fig. 3(a). In the left of Fig. 3(a), the current population is
more likely distributed in different regions, it is necessary to
explore and find better regions. While in the right of Fig. 3(a),
the best individual is far away from the current population,
which means the current population may get trapped in the
local area and should improve the diversity. We define this
state as exploration state.

Case (b)—Exploitation: In contrast, a small value of f (e.g.,
smaller than the threshold 0.3) can be seen from Fig. 3(b). In
the left of Fig. 3(b), the current population is in the same
region. While in the right of Fig. 3(b), most of the individ-
uals are around the best individual, only few individuals are
distributed in other areas. At these two moments, the current
population may find global optima, and it is the time to utilize
the better information and accelerate the convergence speed.
So, this case is likely to represent the exploitation state.

We have investigated these two thresholds in Table S.I in
the supplementary material. With the above two fuzzy sets
defined, we can estimate the evolutionary state of the cur-
rent generation by two rules. The first rule is “unique rule.”
That is, if f belongs to a unique set, the current generation
can be classified to the corresponding unique state. For exam-
ple, if f = 0.2, the current state is classified to s2 because it
only belongs to s2 which is the exploitation state. However, if
f belongs to two sets, then the state is classified according to
the state of the last generation and the following “stable rule.”
That is, the current state is still classified to state in the last
generation to make the evolutionary state stable. For example,
when f = 0.33, it can belong to both s1 (exploration) and s2
(exploitation). However, if the last state is s1, we still classify
the current state to s1. While if the last state is s2, we classify
the current state to s2.

With the evolutionary state been estimated, we can adap-
tively control the mutation strategy selection more pertinent
for normal individuals in the balance population to match
the requirements of different evolutionary states. Two more
schemes and their advantages are described as follows.

Scheme 3—Using DE/current-to-rand/1 for Normal
Individuals in Balance Population in Exploration State: In
this state, exploring as many regions as possible and increas-
ing the population diversity are beneficial to the population
evolution. DE/current-to-rand/1 shows good diversity and is
suitable in this state [52].

Scheme 4—Using DE/current-to-pbest/1 for Normal
Individuals in Balance Population in Exploitation State: In
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this state, we wish to accelerate the population convergence
speed, so the relatively greedy mutation strategy “DE/current-
to-pbest/1” that guides the individuals toward the top p%
solutions is suitable.

Based on the ESE, the three parallel populations can adap-
tively choose their suitable mutation strategies and run con-
currently, which relieves the sensitivity of mutation strategies.

C. Adaptive Individual Parameter Settings (F and CR)
Based on HSE

Good individual parameters (F and CR) can generate indi-
viduals that are more likely to survive and thus these individual
parameters should be recorded and reused in the following
generations. So, we use the HSE to adaptively update the
individual parameters. The basic idea is to record the recent
successful F and CR and use them to produce new F and CR.

As different F and CR are suitable for different strategies,
successful F and CR values for each strategy are recorded
and updated separately. That is, there are two different indi-
vidual parameter controls for the corresponding two mutation
strategies. Our individual parameter control method is an
improvement of JADE [46], [56].

In JADE, the crossover rate CRi for each individual xi is
generated according to a normal distribution with mean μCR
and standard deviation 0.1, truncated to [0, 1]

CRi = randni(μCR, 0.1). (12)

The mean μCR is updated at the end of each generation as

μCR = (1 − c) × μCR + c × meanA(SCR) (13)

where c is a constant set as 0.1, and meanA is the arithmetic
mean. The SCR is set that stores all the successful CR values.

Similarly, the amplification factor Fi for each individual xi

is generated according to a Cauchy distribution with location
parameter μF and scale parameter 0.1 shown in (14), and then
truncated to be 1 if Fi > 1 or regenerated if Fi ≤ 0

Fi = randci(μF, 0.1). (14)

The location parameter μF is updated at the end of each
generation as

μF = (1 − c) × μF + c × meanL(SF) (15)

where meanL is the Lehmer mean calculated as (16). SF is the
set that stores all the successful F values

meanL(SF) =
∑

F∈SF
F2

∑
F∈SF

F
. (16)

In order to speed up the individual parameter update process
to obtain more successful F and CR, we use a new adap-
tive individual parameter control method, an improvement of
JADE by inserting a weighting strategy. In contrast to JADE,
which uses all successful F and CR values to guide individ-
ual parameter adaptation, we assign a large weight to those
successful F and CR which can improve the individuals to
a large degree, while a small weight to the successful F and CR
which can only improve individuals a little, using the following
(17) and (18). The weight for each F and CR is calculated as

the normalized fitness improvement of the individual as shown
in (19)

μCR = (1 − c) × μCR + c ×
|SCR|∑

k=1

(ωk × SCR(k)) (17)

μF = (1 − c) × μF + c

×
⎛

⎝
|SF |∑

k=1

(
ωk × S2

F(k)
)
⎞

⎠
/⎛

⎝
|SF |∑

k=1

(ωk × SF(k))

⎞

⎠ (18)

ωk = �f (k)
∑|SCR|or|SF |

k=1 �f (k)
(19)

where �f (k) = ([|f (uk) − f (xk)|]/[|f (xk)|]).
As we can see, if �f (k) is small, which means this pair of

successful F and CR can just update the individual a little bit,
then the weight ωk will also be small correspondingly. While
if �f (k) is large, this combination of successful F and CR
can update the individual a lot, and the weight ωk will also
be large as we expected. We apply this individual parameter
control method to both mutation strategies.

Note that in the “DE/current-to-rand/1” strategy, the bino-
mial crossover operator is not applied, and CR is not required.
As a result, two μF are needed, one is used for “DE/current-
to-rand/1” strategy, and the other is used for “DE/current-
to-pbest/1.” While only one μCR is needed in ADDE for
“DE/current-to-pbest/1.”

D. Adaptive Population Parameter Setting (N) Based on BSI

So far, the works on adaptive population size N are relatively
fewer. However, the population size is an another important
control parameter in DE. The population with a small size will
convergence quickly while a large size has better diversity. In
order to preserve both diversity and convergence in the evolu-
tionary process, a suitable population size is required. Thus, in
our proposed ADDE, we adaptively control the population size
using the feedback information of the BSI in the evolutionary
process.

Denote the current population size as N. After CG gener-
ations, we calculate the absolute value of the improvement
percentage of the best solution compared with that in CG
generations before, shown in

∣
∣f

(
xbest,g

) − f
(
xbest,g−CG

)∣∣
∣∣f

(
xbest,g−CG

)∣∣ (20)

where f (xbest,g) is the fitness value of the current best individ-
ual and f (xbest,g−CG) is the fitness value of the best individual
CG generations before.

If the improvement of the best solution is larger than or
equal to a threshold θ , it indicates that the population evolves
well and a small population size will accelerate the con-
vergence. As a result, NG worst individuals are removed to
archive B while the remaining individuals are kept in the pop-
ulation. N is decreased to N–NG, and the archive B is used to
store the abandoned individuals and provide new individuals
for the population.
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Algorithm 1 Adaptive Population Size Control
Begin
1. If the improvement percentage of the best solution ≥ θ

2. If N > Nmin
3. Move the worst NG individuals from population to archive B;
4. N = N − NG;
5. End If
6. Else
7. If N < Nmax
8. Randomly move NG individuals from archive B to population;
9. N = N + NG;
10. End If
11. End If
End

While if the improvement is smaller than the threshold θ , or
the global best solution is even not updated, it can be said that
the algorithm is not performing well at the current generation.
The global optimum may lie in some other regions, and the
population may be trapped in local optima. As a result, new
different individuals are needed to improve the diversity. NG
individuals randomly selected from archive B are added into
the current population to make the population size N equal to
N + NG.

Note that the change percentage of the best solution will
become increasingly smaller during the process of evolution.
Therefore, the threshold θ should also keep reducing with the
algorithm process. Here, we propose an exponential model
shown in (21) to gradually reduce the threshold θ

θ = 10−1−4×FEs/FEmax. (21)

Two constants Nmin and Nmax are used to control the bound
of the population size. Besides, since the individuals stored
and taken are all from archive B, so the sum of the population
size N and the size of archive B remains constant in the entire
evolution process. The detailed pseudocode of the population
size control is illustrated in Algorithm 1.

Combining with all the adaptive control components, the
pseudocode of ADDE is presented in Algorithm 2.

E. Complexity Analysis

Herein, we denote the population size, the dimension of
problem, and the change quantity of population size as N, D,
and NG, respectively. First, in the initialization, the time com-
plexity of ADDE is O(N × D) + O(N), which is obtained by
steps 1–3 in MASTER process of Algorithm 2. Then, as for
individual evolution in ADDE, ESE is first executed, whose
time complexity is O(D) + O(N), obtained by (10) and (11).
Then, ADDE will send the entire population from MASTER
to three SLAVEs, where three populations called exploration
population, exploitation population, and balance population
are co-evolved concurrently by updating the superior, infe-
rior, and normal individuals, respectively. The time complexity
in defining the superior, inferior, and normal individuals is
O(N × log(N)), obtained by (9) and Fig. 2, while the sum of
time complexity in the process of evolution on three SLAVEs
is O(N × D), since the sum of updated individuals is N. After
that, the adaptive individual parameter settings (F and CR)
based on HSE is executed on MASTER, with the time com-
plexity of O(N), which is obtained by (17)–(19). Next, the

adaptive population parameter setting (N) based on BSI is exe-
cuted on MASTER, with the time complexity of O(NG × D),
which is obtained by Algorithm 1. As a result, the overall time
complexity of ADDE is O(N × D) + O(N × log(N)).

IV. EXPERIMENTAL RESULTS

A. Benchmark Functions and Experimental Setup

In this section, all the 30 functions proposed in the CEC
2014 test suite [57] are used to evaluate the performance of
ADDE. These functions can be classified into four groups. The
first group includes the first three functions f 1–f 3 which are
unimodal functions. The second group includes the next 13
functions f 4–f 16which are multimodal functions with a huge
number of local optima. The third group includes the next
six functions f 17–f 22 that are hybrid functions. The last group
includes the last eight functions f 23–f 30 that are composition
functions, which are much more complex and make our test
suite more comprehensive and convincing.

The maximum and minimum population size Nmax and
Nmin of ADDE are set to 10 × D and 2 × D. The initial
population of ADDE is set as Nmax. The change quantity
of population size NG is set as 0.4×D, while the time
span CG is set as 30 generations. The initial values of
μF and μCR of ADDE are both set as 0.5. The size of
archive A has a certain threshold Aup, which is 2.5 times
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TABLE I
COMPARISON RESULTS BETWEEN ADDE AND STATE-OF-THE-ART DDES ON 30-D PROBLEMS

of N. The parameter p in (7), which determines the greediness
of the mutation strategy, is set as 10%. We compare ADDE
with five DDE variants, including IBDDE [22], Cloudde [23],
AsAMP-dDE [25], DDE-SD [38], and DDEM-RCA [39].
Moreover, we also compare ADDE with nine ADE variants,
including CoDE [29], SaDE [31], jDE [44], DE-DPS [45],
JADE [46], JADE-sort [47], SHADE [48], EPSDE [53], and
IDE [54]. To have a reliable and fair comparison, the parame-
ter configurations (including the values of N, F, CR, and other
additional parameters) in all the competitor algorithms are set
the same as suggested in their original papers. The FEmax is
set as 10 000×D in all algorithms.

Due to the stochastic character of the algorithms, all the
algorithms run 30 times independently and the mean error
value is calculated to evaluate the performance of the algo-
rithms. Here, the error value smaller than 10−8 will be taken
as 0, which is the numerical zero on computer arithmetic. For
clarity, the results of the best algorithms are marked in bold-
face. In addition, Wilcoxon’s rank-sum test [58] at α = 0.05 is
tested to evaluate the statistical significance of the results
between different algorithms. The symbols +, ≈, and − indi-
cate ADDE performs significantly better (+), similarly (≈), or
worse (−) when compared with the corresponding algorithm.

B. Comparison With DDEs on 30D Problems

We first compare ADDE with the 5 state-of-the-art DDE
variants on 30D benchmark functions to evaluate its overall

performance. The detailed experimental results are listed in
Table I. From Table I, we can see the following.

For the unimodal functions f1–f3, only ADDE can always
find the global optimal solution on all the three functions.
Moreover, ADDE performs significantly better than other DDE
variants, especially on f 1.

For the multimodal functions f4–f16, ADDE achieves the
best performance on almost all the functions, except on f 12.
Only DDE-SD performs slightly better than ADDE on f 12,
while other algorithms are all dominated by ADDE on all the
functions.

For the hybrid functions f17–f22, ADDE still keeps its supe-
riority and outperforms all the DDE variants on all these
functions.

For the composition functions f23–f30, DDEM-
RCA achieves the best performance on f 24, while almost
all the competitors achieve the similar performance on f 23.
However, ADDE still performs significantly better than other
DDE variants on all the other functions.

Overall, ADDE performs better than IBDDE, Cloudde,
AsAMP-dDE, DDE-SD, and DDEM-RCA on 30, 24, 27, 28,
and 27 functions, respectively. Conversely, Cloudde, DDE-
SD, and DDEM-RCA can only surpass ADDE on 1 function.
IBDDE and AsAMP-dDE cannot outperform ADDE on any
function in our test. As a result, ADDE achieves the best
performance on these functions.

To further study the evolutionary behavior of different
algorithms, we draw their convergence curves to observe
their evolutionary processes. Besides, in order to make our
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(a) (b) (c)

(d) (e) (f)

Fig. 4. Convergence curves of ADDE and other state-of-the-art DDE variants on six representative functions. (a) Unimodal function f 1, (b) multimodal
function f 4, (c) hybrid function f 17, (d) hybrid function f 20, (e) hybrid function f 21, and (f) composition function f 27.

comparison more convincing, we choose several benchmark
functions from all the three groups. Here, we select unimodal
function f 1, multimodal function f 4, hybrid functions f 17,
f 20, and f 21, and composition function f 27 as the represen-
tative instances. The convergence curves of these algorithms
on the 6 selected benchmark functions are plotted in Fig. 4.
From Fig. 4(a), we can see that ADDE finds the global optimal
solution quickly while other algorithms occur stagnation in the
early stage or evolve slower on unimodal function f 1. Similar
phenomenon can also be observed on the multimodal func-
tion f 4 in Fig. 4(b). On hybrid functions f 17, f 20, and f 21,
shown in Fig. 4(c)–(e), IBDDE converges slower while other
compared DDE variants can achieve a similar performance.
Moreover, ADDE obtains the highest accuracy when com-
pared with all the other algorithms. For composition function
f 27 in Fig. 4(f), ADDE converges a little slower in the early
stage of the evolutionary process, but obtains a better solution
compared with other algorithms in the later stage and finally
obtains the best result. Overall, ADDE generally outperforms
other DDE variants.

C. Comparison With ADEs on 30D Problems

To further verify the effectiveness of ADDE, here, ADDE
is compared with nine state-of-the-art ADE variants on 30D
benchmark functions to evaluate its overall performance.
Table II summarizes the comparison results between ADDE
and other ADE algorithms, while the detailed comparison
results are shown in Table S.II in the supplementary material

for saving space. From Table II and Table S.II in the supple-
mentary material, we can see the following.

For the unimodal functions f1–f3, most of the ADE variants
can achieve the similar performance to ADDE on f 2 and f 3.
However, ADDE performs significantly better than other ADE
variants and obtains the global optimal solution on f 1.

For the multimodal functions f4–f16, we can see that ADDE,
JADE-sort, and SHADE generally outperform other ADE vari-
ants. Even both JADE-sort and SHADE dominates ADDE
on f 5, f 11, f 12, and f 16, ADDE still achieves higher accu-
racy than JADE-sort and SHADE on f 4, f 6, f 8, f 10, f 14,
and f 6, f 7, f 13, f 14, respectively. Such results indicate that
ADDE can keep population diversity and avoid premature
convergence.

For the hybrid functions f17–f22, ADDE gradually shows its
tremendous superiority. ADDE obtain the best performance on
almost all these test functions, except on f 18 and f 19.

For the composition functions f23–f30, there is no ADE
variant which can always obtain the best performance. For
instance, EPSDE performs best on f 25, f 28, and f 29, while
IDE achieve the best performance on f 30. However, ADDE
still keeps its dominant position on most functions, such as
f 24, f 26, and f 27. Such observation fully shows the superiority
of ADDE when solving more complex problems.

Overall, ADDE performs better than CoDE, SaDE, jDE,
DE-DPS, JADE, JADE-sort, SHADE, EPSDE, and IDE on
19, 27, 20, 25, 18, 16, 16, 20, and 13 functions, respectively.
Conversely, CoDE, SaDE, jDE, JADE, JADE-sort, SHADE,
EPSDE, and IDE can only surpass ADDE on 5, 1, 2, 4, 6, 5,
5, and 8 functions, respectively. DE-DPS cannot outperform
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TABLE II
SUMMARIZED RESULTS BETWEEN ADDE AND STATE-OF-THE-ART ADES ON 30-D PROBLEMS

TABLE III
SUMMARIZED RESULTS BETWEEN ADDE AND STATE-OF-THE-ART DDES ON 100-D PROBLEMS

TABLE IV
SUMMARIZED RESULTS BETWEEN ADDE AND STATE-OF-THE-ART ADES ON 100-D PROBLEMS

ADDE on any function in our test. As a result, ADDE achieves
the best performance on these functions.

We further draw the convergence curves of these algorithms
to observe their evolutionary processes. Similarly, we also
select unimodal function f 1, multimodal function f 4, hybrid
functions f 17, f 20, f 21, and composition function f 27 as the
representative instances. The convergence curves of these algo-
rithms on the 6 selected benchmark functions are plotted in
Fig. S1 in the supplementary material due to the page lim-
itation. From Fig. S1(a) in the supplementary material, we
can see that ADDE converges to better solution quickly while
other algorithms occur stagnation in the early stage or evolve
slower on unimodal function f 1. In Fig. S1(b) in the sup-
plementary material, only ADDE, JADE, and SHADE can
converge to the optimal solution on multimodal function f 4.
While in Fig. S1(c) in the supplementary material, most of
the competitors can achieve similar performance on hybrid
function f 17, however, ADDE is still more accurate than other
algorithms. Similar phenomenon can also be observed on the
functions f 20 and f 21 in Fig. S1(d) and (e) in the supplemen-
tary material. For composition function f 27 in Fig. S1(f) in
the supplementary material, ADDE appears a short stagnation
in the middle of an evolutionary process, but obtains the best
solution among all the compared algorithms in the following
stage. Overall, ADDE outperforms other ADE variants.

D. Scalability of ADDE on 100D Problems

In order to investigate the scalability of ADDE, we fur-
ther compare the performance of ADDE with these DDE and
ADE variants on f 1–f 30 with 100D. The summarized results
on 100D are shown in Tables III and IV, while the detail exper-
imental results on 100D can be seen in Tables S.III and S.IV
in the supplementary material due to the space limitation. As
we can see, with the increasing dimensions, the performance
of many algorithms is greatly deteriorated. Besides, Cloudde,
SHADE, and IDE may be more suitable to solve multimodal

problems, while CoDE, jDE, and JADE-sort perform relatively
better on hybrid functions. Even so, ADDE still keeps fast
convergence on unimodal problems while maintains the pop-
ulation diversity on multimodal or other complex problems. It
performs better than IBDDE, Cloudde, AsAMP-dDE, DDE-
SD, and DDEM-RCA on 30, 21, 27, 24, and 24 functions,
respectively and performs better than CoDE, SaDE, jDE, DE-
DPS, JADE, JADE-sort, SHADE, EPSDE, and IDE on 21, 25,
17, 23, 19, 17, 18, 21, and 17 functions, respectively. While
Cloudde, DDE-SD, and DDEM-RCA can only surpass ADDE
on 5, 2, 3, and 4 functions, respectively, CoDE, SaDE, jDE,
DE-DPS, JADE, JADE-sort, SHADE, EPSDE, and IDE can
only surpass ADDE on 6, 3, 8, 4, 5, 7, 5, 7, and 10 func-
tions, respectively. IBDDE cannot outperform ADDE on any
function in our test. These results demonstrate that ADDE can
also remain good performance when the dimension increases
to 100.

E. Comparison With the Winner of the CEC
2014 Competition

To further demonstrate the superiority of ADDE,
in this section, we compare ADDE with the winner
of the CEC 2014 competition, L-SHADE [49], and
its variant jSO [51]. The codes are downloaded from
http://www.ntu.edu.sg/home/epnsugan/. The detailed compar-
ison results between ADDE, L-SHADE, and jSO are listed in
Table V. The best results are highlighted in boldface. From
Table V, we can see the following.

1) On 30D problems, ADDE can achieve similar
performance with L-SHADE and jSO when solving the
unimodal problems.

2) L-SHADE and jSO have the superiority on the
multimodal and hybrid problems. However, ADDE has
its advantage on the composition problems and domi-
nates L-SHADE on f 24, f 28, and f 30, dominates jSO
on f 24 and f 28.
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TABLE V
COMPARISON RESULTS BETWEEN ADDE AND WINNER OF THE CEC 2014 COMPETITION

TABLE VI
SUMMARIZED RESULTS BETWEEN ADDE AND OTHER ALGORITHMS ON REAL-WORLD APPLICATION PROBLEMS

3) When the dimension increases, ADDE still keeps its
superiority on composition problems and dominates
L-SHADE on f 24, f 26, and f 30, dominates jSO on f 24
and f 26.

Therefore, ADDE, L-SHADE, and jSO have their different
advantages on different problems.

F. Comparison With on Real-World Application Problems

We further test the performance of ADDE on a suite of real-
world application problems from the CEC 2011 test suite [59]
to verify its practicability. The summarized comparison results
between ADDE and other DDE and ADE algorithms are
shown in Table VI, while the detailed comparison results are

shown in Table S.V in the supplementary material for sav-
ing space. Moreover, the jSO algorithm is adopted for further
comparison. The FEmax is set as 150 000 in all algorithms,
as required in [59]. From Table VI and Table S.V in the
supplementary material, we can see that ADDE is signifi-
cantly superior to IBDDE, Cloudde, AsAMP-dDE, DDE-SD,
DDEM-RCA, CoDE, SaDE, jDE, DE-DPS, JADE, SHADE,
and EPSDE on at least 10 problems, while none of these algo-
rithms can significantly surpass ADDE on more than 3 prob-
lems. Moreover, ADDE significantly outperforms JADE-sort
and IDE on 9 and 8 problems, respectively, while it is signifi-
cantly beaten by them on only 1 and 2 problems, respectively.
When compared ADDE with jSO, both the two algorithms
have very similar performance. The results in Table VI show
that ADDE and jSO play even and significantly outperform
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each other on 5 problems, while the results in Table S.V in the
supplementary material further show that they are both the two
most superior algorithms among all the competitors in solving
these problems. As a result, ADDE has a very good practica-
bility and can be applied to solve the real-world application
problems.

G. Effects of ADDE Components

The main components of ADDE are the strategy adaptation
selection and parameter adaptation control (F, CR, and N). In
this section, we will discuss the property and effect of each
component.

1) Strategy Adaptation Selection: First, in order to investi-
gate the effect of strategy adaptation selection, we compare
ADDE with two ADDE variants with only one mutation
strategy (i.e., DE/current-to-rand/1 and DE/current-to-pbest/1)
and one ADDE variant with random mutation strategy
(50% chance to use both mutation strategy). We denote the
ADDE variant with only one strategy of DE/current-to-rand/1
and DE/current-to-pbest/1 as ADDE-rand and ADDE-pbest,
respectively and denote the ADDE variant with random muta-
tion strategy as ADDE-50%. The detailed results of the com-
parisons are listed in Table S.VI in the supplementary material.
The effectiveness of DE/current-to-rand/1 has been verified
when it was applied to solve rotated problems [52], [60],
because it can maintain good diversity of the population. It
also performs well on the hybrid function f 17. However, it
also slows the convergence speed on some other functions,
as can be seen from the Table S.VI in the supplementary
material. Moreover, DE/current-to-pbest/1 can accelerate the
convergence speed by utilizing the top p% individuals to guide
the flying of individuals, which is very useful to solve uni-
modal problems f 2 and f 3, but it also gets trapped in local
optima on some other problems.

As we can see, not a single mutation strategy is attrac-
tive, and only an appropriate mutation strategy is beneficial.
However, without any prior knowledge about the test function,
ADDE still performs better than ADDE-pbest and ADDE-
rand on 18 and 26 functions. ADDE-50% can outperform
ADDE-pbest and ADDE-rand on many functions, which indi-
cates the combination of two mutation strategy is helpful for
algorithm. However, ADDE-50% is still much worse than
ADDE, which can only dominate ADDE on 1 function but
dominated by ADDE on 20 functions. Therefore, the adaptive
mutation strategy in ADDE is intelligent and useful to select
the suitable mutation strategy for different individuals, which
achieves higher accuracy than other ADDE variants without
adaptive strategy control. The better performance of ADDE is
due to make full use of feedback information from both evo-
lution states and individuals. It can achieve a better balance
between exploration and exploitation. As a result, the strategy
adaptation selection in our algorithm is useful.

2) Individual Parameter F and CR Adaptation Control:
Although strategy adaptation selection performs better than
other ADDE variants without strategy control, the performance
is still sensitive to the individual parameter settings. To

research the effect of the individual parameter adaptation con-
trol in ADDE, here, three ADDE variants with different F and
CR are compared with ADDE on f 1–f 30. The F in all ADDE
variants is set as 0.5 and CR is set as 0.1, 0.5, and 0.9, respec-
tively. We denote the ADDE variants with CR = 0.1, 0.5,
and 0.9 as ADDE(0.1), ADDE(0.5), and ADDE(0.9), respec-
tively. Moreover, we also compare ADDE with its variants
with the existing parameter adaptation mechanisms. Herein,
we choose two famous parameter adaptation mechanisms used
in jDE [44] and JADE [46]. We called the ADDE variants
with the parameter adaptation mechanisms used in jDE and
JADE are ADDE-jDE and ADDE-JADE, respectively. The
detail comparison results are listed in Table S.VII in the
supplementary material.

As we can see, CR = 0.1 is able to maintain population
diversity and performs better on multimodal functions f 10-f 12,
but it slows the convergence speed and performs worse on
the other functions, such as on unimodal function f 1. In con-
trast, CR = 0.9 achieves fast convergence and obtains more
accurate results on the unimodal function, such as f 1, but it
may suffer from premature convergence and poor population
diversity on multimodal functions on f 10–f 12. Besides, ADDE-
jDE performs even worse than the ADDE variant with a fixed
parameter. That may because the adaptive parameter mech-
anism used in the jDE algorithm is not suitable to the two
mutation strategies DE/current-to-rand/1 and DE/current-to-
pbest/1 used in ADDE. It may suitable to the mutation strategy
DE/rand/1 used in the jDE algorithm. However, ADDE-JADE
performs much better than the ADDE variant with a fixed
parameter. That is because in the JADE algorithm, it also
used the mutation strategy DE/current-to-pbest/1 and its adap-
tive parameter mechanism is suitable to the mutation strategy
DE/current-to-pbest/1. But ADDE-JADE performs still much
worse than ADDE since the adaptive parameter mechanism
used in ADDE is an improvement of JADE, which can fur-
ther speed up the individual parameter update process and
obtain more successful F and CR. Moreover, the performance
of ADDE is independent on the optimization problems. Not
only it can obtain more accurate solutions and faster conver-
gence speed on the unimodal functions but also able to keep
the population diversity and prevent premature convergence
on other complex functions. All in all, from Table S.VII in
the supplementary material, we can see that ADDE performs
better than ADDE(0.1), ADDE(0.5), ADDE(0.9), ADDE-jDE,
and ADDE-JADE on 21, 24, 20, 25, and 18 functions, respec-
tively. In other words, our parameter adaptation control makes
ADDE achieve fast convergence and good diversity at the
same time.

Next, we further analyze the evolution behavior of CR
value in ADDE. From the above experiments, we find that
ADDE(0.9) performs well on f 1, f 4, and f 17, while ADDE(0.1)
is able to obtain better results on f 10–f 12. Thus, we take these
six functions as the representative instances to further verify
the effectiveness of parameter adaptation. The variation of CR
values in the evolutionary process is observed to check the
parameter adaptation mechanism in ADDE.

Since the CR value is controlled by the adaptive parame-
ter μCR, which evolves as the algorithm process in ADDE,
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we plot the variation of μCR values on these six functions
as the algorithm process in Fig. S2 in the supplementary
material for saving space. As we can see, in f 1, f 4, and f 17
shown in Fig. S2(a)–(c), μCR keeps increasing during the
evolutionary process, as we expected. On the contrary, the
μCR keeps decreasing during evolution in f 10–f 12 shown in
Fig. S2(d)–(f) in the supplementary material, which is consis-
tent to the actual requirement due to the good performance of
ADDE(0.1). Therefore, we can say that our parameter adapta-
tion method in the ADDE algorithm is effective and adaptive
to the evolutionary states of different problems.

3) Population Parameter N Adaptation Control: Population
size N also has a significant influence on the performance of
the algorithm. As we mentioned in Section III-D, we wish
to use small population size to accelerate the speed of con-
vergence, while using a large population size to improve the
population diversity and avoid being trapped in the local
optima. Therefore, in order to analyze the role of popula-
tion size adaptation in ADDE, we compare the performance
of ADDE with four ADDE variants with fixed population
size setting N = 100, 200, 300, and 400, which are defined
as ADDE(100), ADDE(200), ADDE(300), and ADDE(400),
respectively. The averaged results over 30 runs in each problem
are presented in Table S.VIII in the supplementary material in
detail.

ADDE(400) maintains a large number of individuals to keep
diversity, and its effectiveness can be verified from hybrid
functions f 17 and f 18. However, it also slows the speed of con-
vergence on some test functions, such as f 10–f 12. In contrast,
ADDE(100) keeps a relatively small number of individuals,
which can accelerate convergence, seen from f 10–f 12, f 15,
and f 16. However, when dealing with other complex prob-
lems such as f 27–f 30, they may lead to premature convergence.
Nevertheless, the method of population size adaptation in
ADDE is independent on the optimization problems, it can
find a proper population size to achieve a balance between
maintaining the population diversity and speeding up the
convergence.

In a word, from the Table S.VIII in the supplementary mate-
rial, ADDE performs better than ADDE(100), ADDE(200),
ADDE(300), and ADDE(400) on 22, 20, 19, and 21 func-
tions, respectively. Therefore, we can say that our population
size adaptation method is helpful for both keeping diversity
and speeding up the convergence.

V. CONCLUSION

In this article, an ADDE is proposed, which devel-
ops a novel master–slave multipopulation DDE algorithm.
In ADDE, three populations called exploration population,
exploitation population, and balance population are co-evolved
concurrently to maximize their strengths by cooperation and
enhance the global optimality of DDE. Moreover, different
populations adaptively choose different mutation strategies
based on the ESE to make full use of the feedback information
from both individuals and the whole corresponding population.
Besides, we proposed the adaptive parameters (F, CR, and N)
method according to HSE and BSI. As a result, ADDE can

find a well balance between fast convergence and diversity
maintaining.

To evaluate the performance of the proposed algorithm
ADDE, we have tested ADDE on a suite of benchmark func-
tions from the CEC 2014 and a suite of real-world application
problems from the CEC 2011 test suite. The experimental
results show that ADDE can outperform the compared state-
of-the-art DDEs and ADEs, on most of the functions based
on Wilcoxon’s rank-sum test. ADDE exhibits the appropriate
exploration and exploitation behaviors which are independent
on problems. Therefore, ADDE can quickly adapt to complex
and unknown optimization environments and can maintain
capabilities of exploration for diversity and exploitation for
convergence during the entire evolutionary process.

For future work, we wish to extend the ADDE algorithm
to solve more complicated optimization problems such as
multiobjective and dynamic optimization problems and apply
ADDE to some more real-world problems, such as power
systems or cloud computing resources scheduling.
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