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Abstract

It is widely acknowledged that loan companies face various risks, and there are

several models available to help them analyze customer behavior and control these

risks. My research focuses on building up models to predict customs behavior as well

as control the risk. In particular, we answer the following questions: which kind of

factors do we need to use to set up a model? What is the Markov chain model, and

how to use it? How to use the variational inference method to estimate the transition

matrix?

We give an introduction to the research problem, highlighting its background, the

significance of my research, and its objectives and outcomes in Chapter 1. The aim

of our model is to overcome some common challenges encountered in the machine

learning area, such as the concept drift problem and the data imbalance problem. One

of the key contributions of our model is the provision of interval estimations for the

coefficients within the transition matrices. This feature offers a distinct advantage

over conventional models as it allows for greater flexibility in terms of coefficient

selection.

In Chapter 2, we conduct a literature review from various perspectives on the

research problem. We show that there are many factors that could affect customs

behavior, such as income, job situation, health shocks, divorce, accidents, the market

value of house prices, current loan-to-value, and so on. Previous researchers used

different models to analyze the risks for the loan company. We will particularly use

the Markov chain model, logistic regression model, and random forest tree model in

our following work. We will apply the variational inference method in the Markov

chain transition matrix, which gives us more flexibility to the model.

Chapter 3 focuses on developing an intelligent, machine learning-based Markov

chain model to investigate loan risk and strategies for credit risk control. We re-

viewed the Markov chain model and the variational inference method in this chapter.

We combined these two methods together and set up a new model. Our model in-

volves the utilization of a Markov transition matrix to model state transitions of loan

accounts. We optimize collection actions for each state and age of every consumer

type to maximize the lender’s expected value. Additionally, we tackle the challenge

of imbalanced data by employing the variational inference method and logistic re-

gression model. This approach bridges the gap commonly found in traditional ma-

chine learning processes when dealing with imbalanced datasets, thus improving

prediction accuracy and reliability. The results of this chapter have been submitted

to a reputable journal. Our model offers a novel approach to credit risk manage-

ment. We anticipate that our study will significantly impact credit risk management

practices and lay the foundation for future advancements.



Chapter 4 explores an effective approach to scheduling collection actions on con-

sumer term-loan accounts. To achieve this, we employ a Markov decision model that

facilitates efficient decision-making over time. The utilization of a Markov chain

model in managing consumer loans rests upon the understanding that loan accounts

naturally transition through various delinquency states over time. For example, an

account in good standing remains so with timely payments but transitions to a delin-

quent state if payment is not received by the due date. Transition probabilities be-

tween states can be estimated using historical data, such as through maximum likeli-

hood estimation. Our collection model gives an estimation of the profit for the loan

company so can help to minimize their risk by adopting different actions at differ-

ent levels. Our optimization approach takes into account the time value of money,

balancing interest revenue and borrowing costs. It also ensures time consistency

throughout the optimization process. We address competing risks that may arise be-

tween different account states and consider penalties that may be incurred due to late

payments.

Chapter 5 focuses on studying the Random Forest model and applying it to a

specific data set. We reviewed the random forest model and the logistic regression

model, and compared two of them. We create a scoring model aimed at predicting

loan default for new applicants. We are provided with a dataset containing infor-

mation about title loan customers, including their performance status (default) and

other factors. Initially, we analyze the relationship between the factors and select

appropriate ones. We then apply the random forest model to the data, achieving an

AUC over 80% by carefully choosing the hyper-parameter combination.

Finally, in Chapter 6 we give a conclusion about our research work and men-

tioned some future research directions in this area.
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1 INTRODUCTION

1.1 Background

A loan is a financial arrangement where one party, typically a financial institution such

as a bank, lends a specific amount of money to another party, usually an individual or a

business. The borrower is expected to repay the loan amount over a predetermined period

of time, along with any interest or fees agreed upon.

Loans can be used for various purposes, such as purchasing a house, financing a vehi-

cle, funding education, starting or expanding a business, or covering unexpected expenses.

The terms and conditions of a loan, including the interest rate, repayment period, and col-

lateral requirements, can vary depending on the type of loan and the lender’s policies.

It’s important to carefully consider your financial situation and ability to repay a loan

before borrowing. Be sure to review and understand all the terms and conditions, includ-

ing interest rates, repayment schedules, and any associated fees, to make an informed

decision.

The compatibility of the loan market refers to how well the loan products and services

offered by financial institutions align with the needs and preferences of borrowers. A

highly compatible loan market would provide a wide range of options and flexible terms

that meet the diverse requirements of borrowers.

In recent years, advancements in technology and changes in the financial industry

have significantly increased the compatibility of the loan market. Here are a few factors

contributing to its compatibility:

1. Diverse Loan Products: Lenders now offer a wide variety of loan products tailored

to different purposes, such as personal loans, mortgages, auto loans, student loans, and

small business loans. This enables borrowers to choose the loan type that best suits their

needs.

2. Flexible Terms: Loan providers are offering more flexible terms, including different

repayment periods, interest rate options, and repayment structures. This allows borrowers

to find loan terms that align with their financial capabilities and long-term goals.

3. Online Access and Digital Services: Many lenders now provide online platforms

and digital services, making it easier for borrowers to apply for loans, track their repay-

ment progress, and access account information [2], [3]. This convenience and accessibil-

ity enhance compatibility by meeting the expectations of tech-savvy borrowers.

4. Personalization and Customization: Financial institutions are increasingly focused

on personalized loan offerings. They assess borrowers’ financial situations, creditworthi-
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ness, and preferences to provide customized loan solutions, making the loan market more

compatible with individual needs.

5. Transparent Information: The loan market has become more transparent, with

lenders providing clear and detailed information about interest rates, fees, repayment

terms, and conditions. This allows borrowers to make informed decisions and compare

different loan options effectively.

It’s important to note that the level of compatibility may still vary across different

regions and lenders. It’s advisable for borrowers to research and compare loan options,

understand the terms and conditions, and assess their own financial circumstances before

making borrowing decisions.

There are many motivations for loan companies to expand their business market. First,

expanding into new markets allows loan companies to tap into a larger customer base, po-

tentially increasing their loan portfolio and generating more revenue. By reaching more

borrowers, they can generate more interest income and earn additional profits. Second,the

loan industry is highly competitive, and expanding into new markets helps loan companies

gain a larger market share. By establishing a presence in new regions or segments, they

can strengthen their competitive position and potentially outperform their rivals. Third,

expanding into new markets enables loan companies to diversify their risk exposure. By

operating in multiple markets, they can reduce their reliance on a single market’s perfor-

mance. This diversification strategy helps them mitigate risks associated with economic

downturns or changes in specific industries. Fourth, loan companies may identify under-

served or untapped markets with a high demand for loans. Expanding into these markets

allows them to address the needs of borrowers who may not have easy access to credit,

thereby fulfilling a demand gap and establishing a strong presence in a relatively unex-

plored area. Fifth, expanding into new markets can provide loan companies with access to

different customer segments. For example, they may target specific demographics, such

as small business owners, students, or individuals with limited credit history. By catering

to these segments’ unique needs, loan companies can broaden their customer base and

attract new borrowers. Sixth, with expansion, loan companies may achieve economies

of scale. By spreading their fixed costs over a larger customer base, they can potentially

reduce operational expenses per loan and enhance their overall efficiency. This can con-

tribute to improved profitability and competitiveness. In summary, it’s important for loan

companies to conduct thorough market research and analysis before expanding into new

markets. Understanding the local regulations, cultural nuances, and customer preferences

is crucial for a successful expansion strategy.

There are various models used in controlling the risk of loans. The specific mod-
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els used can vary depending on the institution or organization, but some commonly used

models include: a) Credit Scoring Models: These models assess the creditworthiness of

borrowers based on their credit history, payment behavior, income, and other relevant

factors. b) Default Probability Models: These models estimate the likelihood of a bor-

rower defaulting on their loan based on historical data and various risk factors. c) Loss

Given Default Models: These models predict the potential loss a lender may incur in

the event of a borrower default. They take into account factors such as collateral value,

recovery rates, and liquidation costs. d) Stress Testing Models: These models simulate

the impact of adverse economic scenarios on loan portfolios, helping to assess potential

risks and evaluate the resilience of the portfolio under different stress conditions. e) Risk

Rating Systems: These models assign risk ratings to loans based on a combination of

quantitative factors (such as credit scores) and qualitative factors (such as industry risk,

management quality, and market conditions). f) Value at Risk (VaR) Models: These mod-

els estimate the potential loss in the loan portfolio over a specified time horizon, typically

using statistical techniques to calculate the maximum expected loss at a given confidence

level. g) Machine Learning and Artificial Intelligence Models: These advanced models

use algorithms to analyze large volumes of data and identify patterns and trends that may

contribute to loan risk. They can help in credit scoring, fraud detection, and portfolio risk

management. It’s important to note that these models are generally used in combination,

taking into account different aspects of loan risk, to ensure a comprehensive assessment

and control of lending risks (see [4], [5], [6], and [7]).

The main objective of this project is to establish several models that can effectively

analyze and understand the behavior of loan customers. Given that obtaining a loan is a

significant and routine aspect of our everyday lives, it is crucial to investigate and com-

prehend the various factors that influence borrowers’ decisions and actions.

Almost everyone encounters situations where they require financial assistance, such as

purchasing a house or apartment, buying a car, or even acquiring a cash loan for specific

expenses. These instances emphasize the importance of understanding loan customers’

behavior to manage potential risks effectively.

The research conducted within this project encompasses both secured loans and unse-

cured loans. Secured loans involve collateral, which serves as a guarantee for repayment,

examples of which are mortgage loans and auto loans. On the other hand, unsecured loans

do not require collateral. The study aims to analyze both types of loans comprehensively,

considering the distinctive characteristics and risk factors associated with each type.

By establishing accurate models to investigate loan customers’ behavior, lenders, fi-

nancial institutions, and policymakers can make informed decisions, develop appropriate
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risk management strategies, and ensure responsible lending practices for the benefit of

both borrowers and lenders.

1.2 Research Motivation and Significance

Housing wealth is typically the largest component of wealth for households and mort-

gages are their main source of credit. During the recent global financial crises, unhealthy

debt triggered a wave of foreclosures that impacted household consumption, balance

sheets as well as the transmission of monetary policy to the real economy. When a crisis

happens, consumer welfare has been jeopardized, and the ability of consumers to meet

their loan obligations has been severely affected. As such, many economies experience

rising impaired loans, which are choking the financial sector and the overall performance

of their economies. Thus, the risk needs to be controlled and it is worth studying cus-

tomers behavior during different periods.

My research is to build several models focusing on the following issues:

1. Predict a customer’s behavior when he/she is applying for a loan to make a decision

on if going to approve the loan or not.

2. Predict a customer’s delinquency possibilities when he/she has already started a

loan. This could help the loan company to control its cash flow.

3. Using the Markov chain model to fulfill basic ideas and applying the Bayesian

method, and logistic regression method to build the model.

4. Using the Random Forest model to study a loan example.

5. Use the proposed model to help the loan company to expand its business market.

In general, it is a very complicated problem to predict an individual’s behavior since dif-

ferent individual has a different habit and their behavior could depend on all kinds of

factors for different individual. Many research work have done in various fields such as in

Antisocial Behavior [8], [9], health related problems and cyber security issues [10]–[13].

Ignoring some very rare factors (e.g. accident, serious illness, etc.), for the majority there

will be some kind of regular connections between their payment behavior and their cur-

rent status (which may change at any time), such as unemployed, financial crisis, getting

divorced, bankrupt, getting through Covid-19 pandemic, experiencing a hurricane, getting

over an earthquake, etc. Therefore, there are many questions related to this problem we

need to investigate.

In this project, the following topic will be focused on and discussed:
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• Which information is related? What factors are important to us? How can we

specify them?

• How a factor will impact a customer’s behavior? How to quantitate a factor?

• Which model is appropriate? How bias is a factor?

Our models are very powerful and could be used in various aspects including but not

limited to the following examples:

1. Market Research and Analysis: Conduct research on target markets, customer de-

mographics, and industry trends. Gather data on consumer preferences, competitor anal-

ysis, and market demand to assist the marketing team in developing effective strategies

and campaigns.

2. Customer Segmentation: Help the marketing team identify and segment the target

audience based on various criteria, such as age, income level, location, or specific loan

needs. This allows them to tailor marketing messages and initiatives to specific customer

segments and improve the overall targeting and effectiveness of their campaigns.

3. Content Creation: Assist in creating compelling and informative content for mar-

keting materials, such as website pages, blog posts, social media content, and email cam-

paigns. This can involve writing engaging copy, producing relevant visuals, and ensuring

that the content aligns with the company’s branding and messaging.

4. Digital Marketing Support: Provide assistance in digital marketing activities, in-

cluding search engine optimization (SEO), pay-per-click (PPC) advertising, social media

management, and email marketing. Help optimize online presence, increase website traf-

fic, and improve lead generation efforts through effective digital marketing strategies.

5. Analytics and Performance Tracking: Help set up and analyze marketing analytics

tools to track the performance of marketing campaigns, website traffic, lead generation,

and conversion rates. Provide insights and reports on key performance indicators (KPIs)

to help the marketing team assess the effectiveness of their initiatives and make data-

driven decisions.

6. Customer Feedback and Surveys: Assist in gathering and analyzing customer feed-

back through surveys or other feedback channels. This information can help the market-

ing team understand customer needs, preferences, and pain points, allowing them to refine

their messaging and tailor marketing efforts accordingly.

7. Collaborate on Campaigns: Collaborate with the marketing team to brainstorm

ideas, develop marketing campaigns, and execute promotional activities. Offer input on

creative concepts, messaging, and strategies based on your understanding of the target

audience and market dynamics.

14



1.3 Significance of the Research

The lending environment has been far from stable within the subprime home equity in-

dustry. The covid-19 pandemic brings the credit risk control area new challenges for both

banks and loan companies. It even counts as a life-or-death choice for some companies.

This research is focusing on setting up a new model which could produce forecasts of the

outstanding balance in each delinquency state. This prediction is useful for predicting the

cash flow situation for banks or companies. This project will be a pioneer study to use

machine learning methods in the credit risk control field.

In this project, we have made significant advancements by developing a novel model

that combines the traditional Monte Carlo Markov chain method with the variational in-

ference method. By integrating these two powerful approaches, we have enhanced the

accuracy and efficiency of our analysis.

One of the key contributions of our model is the provision of interval estimations for

the coefficients within the transition matrices. This feature offers a distinct advantage

over conventional models as it allows for greater flexibility in terms of coefficient selec-

tion. This flexibility, in turn, helps address common challenges encountered in machine

learning, such as the concept drift problem and the data imbalance problem.

The concept drift problem refers to the phenomenon where the statistical properties

of the target variable change over time, making it difficult for traditional models to adapt.

However, by integrating the Monte Carlo Markov chain method, our model excels at cap-

turing and adapting to these changes in real-time. This enables us to effectively monitor

and predict loan customers’ behavior, even in dynamic and evolving scenarios.

Moreover, the data imbalance problem, which arises when the number of instances be-

longing to one class significantly outweighs the other, can also be mitigated through the

incorporation of the variational inference method in our model. By employing this tech-

nique, we optimize the model’s ability to handle imbalanced datasets, ensuring reliable

predictions and minimizing biases.

Overall, the inclusion of these advanced techniques in our model significantly im-

proves the precision and robustness of loan customer behavior analysis. We are confi-

dent that our innovative approach will have far-reaching applications in the field of risk

management, allowing financial institutions to make informed decisions and effectively

control loan-related risks.

The novel framework proposed in this research is expected to help the industry de-

velop a new method for evaluating a particular loan or pricing a new loan since it gives a

prediction of customer payment information. The company could decide whether or not
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to approve the loan or approve the loan with what level of interest. For example, if the

customer is with less credit, then the company can reduce its own risk by increasing the

interest rate for the customer, and vice versa. The model could also help clients to analyze

their ability for future payment and help them to make choices. In this way, it may help

the industry significantly improve decision-making efficiency, reduce the human working

intensity, and save the cost of system management.

This research may be an effective response to the public’s concern about the loan risk

control: (i) avoiding refinancing of FRMs mortgages for households; (ii) avoiding inter-

mediary organizational constraints and lack of effective competition, especially within

the refinancing market resulting in limited debt relief or refinancing; (iii) averting agency

conflicts in servicing of largely securitized mortgages; and (iv) reducing moral hazard

concerns in that by offering debt relief to distressed borrowers, many solvent borrowers

could stop making payments to enjoy similar benefits.

The significance of my research on how to expand the loan company’s market lies in

its potential to provide valuable insights and inform strategic decision-making.

Our research can help identify untapped market segments, emerging trends, and new

opportunities for the loan company to expand its customer base. It allows the company

to understand market dynamics and assess the potential demand for its loan products in

different regions or target demographics.

By conducting thorough research, you can gain insights into customer needs, prefer-

ences, and pain points. This understanding is crucial for tailoring loan products, services,

and marketing initiatives to effectively meet customer expectations. It helps the loan com-

pany address specific customer needs and differentiate itself from competitors.

Research can help the loan company anticipate potential challenges or risks associ-

ated with expanding into new markets. It allows the company to assess regulatory re-

quirements, competitive landscapes, economic conditions, and cultural factors that may

impact its operations. By being well-informed, the loan company can develop strategies

to mitigate risks and overcome obstacles.

Our research provides data and insights that can support data-driven decision-making

within the loan company. It enables the company’s management and marketing teams to

make informed choices based on market trends, customer behavior, and industry analysis.

This helps reduce guesswork and enhances the chances of success in expanding the loan

company’s market.

Through our research, the loan company can gain a competitive edge by better under-

standing its target market, competitors, and customer preferences. It allows the company

to develop unique value propositions, differentiate itself from competitors, and position
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its loan products or services more effectively.

Overall, the significance of your research lies in its potential to inform the loan com-

pany’s expansion strategy, improve decision-making, and increase the company’s chances

of success in new markets. By providing valuable insights, you can help the loan company

navigate the complexities of expansion and achieve its growth objectives.

1.4 Outcomes of the Research

The project is expected to fill several research gaps in the field of machine learning meth-

ods used in credit risk control. A new approach will be applied to dig out more informa-

tion from the current. This study will be groundbreaking in addressing the issue of data

mining in the area of credit risk analysis. Unlike existing studies that have achieved good

results in overall prediction accuracy, this project will discuss the performance of these

models on minority classes. Its contribution to knowledge is mainly reflected in many

aspects.

New models based on the Markov chain idea will be built. An innovative machine

framework adopting the Bayesian estimation method will be designed to adjust the pa-

rameters in the Markov chain model. We will apply the Variational Bayes strategy in the

logistic model for approximate Bayesian inference. This research delves into the develop-

ment of an intelligent and machine learning-based Markov chain model that is specifically

designed to examine loan risk and establish effective strategies for controlling credit risk.

The model involves the careful modeling of state transitions for loan accounts using a

Markov transition matrix, along with optimizing collection actions at each state and age

for different consumer types. The objective is to maximize the expected value for the

lender.

To address the challenges posed by imbalanced data, especially in the minority class,

we have incorporated innovative algorithms and devised a consecutive incremental batch

learning framework within the model. This framework aims to enhance the performance

of the model and improve its accuracy in predicting credit risk.

Moreover, in order to bridge the gap in imbalanced data during the traditional ma-

chine learning process, we have employed the variational inference method and logistic

regression model. These techniques aid in addressing the imbalance and further refine the

model’s predictions. By combining these advancements, we anticipate that the results of

this study will contribute significantly to the field of credit risk. Our proposed machine

learning-based prediction method not only offers enhanced accuracy but also provides a

more effective approach towards managing credit risk.
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Our research focuses on the efficient scheduling of collection actions for consumer

term-loan accounts using a Markov decision model. Each consumer loan account, at

any given age, can fall into different account states such as current, delinquent, early

payoff, default, or bankrupt. To analyze the behavior and progression of loan accounts,

we employ a Markov transition matrix to model state transitions. This matrix allows us

to determine the probabilities of accounts moving between various states over time. By

leveraging this framework, we develop an optimization method that aims to maximize the

lender’s expected value by determining the most suitable collection action at each state

and age for each consumer type.

Our optimization approach takes into account multiple factors such as default risk,

operational cost, time value of money, tradeoffs between interest revenue and borrowing

cost, time consistency in optimization, competing risks among different account states,

and penalties for late payment. These considerations enable us to create a more compre-

hensive and effective collection policy.

Through extensive analysis, we compare the performance of our dynamic collection

policy with a static collection policy. The results clearly demonstrate that our method

provides significantly higher value, particularly for accounts with high interest rates and

medium to high loan amounts. Moreover, the effectiveness of our approach is particularly

pronounced when stronger collection effects are observed. Additionally, our research

sheds light on how the implementation of an optimal collection policy is influenced by

factors such as interest rates, loan amounts, and collection effects. By examining the inter-

actions between these variables and collection actions, we gain insights into the dynamics

of loan accounts and can make informed decisions to maximize the lender’s returns.

In Chapter 5 of our study, we extensively explore the Random Forest model and its

application in the context of our research. We recognize the significance of this model as it

offers unique advantages in terms of predicting and analyzing loan risks. To demonstrate

its effectiveness, we apply the Random Forest model to a carefully curated dataset and

conduct a thorough comparative analysis of the results obtained from this model with

those generated by the conventional logistic regression model, which is commonly used

in similar studies.

By utilizing the Random Forest model, we aim to harness its capabilities in handling

complex relationships and capturing non-linearities within the dataset. This exploration

allows us to evaluate the performance of the Random Forest model in terms of accuracy,

precision, recall, and other relevant evaluation metrics. By comparing these outcomes

with those obtained through the logistic regression model, we can draw meaningful con-

clusions about the suitability and efficacy of the Random Forest model in addressing loan

18



risk control and credit risk management.

Furthermore, during our investigation, we analyze the predictive capabilities of both

models, considering important factors such as the feature importance and variable in-

teraction effects. This detailed analysis provides valuable insights into how each model

handles the intricacies of loan risk and contributes to refining our understanding of their

practical implications and limitations.

Through this empirical analysis, we aim to establish a sound foundation for adopting

the Random Forest model as an effective alternative to the conventional logistic regression

model in the context of loan risk assessment and credit risk control.

Overall, our study contributes to the development of more efficient and effective strate-

gies for scheduling collection actions in consumer term-loan accounts. By considering a

wide range of factors, we provide a comprehensive framework that can be employed by

lenders to optimize their collections and improve their overall financial performance.

19



2 Literature Review

This section reviews literature related to the topic on looking for factors affecting mort-

gage payment. The history and recent advances as well as gaps between existing research

and real-world applications will be presented.

2.1 Factors Study

Many studies have looked at factors affecting mortgage payment with most of them fo-

cusing on default or foreclosure especially in the USA real estate market and a sizable

number on the UK market. Early literature shows the key drivers of default were home

values and interest rates ([14], [15]). Riddiough (1991) [16] provided early insights on

the modeling of “trigger events” such as job loss, health shocks, divorce, and other acci-

dents. Similarly, Kau et al. ([17]); Schwartz and Torous (1993) reported loan vintage and

housing index returns volatility as the key drivers of observed default behavior. Deng et

al. (2000) [18] argued that negative events such as job losses and divorces were signif-

icant predictors of mortgage default. Using data on mortgages originated between 2003

and 2007, Mayer et al. (2009) [19] found unemployment and house prices as the key

predictors of delinquency in the USA market (see [20]).

In response to the mortgage default and foreclosure crises which began in 2007, an

increased number of researchers analyzed and documented numerous factors as the deter-

minants of the observed default and foreclosure behavior ([21]). One of the key hypothe-

ses regarding the causes of mortgage delinquency is that homeowners will not continue

serving a mortgage if they enter into negative equity, for instance, if the value of the prop-

erty drops below the mortgage value (Kau et al. 1992 [17]; Kelly and O’Malley 2016).

Chan et al. (2014) [22] found that loan and individual characteristics such as borrow-

ers’ credit history, current loan-to-value, race, ethnicity, and income are key drivers of

foreclosure. Guiso et al. (2009) [20] found severe negative equity, gender, future em-

ployment expectations, race, and morality as key determinants of ruthless or strategic

default. Long-term unemployment as well as falling home prices which led to negative

equity were also found to be key drivers of observed mortgage defaults, foreclosures, and

housing vacancies (Jones et al. 2016 [21]; Tian et al. 2016 [23]).

Foote et al. also assessed this concept of negative equity on mortgage default decisions

and found that some mortgagors who were in negative equity did not default and argued

that this could partly be explained by price expectations. Consistent with that, Foote et al.

also indicated that mortgagors who were in negative equity and defaulted could have done
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so not only because of negative equity but due to a “double-trigger” effect (negative equity

combined with some adverse event such as loss of employment, health issues, death of the

spouse, divorce, etc.). In agreement with the double trigger hypothesis, numerous other

studies also documented that mortgages could be in negative equity and still not default

(see [24]).

2.2 Loan marketing area

Loan market strategy refers to the approach taken by financial institutions and lenders

to effectively manage and navigate the loan market. It involves the formulation and im-

plementation of plans and tactics to achieve specific objectives, such as increasing loan

portfolio growth, mitigating risk, and maximizing profitability. One key aspect of loan

market strategy is the target market selection. Lenders analyze various factors like de-

mographics, creditworthiness, and market trends to identify the most promising customer

segments to focus their lending efforts on. This helps optimize resource allocation and

tailor loan products to the specific needs and preferences of the target market.

Another crucial element of loan market strategy is product development and pricing.

Lenders evaluate market demand and competition to design loan products that cater to the

evolving needs of borrowers. They also analyze cost structures, interest rate trends, and

risk assessments to set competitive pricing for their loan offerings. Balancing affordability

for borrowers and profitability for lenders is a critical consideration in this process.

Risk management is a fundamental component of loan market strategy. Lenders em-

ploy various risk assessment models, such as credit scoring, underwriting standards, and

collateral evaluation, to evaluate the creditworthiness of borrowers and manage the risk

associated with loans. Effective risk management practices help reduce loan delinquen-

cies, defaults, and overall portfolio risk. Marketing and customer acquisition strategies

also play a pivotal role in loan market strategy. Lenders employ targeted marketing cam-

paigns, advertising, and customer relationship management techniques to attract potential

borrowers and establish long-term relationships. Emphasizing customer satisfaction and

retention is crucial for building a loyal customer base and gaining a competitive edge in

the loan market.

Furthermore, technology and digital transformation have become increasingly impor-

tant in loan market strategy. Financial institutions leverage advanced technologies, such as

artificial intelligence, machine learning, and automation, to streamline loan origination,

underwriting processes, and enhance customer experience. This digitalization enables

faster loan approval, improved operational efficiency, and better data-driven decision-
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making.

Digital marketing and online presence play a crucial role in the loan industry, specifi-

cally in the promotion and processing of loan applications. With the widespread use of the

internet and digital technologies, borrowers are increasingly turning to online channels to

find and apply for loans. As a result, loan companies need to have a strong digital mar-

keting strategy and a prominent online presence to attract and cater to these tech-savvy

borrowers.

Digital marketing for loan applications involves various strategies and techniques that

aim to increase visibility, generate leads, and drive conversions. These strategies may

include search engine optimization (SEO) to improve search engine rankings and en-

sure loan company websites appear in relevant search results. Additionally, pay-per-click

(PPC) advertising campaigns can be employed, using targeted keywords and demograph-

ics to reach potential borrowers.

An engaging and user-friendly website is essential for loan companies to provide de-

tailed information about their loan products, application processes, interest rates, terms,

and conditions. A well-designed website can inspire trust and encourage visitors to sub-

mit loan applications.

To enhance the online presence, loan companies can also leverage social media plat-

forms to engage with potential borrowers. They can create informative and engaging

content, including blog posts, videos, and infographics, to educate and inform borrowers

about loan options, financial management, and relevant industry trends. Utilizing social

media advertising and retargeting can also help reach a wider audience and drive traffic

to loan application pages.

Furthermore, the use of online loan application forms simplifies the loan application

process, making it more convenient and accessible for borrowers. Companies can employ

secure and user-friendly online application systems that enable borrowers to input their

information, upload necessary documents, and track the progress of their application.

An integral part of a successful digital marketing and online presence strategy for loan

applications is maintaining a strong online reputation. Positive customer reviews and tes-

timonials can significantly influence the decision-making process of potential borrowers.

Loan companies should actively monitor and respond to customer feedback, addressing

concerns, and providing excellent customer service.

Last but not least, regulatory compliance is an essential consideration in loan mar-

ket strategy. Lenders must stay up to date with relevant legal and regulatory frameworks

to ensure compliance with consumer protection laws, anti-money laundering regulations,

and fair lending practices. Adhering to these regulations helps foster trust, maintain a
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positive reputation, and avoid legal repercussions. Overall, loan market strategy encom-

passes a range of interconnected activities aimed at achieving sustainable growth, man-

aging risk, meeting customer needs, and staying competitive in the dynamic financial

market. It requires a comprehensive understanding of market dynamics, borrower behav-

ior, and industry trends, along with continuous monitoring and adaptation to changing

circumstances.

2.3 Research on Random forest model

The random forest model is a very useful and important model. There are many famous

research works about the random forest model. For example, “Random Forests” by Leo

Breiman (see [25]), this seminal paper, published in 2001, introduced the random forest

algorithm and demonstrated its effectiveness in building ensemble models for classifica-

tion and regression tasks; “Elementary Statistical Learning” (see [26]) by Trevor Hastie,

Robert Tibshirani, and Jerome Friedman: This influential book provides a comprehen-

sive overview of various machine learning algorithms, including the random forest, and

serves as a fundamental reference in the field; “Extremely Randomized Trees” (see [27])

by Pierre Geurts, Damien Ernst, and Louis Wehenkel: Presented in 2006, this paper intro-

duces the concept of extremely randomized trees, a variation of the random forest model

that adds extra randomness to the tree-building process; “Random Forests for Large Data

Sets” (see [28]) by Andy Liaw and Matthew Wiener: Published in 2002, this paper fo-

cuses on the application of random forest models to large datasets and provides practical

insights on efficient algorithm implementations. These research works have significantly

contributed to the development and popularization of the random forest model in the ma-

chine learning community.

2.4 Previous research about Markov Chain model

Markov chain is a very famous model. There is a long history of research works on

MCMC. For example, “Foundations of Markov Chain Monte Carlo Methods” by Persi

Diaconis and David Freedman: This influential paper, published in 1999, provides a

comprehensive overview of the theoretical foundations and applications of Markov chain

Monte Carlo (MCMC) methods; “Markov Chains and Mixing Times” (see [29]) by David

Levin, Yuval Peres, and Elizabeth L. Wilmer: This book, published in 2009, explores the

mathematical theory of Markov chains, including their mixing times and applications in

various fields like computer science, statistics, and physics; “Introduction to Stochastic

Processes with R” (see [30]) by Robert P. Dobrow: This book, published in 2016, offers
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an introductory approach to understanding stochastic processes, including Markov chains,

with a focus on practical applications using the R programming language; “Markov Deci-

sion Processes: Discrete Stochastic Dynamic Programming” (see [31]) by Martin L. Put-

erman: This influential book, first published in 1994 and later updated in 2005, provides

a comprehensive introduction to Markov decision processes and their applications in de-

cision analysis and operations research; “Markov Chains: (see [32]) Gibbs Fields, Monte

Carlo Simulation, and Queues” by Pierre Brémaud: This book, published in 1999, covers

the theory and applications of Markov chains, including the study of Gibbs fields, Monte

Carlo simulation methods, and queueing systems; “An Introduction to Markov Chain

Monte Carlo Methods and Their Actuarial Applications” (see [33]) by Shaun Zhang and

Gareth W. Peters: This research paper, published in 2009, explores the use of Markov

chain Monte Carlo (MCMC) methods in actuarial science and insurance, providing in-

sights into pricing models, risk assessment, and portfolio optimization.

Please note that these are just a few examples of famous research works in the field of

Markov chain modeling, and there are numerous other seminal works and contributions

by researchers in this area.

2.5 Variational inference

Variational inference is a powerful method used in probabilistic modeling to approximate

complex posterior distributions. It has gained significant popularity in recent years due to

its ability to address computational challenges posed by high-dimensional and intractable

Bayesian models (see [34]).

The main idea behind variational inference is to approximate the true posterior distri-

bution with a simpler and more tractable distribution from a predefined family of distri-

butions. This approximation is achieved by minimizing the divergence between the true

posterior and the approximation, typically measured using the Kullback-Leibler (KL) di-

vergence. The family of distributions used for approximation is often chosen to be a

parametric family, such as Gaussian or exponential family distributions (see [35], [36],

[37], [35] and [38]).

To perform variational inference, one formulates an optimization problem where the

goal is to find the parameters of the approximating distribution that minimize the KL

divergence. This optimization problem is typically solved using iterative methods such

as gradient descent or coordinate ascent. The result is an optimized approximation that

provides an efficient representation of the posterior distribution.

Variational inference offers several advantages. Firstly, it allows for efficient posterior
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inference even for complex models with a large number of latent variables. Secondly, it

provides a principled framework for model selection through the use of model comparison

criteria such as the evidence lower bound (ELBO). Additionally, variational inference

lends itself well to computational scalability, making it suitable for analyzing massive

datasets.

Variational inference has found diverse applications across various domains, includ-

ing machine learning, computer vision, natural language processing, and computational

biology. Researchers have extended the basic variational inference framework to handle

specific challenges, such as incorporating hierarchical structures, handling missing data,

and addressing posterior multimodality.

Notable research works in the field of variational inference include “Variational Infer-

ence: A Review for Statisticians” by David M. Blei et al. (see [39]), and Christopher K. I.

Williams, and “Auto-Encoding Variational Bayes” (see [40]) by Diederik P. Kingma and

Max Welling.

Overall, variational inference is a versatile and widely adopted technique for approxi-

mating complex posterior distributions, enabling efficient and scalable probabilistic mod-

eling across various applications.

My research works demonstrate the potential of combining Markov chain models with

variational inference techniques to tackle a range of modeling and inference problems in

various fields, such as finance, biology, and natural language processing.

2.6 Customer relationship management

Loan company customer relationship management (CRM) is a strategic approach that

focuses on building and maintaining strong relationships with customers in the loan in-

dustry. It involves utilizing various tools, technologies, and methodologies to manage

interactions and track customer information throughout the loan lifecycle. The primary

goal of CRM in a loan company is to enhance customer satisfaction, improve customer

retention, and drive profitability.

CRM enables loan companies to effectively manage customer interactions by cen-

tralizing customer data and providing insights into customer behavior, preferences, and

needs. By leveraging CRM systems, loan companies can gather and analyze data from

various touchpoints, including loan applications, customer inquiries, loan repayments,

and customer feedback.

With CRM, loan companies can personalize their communication with customers, en-

suring that offers, recommendations, and services are tailored to individual needs. This
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personalization enhances customer experience and fosters loyalty. CRM systems also fa-

cilitate efficient customer onboarding by streamlining application processes and automat-

ing approvals, reducing response times, and improving overall efficiency.

CRM tools further enable loan companies to proactively identify and address cus-

tomer concerns, allowing for timely resolution of issues and personalized assistance. By

tracking customer interactions and transaction history, loan companies can also monitor

customer satisfaction levels and identify opportunities for cross-selling or upselling addi-

tional loan products or services.

Additionally, CRM helps loan companies streamline marketing campaigns, enabling

targeted outreach and effective lead generation. By analyzing customer data, loan compa-

nies can identify potential prospects and segment their customer base to deliver relevant

marketing messages, increasing the chances of success.

Furthermore, CRM provides valuable analytics and reporting capabilities, allowing

loan companies to extract insights from customer data. These insights help in making in-

formed decisions related to loan product development, pricing strategies, risk assessment,

and overall business strategy.

In summary, loan company customer relationship management plays a crucial role

in nurturing and maintaining strong relationships with customers, enhancing customer

satisfaction, and driving business growth and profitability. It enables loan companies to

leverage customer data, personalize interactions, streamline processes, and make data-

driven decisions to effectively serve their customers in the competitive loan market.

2.7 Marketing trends and Performance Measurement

Loan market trends refer to the patterns and shifts in the loan industry that impact bor-

rowing and lending activities. These trends are influenced by factors such as economic

conditions, regulatory changes, customer preferences, and technological advancements.

It is important for financial institutions and lenders to stay informed about these trends in

order to adapt their strategies and remain competitive in the market.

Market performance measurements are crucial indicators that help assess the overall

health and success of the loan market. These measurements provide insights into the ef-

ficiency, profitability, and risk levels of loan portfolios and lending activities. Common

market performance measurements in the loan industry include (see [41]): a). Loan orig-

ination volume: This measurement tracks the total value of new loans originated within

a specific period. It helps gauge the level of lending activity and market demand. b).

Default rates: Default rates indicate the proportion of loans that borrowers fail to repay.
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Monitoring default rates provides an understanding of credit quality and potential risks

in the loan market. c). Net interest margin: This performance measurement reflects the

profitability of lending activities. It represents the difference between the interest earned

from loans and the interest paid on deposits or borrowings. d). Loan portfolio growth:

This metric measures the rate of expansion in a lender’s loan portfolio. It helps assess the

institution’s ability to attract borrowers and capture market share. e). Loan delinquency

rates: Delinquency rates indicate the percentage of loans that are past due or in default.

High delinquency rates suggest potential credit quality issues and collection challenges.

f). Market share: Market share measurement tracks a lender’s portion of the overall loan

market. It provides insights into the institution’s competitiveness and ability to attract and

retain borrowers.

Loan market analysis is a comprehensive assessment of the loan market, involving

the examination and interpretation of various factors that influence lending activities. It

encompasses a wide range of data and information, including market trends, economic in-

dicators, industry regulations, borrower profiles, and competitive landscape. The primary

objective of loan market analysis is to gain insights into the current state of the market,

identify potential risks and opportunities, and make informed decisions to optimize lend-

ing strategies.

The analysis begins with gathering relevant data, including loan volumes, interest

rates, default rates, and borrower characteristics. This data is then analyzed using statis-

tical techniques and financial models to identify patterns, correlations, and potential rela-

tionships. Market trends are identified by tracking changes in loan demand, loan types,

and market conditions over time.

Additionally, loan market analysis involves examining external factors such as eco-

nomic indicators (e.g., GDP growth, inflation rates) and regulatory changes that may im-

pact lending practices. By understanding these influencing factors, lenders can adjust

their strategies and risk management practices accordingly.

Furthermore, competitive analysis plays a crucial role in loan market analysis. It

involves studying the strategies, products, and services offered by competing lenders to

identify unique selling points, market positioning, and potential areas for differentiation.

Market performance measurements are also an integral part of loan market analysis.

These measurements may include profitability metrics, efficiency ratios, and credit quality

indicators. Profitability measurements assess the profitability of loans by analyzing inter-

est income, net interest margin, and loan loss provisions. Efficiency ratios evaluate the

effectiveness of loan origination and servicing processes, while credit quality indicators

gauge the level of risk associated with borrowers and loan portfolios.
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Conducting regular loan market analysis allows lenders to identify emerging trends,

understand borrower behavior, assess creditworthiness, and make informed decisions re-

garding loan product development, pricing, and risk management. It provides valuable

insights that help lenders stay competitive, manage risks effectively, and maximize prof-

itability in the loan market.

2.8 Compliance and ethical markerting

Loan company compliance is a crucial aspect of ensuring ethical business practices and

maintaining the trust and confidence of customers. It involves adhering to legal and regu-

latory requirements set forth by governing bodies and industry associations to safeguard

the rights and interests of borrowers.

Compliance in the loan industry encompasses various aspects, including responsible

lending practices, transparency in loan terms and conditions, fair collection practices, and

protection against discriminatory practices. Loan companies need to establish robust in-

ternal controls, policies, and procedures to ensure compliance with these regulations. This

may involve implementing systems to verify borrower information, assessing creditwor-

thiness, and providing clear and accurate loan disclosures.

In addition to legal compliance, ethical marketing is essential for loan companies to

build and maintain a positive reputation. Ethical marketing ensures that loan products and

services are marketed in a fair, honest, and transparent manner. This includes providing

accurate and complete information about interest rates, fees, repayment terms, and any

potential risks associated with the loan.

Ethical marketing practices also involve treating customers with respect and ensuring

that marketing messages do not exploit or mislead borrowers. Loan companies should

avoid deceptive or predatory practices that may lead to financial harm for borrowers.

Instead, they should focus on providing educational resources and guidance to help bor-

rowers make informed decisions about their loans.

By prioritizing compliance and ethical marketing, loan companies can demonstrate

their commitment to responsible lending and customer-centric practices. This not only

protects borrowers but also helps build trust and loyalty among customers, leading to

long-term success in the industry.

2.9 Methodology Review

Consumer credit risk assessment employs various methods to evaluate the creditworthi-

ness of borrowers. One of the pioneering models in this field is the Z score discriminant
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analysis model introduced by Altman in 1968. However, logistic regression has now be-

come the industry standard for credit risk assessment (Crook et al., 2007 [42]; Noh et al.,

2005 [43]; Lessmann et al., 2015 [44]).

Bajari et al. (2008) ([45], [46]) developed a scoring model specifically for the US sub-

prime market using a bivariate probit model. This model considers borrowers defaulting

either due to a mortgage to equity ratio surpassing a certain threshold or due to inadequate

income and limited access to other credit options, potentially leading to an improvement

in their overall financial condition.

To enhance default prediction accuracy, researchers have explored various statistical

and machine learning approaches, as well as alternative sets of predictor features [47]–

[50]. Discriminant analysis, support vector machines [51], [52], artificial neural networks

[53], [54], decision trees, genetic programming [55], [56] and standard models [57], [58]

using external credit ratings have all been successfully applied (Arminger et al., 1997

[59]; Hand and Henley, 1997 [60]; Kruppa et al., 2013 [61]; Lessmann et al., 2015 [44];

Butaru et al., 2016 [62]; Baesens et al., 2003 ([63]); Abellán and Castellano, 2017 ([64]).

While there have been numerous advancements in credit risk modeling, fewer stud-

ies have focused on capturing default as a dynamic process, despite evidence suggesting

that dynamic models can offer better results. Models that account for the dynamism in

default, such as Markov chain-based approaches, have been shown to be conceptually

more appropriate (Du Jardin and Séverin, 2011 [65]; Volkov et al., 2017 [66]). Grimshaw

and Alexander (2011) ([15]) specifically modeled the transition matrix of loan movement

between delinquent states as a Markov chain but did not forecast transition probabilities

using loan-level covariates, instead utilizing a term structure of credit risk spreads (see

also [67] ).

In summary, the field of consumer credit risk assessment has seen advancements in

various methodologies, including logistic regression, bivariate probit models, and ma-

chine learning approaches. While many models have focused on static credit risk, there is

still potential for further exploration of dynamic models to better understand and predict

default probabilities.

In addition to traditional approaches, advanced methods such as survival models have

emerged as superior techniques for consumer credit risk assessment. These models have

shown their effectiveness by incorporating time-varying covariates, including macroeco-

nomic conditions that impact loan payment performance over time (Castro, 2013 [68]).

Moreover, survival models have the capability to forecast event occurrences such as de-

fault, recovery, prepayment, and foreclosure at the next moment in time, considering that

these events have not yet taken place (Bellotti and Crook, 2013 [69]; Chamboko and
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Bravo, 2016 see [70], [71], [72] ).

Survival models have been predominantly employed for modeling default risk (Bel-

lotti and Crook, 2013 [69]; Noh et al., 2005 [43]; Sarlija et al., 2009 [73]; Tong et al.,

2012 [74]; Chamboko and Bravo, 2019, see [75], [5]). Furthermore, these models have

been utilized to model foreclosure in mortgage loans (Gerardi et al., 2007 [76]) as well

as the transition from delinquency to a current loan status (Ha and Krishnan, 2012 [77];

Chamboko and Bravo, 2016 [78], 2019b [79]; Ha, 2010 [80]; Miguel, [81]).

To handle the dual risks of early payment and default on loan contracts, the competing

risks survival framework has been employed in various studies (Deng et al., 1996 [82];

Stepanova and Thomas, 2002 [83]). It allows for a comprehensive understanding of the

different potential outcomes and enables more accurate risk assessment.

Overall, the utilization of these advanced methods in loan market analysis enhances

the ability to predict and manage credit risk more effectively, considering the dynamic

nature of borrower behavior and external economic factors.

The option-based model of default has also been widely used in the USA (Kau et

al. 1992 [17]; Deng et al. 2000 [18]) and UK markets (Ncube and Satchell 1994 [84])

to characterise mortgage default as ruthless or mainly influence by the relation of price

of houses and value of mortgages. These models define default as an American option

with the strike price equal to the value of the mortgage and then assume that a borrower

will default as soon as the property value falls to or below the mortgage value (Kelly and

O’Malley 2016 [85]), particularly when the lender has no recourse. A major limitation

of these models is that defaults are usually defined the same way as foreclosures, thus

ignoring additional important options for borrowers, for instance, cure or prepayment

(see also [86]).

When conducting a methodology review for loan market expansion, it involves ex-

amining different research methodologies and approaches used to analyze and implement

strategies for expanding a loan company’s market. There are also many research on the

following areas: a) Case Studies: Look for case studies that examine successful loan

market expansion initiatives. Case studies provide detailed insights into real-world sce-

narios, outlining the strategies, challenges, and outcomes of loan companies that have

successfully expanded their markets. Analyze the methodologies used in these studies to

gain practical insights and identify best practices. b) Surveys and Interviews: Explore

research that utilizes surveys or interviews to gather data from loan companies, borrow-

ers, or industry experts. Assess the methodologies employed to design survey question-

naires, select participants, and analyze the collected data. This approach can provide

valuable qualitative or quantitative insights into market expansion strategies, customer
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preferences, and industry trends. c) Data-driven Approaches ([87]): Examine research

studies that employ market analysis techniques, such as market segmentation, trend anal-

ysis, and data-driven decision-making. Assess the methodologies used to collect and

analyze market data, identify target markets, and develop data-backed strategies for loan

market expansion. d) Comparative Analysis: Look for studies that conduct comparative

analyses of loan companies that have expanded into different markets. These studies may

compare factors such as market characteristics, regulatory environments, customer pref-

erences, and competitive landscapes. Analyze the methodologies used to compare and

evaluate the effectiveness of different market expansion approaches (see [88]). e) Simu-

lation and Modeling: Explore research that utilizes simulation or modeling techniques to

assess the potential outcomes of loan market expansion strategies. Such methodologies

involve creating hypothetical scenarios or mathematical models to predict the impact of

different factors on market expansion. Evaluate the methodologies used to develop and

validate these models. f) Mixed Methods Approaches: Consider research that combines

multiple methodologies, such as a combination of qualitative and quantitative approaches.

These studies may employ surveys, interviews, data analysis, and other techniques to gain

comprehensive insights into loan market expansion strategies. Assess the strengths and

limitations of these mixed methods approaches. g) Action Research and Experiential Ap-

proaches: Look for studies that employ action research or experiential methodologies to

explore loan market expansion. These methodologies involve actively engaging with loan

companies or participating in market expansion initiatives to gather firsthand insights and

experiences. Assess the methodologies used to document and analyze the outcomes of

these experiential approaches.

2.10 Research gaps

As evidenced by the existing literature, prior studies predominantly focused on examin-

ing mortgage delinquency, default, or foreclosure as the primary outcomes of interest.

However, these studies often lacked in-depth exploration or the inclusion of additional

information over time. In addressing these limitations, our research project aims to em-

ploy machine learning methods to investigate a broader range of factors and provide more

accurate foreclosure predictions.

By modeling the occurrence of multiple loan events simultaneously and considering

their recurrences, our approach offers a more comprehensive and nuanced perspective

compared to traditional approaches. An essential aspect of our research is identifying

the relevant factors to incorporate into our modeling process. To achieve this, we exten-
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sively analyze published data and perform thorough correlation analyses to establish the

relationships between various factors.

Another crucial aspect of our modeling process is determining appropriate coeffi-

cients. In Chapter 3, we present a novel approach using the variational inference method

to obtain a line segment estimation for these coefficients. This technique enhances our

ability to understand and interpret the impact of different variables on loan outcomes. In

Chapter 5, we further evaluate the performance of various models, allowing for a com-

prehensive comparison.

Additionally, in Chapter 4, we delve into the development of loan collection decision

models, building upon the insights gained from our previous findings. By integrating

these models into practical decision-making processes, our research contributes to the

development of effective loan collection strategies.

Overall, our research project addresses key questions related to factor selection, coeffi-

cient estimation, and practical implementation, paving the way for a more comprehensive

understanding of loan dynamics and providing valuable insights for loan companies and

industry practitioners.
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3 STUDY ON CREDIT RISK CONTROL BY VARIA-

TIONAL INFERENCE

Abstract

This paper presents the development of an intelligent, machine learning-based

Markov chain model to investigate loan risk and strategies for controlling credit risk.

The model involves modeling state transitions of loan accounts using a Markov tran-

sition matrix, and optimizing collection actions at each state and age for each con-

sumer type to maximize the expected value for the lender. To enhance the perfor-

mance on the minority class, we have designed some new algorithms and developed

a consecutive incremental batch learning framework within the model. In addition,

we use the variational inference method and logistic regression model to address the

imbalance data gap during the traditional machine learning process ([89]). We ex-

pect that the results of this study will lead to a more accurate and effective machine

learning-based prediction method and make a significant contribution to the credit

risk field.

3.1 Background

Loan risk control is an essential aspect of lending and banking operations. Lenders face

the risk of loss from borrower default or non-payment, which can result in significant

financial losses. As such, managing loan risk is critical to the success and stability of

lending institutions.

Historically, loan risk control has been a key concern for banks and other lending in-

stitutions. In the early days of banking, lenders primarily relied on personal relationships

and trust to manage loan risk. However, as lending institutions grew and loan portfolios

became more complex, lenders began to develop more sophisticated methods for manag-

ing loan risk.

The development of credit scoring in the mid-20th century revolutionized loan risk

control by enabling lenders to evaluate the creditworthiness of borrowers more objec-

tively. Credit scoring models used statistical algorithms to analyze a borrower’s credit

history and other factors to generate a numerical score that indicated the likelihood of the

borrower repaying the loan. This approach made loan risk management more efficient

and enabled lenders to make better-informed lending decisions.

Over time, lenders developed additional strategies for managing loan risk, including

loan collateral, loan covenants, diversification, and risk-based pricing. These strategies
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enabled lenders to further reduce their credit risk exposure and manage their loan portfo-

lios more effectively.

In recent years, advances in technology have further transformed loan risk control.

Lenders can now use data analytics and machine learning algorithms to analyze vast

amounts of data and identify patterns that can indicate credit risk. These technologies

have made loan risk control even more efficient and effective. Today, lenders rely on a

combination of historical approaches and cutting-edge technologies to manage loan risk

and ensure the stability and success of their lending operations.

In this paper, we aim to investigate loan risk and control credit risk using a machine

learning approach based on the Markov chain model. Specifically, we will utilize both

Variational Bayes and logistic regression methods to develop a more robust and precise

model.

To begin, let’s provide an overview of the Markov chain model. This model involves

estimating the transition matrix, which can be achieved through machine learning meth-

ods such as logistic regression, Bayesian estimation, or EB estimation. These techniques

can help us develop a more accurate understanding of loan risk and enable us to imple-

ment effective risk management strategies.

3.2 Markov Chain model

Let {Xn} denote a Markov chain where Xn is the delinquency state of a loan in month

n. Let π(n) denote the unconditional probability distribution of a loan in month n, and

is a vector whose entries correspond to the different Markov chain delinquency states. If

the delinquency state for month n is known, then π(n) is a row vector with a one indicat-

ing this month’s delinquency state for loan i and zeros elsewhere. The transition matrix

moving from month n to month n + 1 of the Markov chain is denoted by P (n, n + 1),

a matrix containing the probabilities of movement between delinquency states ([90]). If

the transition matrix is known, a forecast of the delinquency state probability distribution

for next month can be formed given the previous month’s delinquency state probability

distribution. That is, for loan i, the delinquency state probability distribution of month

n + 1 is computed from πi(n + 1) = πi(n)Pi(n, n + 1) if πi(n) and Pi(n, n + 1) are

known. Associated with loan i is an outstanding balance at month n denoted by wi(n).

The ‘one month ahead’ forecast outstanding balance by delinquency state of loan i is the

vector

wi(n+ 1) = wi(n) · πi(n+ 1).

Markov Chain related research work can be found in many fields [91]–[93].
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3.3 Machine learning method

Machine learning (ML) is a branch of artificial intelligence (AI), containing multiple data

analytical algorithms, such as linear regression, logistic regression, neural networks, sup-

port vector machine and decision tree [94]–[96]. ML algorithms can identify patterns and

build mathematical decision-making models by automatically learning from data [97]–

[100].

A typical machine learning algorithm can be formulated as the following equation

ŷ(t) = fΘ(x) (1)

where x ∈ Rn is a n-dimensional input feature vector extracted form raw data; fΘ(·) is

a mathematical mapping function from input to output, which is decided by the specific

machine learning algorithm; Θ is the parameters of function fΘ(·), which could be learnt

from data; ŷ is the predictive output of the machine learning model [96], [101], [102].

To describe the learning (training) process of a supervised machine learning model,

denote a labelled dataset as D = {X, Y }, where X = [x1, x2, · · · , xm] is the input ma-

trix containing m input vectors and x ∈ Rm×n; Y = [y1, y2, · · · , ym] is the corresponding

output vectors, and Y ∈ Rm×1; yi(i = 1, 2, · · · ,m) is also called the ground truth label of

input xi (i = 1, 2, · · · ,m). If yi is a real number, the machine learning model is a regres-

sion model while if yi is a discrete value, the machine learning model is a classification

model. Specifically, if y ∈ {0, 1}, the machine learning model is a binary classification

model [103]–[105].

Taking the classification model (classifier) for example, to train a classifier fΘ(·) is to

find out the optimized value of Θ. To learn the parameters from a given a labelled dataset

as D = {X, Y }, a cost function used to measure the differences between the output of

the model and the ground truth needs to be defined. Equation (2-2) is the widely used

cross-entropy cost function.

L(X,Y )(Θ) = − 1

m

m∑
j=1

[yi log(ŷi) + (1− yi) log(1− ŷi)] (2)

Then, the classifier training problem turns into a minimization problem, minL(X,Y )(Θ).

Algorithms, like gradient descent, can be used to solve this optimal problem. ML algo-

rithms have achieved great progress in some traditional areas like information retrieval,

machine translation, automatic speech recognition and computer vision. Machine learn-

ing algorithms learn latent data distribution and patterns from labelled data.
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3.4 Research gaps of Machine learning based access control

Coefficients limitation problem The logistic regression model is commonly employed

to address various problems, and it provides a solid foundation for modeling. However,

the traditional approach of estimating model coefficients may have limitations in terms

of accuracy. To address this concern, we propose the use of the inference variational

method in our paper. This method bridges the gap by offering a more robust alternative.

By employing this approach, we can now assign a segment or range to each coefficient,

allowing for greater flexibility and providing valuable insights in practical applications.

By incorporating the inference variational method, our model gains the ability to cap-

ture the inherent uncertainty in the coefficient estimates. This not only enhances the

accuracy of our predictions but also provides a more comprehensive understanding of the

underlying data.

In summary, our paper introduces the inference variational method as a means to im-

prove logistic regression models. By providing segments for each coefficient, we enhance

the model’s flexibility and offer valuable insights, resulting in more accurate and nuanced

analyses.

There are another two challenges when applying ML algorithms to estimate the tran-

sition matrix in the Markov chain models. The first one is concept drift problem, and

another is data imbalance problem.

Concept drift problem Concept drift refers to the phenomenon where the statistical

distributions of the data that a machine learning (ML) algorithm attempts to describe and

predict change over time in an arbitrary manner. It is often observed in data streams,

which are sequences of data organized chronologically. Let’s denote a data stream as

S = {d1, d2, · · · , dt, dt+1, · · ·}, where di = {xi, yi} is a labelled sample observed at time

step i. If the relationship between S(0,t) = {d1, d2, · · · , dt} follows a certain function

fΘ(0,t)(·), and fΘ(0,t)(·) ̸= fΘ(t+1,t+a)(·), where a is an arbitrary positive number, then the

concept drift occurs at time step t+ 1. [106].

If concept drift exists, traditional batch learning method for ML algorithms will cause

performance to decrease as time passes. To deal with concept drift, there are two ways.

One is called lazy strategy, which means, the ML model’s parameter Θ will not be up-

dated until a concept drift was detected. Obviously, the performance of lazy strategies

subjects to the accuracy of drift detection. To avoid the inaction on concept drift caused

detection failure, researchers proposed active strategies to cope with concept drift, which

means ML models keep updating themselves with concept drift adaption algorithms once
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new labelled data is available. Active strategies are essentially online learning methods,

compared with batching learning methods.

To address the concept drift problem in the context of a Markov chain model, a com-

mon approach is to divide a portfolio of loans into segments. The objective of segmenting

the loans is to group together those that share similarities and are expected to exhibit the

same transition matrix. This segmentation can be based on various factors, such as char-

acteristics of the financial product or insights gained from data mining (see also [107],

[108], [109], [110]).

For instance, consider the differentiation between fixed-rate loans and adjustable rate

mortgage (ARM) loans. These two types of loans differ in several ways, including in-

terest rate structures, payment schedules, and potential risks. Given these differences, it

is reasonable to assume that fixed-rate loans and ARM loans will have distinct transition

matrices when modeling their loan performance over time.

By segmenting the loans based on such characteristics, the Markov chain model can

account for the unique dynamics within each segment. This segmentation enables the

model to capture and adapt to the varying transition patterns exhibited by different types

of loans, thereby improving its ability to address concept drift effectively.

In practice, the determination of loan segments and their associated transition matrices

can be informed by domain expertise, empirical analysis, historical data, or a combination

of these factors. The goal is to create segments that provide meaningful insights into

the distinct behavior and transitions within the loan portfolio, ultimately enhancing the

accuracy and predictive power of the Markov chain model in the presence of concept

drift.

Data imbalance problem In addition to concept drift, another significant challenge that

can lead to a severe decrease in performance for machine learning (ML) algorithms is data

imbalance. Data imbalance occurs when the number of samples belonging to each class

label in a labeled dataset is not balanced or equivalent. This imbalance or skewness in the

dataset can have a detrimental impact on the performance of predictive ML models.

When dealing with a classification problem, having an imbalanced dataset can in-

troduce biases and distortions in the learning process. ML algorithms tend to prioritize

the majority class, resulting in exaggerated performance on the majority class while the

performance on the minority class is often unsatisfactory ([111], [112]).

To address data imbalance, it is crucial to employ appropriate ML algorithms and

ensure the availability of a balanced training dataset. There are various techniques and

strategies to mitigate data imbalance, such as resampling methods (e.g., oversampling
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the minority class or undersampling the majority class), synthetic data generation, or

employing specialized algorithms designed for imbalanced data [113]–[115].

When it comes to studying loan states or predicting loan behavior, the available data

often suggests that loans are more likely to remain current as they age. This characteristic,

known as non-stationarity, can be effectively modeled by incorporating covariates such as

the “number of months since last delinquency” or “number of months since origination.”

Additionally, other covariates that capture differences between loans over the repayment

period, such as credit quality, repayment history, and loan age, can contribute to a more

comprehensive understanding of loan dynamics and improve the accuracy of predictive

models in the loan domain.

By considering and incorporating relevant covariates, ML models can better capture

the underlying patterns and dynamics in loan repayment behavior, thereby enabling more

accurate predictions and informed decision-making.

3.5 Variational Bayes for loan-level classification modeling

3.5.1 Refining Markov Model Estimation with Loan-Level Models

As briefly discussed in the introductory chapter, it is reasonable to incorporate covariates

that may influence specific transition probabilities for a loan throughout its repayment

period. For instance, loan-level models can be employed to estimate crucial transac-

tion probabilities, such as transitioning from ’Current’ to ’DPD30’ or from ’DPD30’ to

’DPD60’.

Binary classification models, including logistic and probit regression, are among the

most prevalent loan-level models in credit risk and loss forecasting. Diggle et al. [116]

outline a general methodology for modeling longitudinal categorical data as a Markov

chain, where the transition matrices P (n, n + 1) feature multinomial logistic models for

each row, using n as a covariate. Smith and Lawrence [117] model all transition probabil-

ities, however, as previously mentioned, this approach is not essential for modeling loan

repayment, as only a few key transition probabilities exhibit non-constant probabilities.

Moreover, modeling all transition probabilities may be unwarranted in cases where there

is insufficient data to construct a predictive model, such as when loans with a ’DPD120+’

status in the current month transition to ’Current’ the following month. In this paper, we

outline the construction of loan-level models, incorporating essential explanatory vari-

ables within a Bayesian inference framework (see [118]), to estimate transaction proba-

bilities and integrate them into the transaction matrix.
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3.5.2 Addressing Model Output Uncertainty with Variational Bayes Classification
Models

Bayesian logistic or probit regression offers the advantage of providing a posterior distri-

bution, as opposed to a single point estimate or a confidence interval found in the classical

or frequentist approach (see [119], [120]). By integrating prior beliefs, we can quantify

uncertainty surrounding point estimates of transaction probabilities. This enables us to

gain insights into the potential ranges of outstanding balances for each delinquency state

on a monthly basis.

Variational Bayes is a widely used approach for approximate Bayesian inference.

However, straightforward methods are typically limited to specific model classes, par-

ticularly those with conditionally conjugate structures within an exponential family (see

[118], [121], [39]). Instead of using Gaussian priors, which are a common and popular

choice in variational Bayes approximation, Li et al. [34] integrate the intrinsic priors

[122] introduced by Berger and Pericchi into Variational Bayes to construct probit regres-

sion models.

However, models with logit components seem to be a significant exception to this

class, primarily due to the lack of conjugacy between the logistic likelihood and the Gaus-

sian priors for the coefficients in the linear predictor (see [123]). To enable approximate

inference within this widely used class of models, Jaakkola and Jordan [124] proposed

a straightforward variational approach that leverages a family of tangent quadratic lower

bounds for the logistic log-likelihood, thereby reestablishing conjugacy between these ap-

proximate bounds and the Gaussian priors. Durante and Rigon [125] offer insights into

the effectiveness of this strategy by presenting a formal connection between the afore-

mentioned bound and the Pólya-gamma data augmentation [126] for logistic regression

(see also [127]).

3.5.3 Background on Variational Bayes Methods

Variational methods have their origins in the 18th century with the work of Euler, La-

grange, and others on the calculus of variations ([128], [129]). 1 Variational inference

is a body of deterministic techniques for making approximate inference for parameters in

complex statistical models. Variational approximations are a much faster alternative to

1The derivation in this section is standard in the literature on variational approximation and will at times

follow the arguments in Bishop (2006) and Jordan et al. (1999).
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Markov Chain Monte Carlo (MCMC), especially for large models, and are a richer class

of methods than the Laplace approximation, see [130].

Variational inference is a probabilistic modeling technique used to estimate the poste-

rior distribution of hidden variables and model parameters. It is commonly employed in

Bayesian inference and probabilistic programming to estimate the posterior distribution

of complex models, especially when dealing with high-dimensional data.

The core idea behind variational inference is to reformulate the problem of posterior

distribution estimation as an optimization problem. It assumes a simplified posterior dis-

tribution, often a parameterized distribution like a Gaussian distribution, to approximate

the true posterior distribution. The goal is to adjust the distribution’s parameters to make

this approximate distribution as close as possible to the true posterior distribution. This

process typically involves maximizing a function known as the variational lower bound

(ELBO), which can be mathematically expressed as:

ELBO = E[log p(data, latent)]− E[log q(latent)]

Here: E represents the expectation operation, “data” stands for the observed data. “latent”

represents the hidden variables. p represents the true posterior distribution. q represents

the approximate posterior distribution. By maximizing the ELBO, variational inference

aims to make the approximate posterior distribution q as close as possible to the true pos-

terior distribution p. This maximization process often involves optimization algorithms

like gradient descent.

In summary, variational inference is a method for estimating posterior distributions

in complex probabilistic models. It simplifies the problem by finding an approximate

distribution and then uses optimization to approximate the true posterior distribution. This

approach is widely used in machine learning and statistical modeling.

3.5.4 Obtaining a tractable approximation for the posterior

Suppose we have a Bayesian model and a prior distribution for the parameters. The

model may also have latent variables, here we shall denote the set of all latent variables

and parameters by θ. And we denote the set of all observed variables by X. Given a

set of n independent, identically distributed data, for which X = {x1, ...,xn} and θ =

{θ1, ...,θn}, our probabilistic model (e.g. probit regression model) specifies the joint

distribution p(X,θ), and our goal is to find an approximation for the posterior distribution

p(θ|X) as well as for the marginal likelihood p(X). For any probability distribution q(θ),
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we have the following decomposition of the log marginal likelihood (see also [131])

ln p(X) = L(q) + KL(q||p)

where we have defined

L(q) =
∫

q(θ) ln
{p(X,θ)

q(θ)

}
dθ (3)

KL(q||p) = −
∫

q(θ) ln
{p(θ|X)

q(θ)

}
dθ (4)

We refer to 3 as the lower bound of the log marginal likelihood with respect to the density

q, and 4 is by definition the Kullback-Leibler divergence of the posterior q(θ|X) from

the density q. Based on this decomposition, we can maximize the lower bound L(q) by

optimization with respect to the distribution q(θ), which is equivalent to minimizing the

KL divergence. And the lower bound is attained when the KL divergence is zero, which

happens when q(θ) equals the posterior distribution p(θ|X). It would be hard to find such

a density since the true posterior distribution is intractable.

3.5.5 Factorized distributions

The essence of the variational inference approach is approximation to the posterior dis-

tribution p(θ|X) by q(θ) for which the q dependent lower bound L(q) is more tractable

than the original model evidence. And tractability is achieved by restricting q to a more

manageable class of distributions, and then maximizing L(q) over that class.

Suppose we partition elements of θ into disjoint groups {θi} where i = 1, ...,M . We

then assume that the q density factorizes with respect to this partition, i.e.,

q(θ) =
M∏
i=1

qi(θi). (5)

The product form is the only assumption we made about the distribution. Restriction (5)

is also known as mean field approximation and has its root in Physics. [132]

For all distributions q(θ) having the form (5), we need to find the distribution for

which the lower bound L(q) is largest. Restriction of q to a subclass of product densities

like (5) gives rise to explicit solutions for each product component in terms of the others.

This fact, in turn, leads to an iterative scheme for obtaining the solutions. To achieve this,
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we first substitute (5) into (3) and then separate out the dependence on one of the factors

qj(θj). Denoting qj(θj) by qj to keep the notation clear, we obtain

L(q) =
∫ M∏

i=1

qi

{
ln p(X,θ)−

M∑
i=1

ln qi

}
dθ

=

∫
qj

{∫
ln p(X,θ)

∏
i ̸=j

qidθi

}
dθj −

∫
qj ln qjdθj + constant

=

∫
qj ln p̃(X,θj)dθj −

∫
qj ln qjdθj + constant

(6)

where p̃(X,θj) is given by

ln p̃(X,θj) = Ei ̸=j[ln p(X,θ)] + constant. (7)

The notation Ei ̸=j[·] denotes an expectation with respect to the q distributions over all

variables zi for i ̸= j, so that

Ei ̸=j[ln p(X,θ)] =

∫
ln p(X,θ)

∏
i ̸=j

qidθi. (8)

Now suppose we keep the {qi ̸=j} fixed and maximize L(q) in (6) with respect to

all possible forms for the density qj(θj). By recognizing that (6) is the negative KL

divergence between p̃(X,θj) and qj(θj), we notice that maximizing (6) is equivalent to

minimize the KL divergence, and the minimum occurs when qj(θj) = p̃(X,θj). The

optimal q∗j (θj) is then

ln q∗j (θj) = Ei ̸=j[ln p(X,θ)] + constant. (9)

The above solution says that the log of the optimal qj is obtained simply by considering

the log of the joint distribution of all parameter, latent and observable variables and then

taking the expectation with respect to all the other factors qi for i ̸= j. Normalizing the

exponential of (9), we have

q∗j (θj) =
exp(Ei ̸=j[ln p(X,θ)])∫
exp(Ei ̸=j[ln p(X,θ)])dθj

. (10)

The set of equations in (9) for j = 1, ...,M are not an explicit solution because the

expression on the right-hand side of (9) for the optimal q∗j depends on expectations taken

with respect to the other factors qi for i ̸= j. We will need to first initialize all of the factors
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qi(θi) and then cycle through the factors one by one and replace each in turn with an

updated estimate given by the right-hand side of (9) evaluated using the current estimates

for all of the other factors. Convexity properties can be used to show that convergence to at

least local optima is guaranteed. [133] The iterative procedure is described in Algorithm

1.

Algorithm 1 Iterative procedure for obtaining the optimal densities under factorized den-

sity restriction 5. The updates are based on the solutions given by 9.
Initialize q∗2(θ2), ..., q

∗
M(θM). Cycle through

q∗1(θ1)←
exp(Ei ̸=1[ln p(X,θ)])∫
exp(Ei ̸=1[ln p(X,θ)])dθ1

...

q∗M(θM)← exp(Ei ̸=M [ln p(X,θ)])∫
exp(Ei ̸=M [ln p(X,θ)])dθM

until the increase in L(q) is negligible.

3.6 Predictive Modeling of Charge-off and Repayment Probabilities
Using LendingClub Data

3.6.1 Introduction

LendingClub, a pioneering enterprise in the financial technology sector, holds the title

as the world’s largest peer-to-peer lending platform. Founded with the mission of trans-

forming the banking system to make credit more affordable and investing more rewarding,

LendingClub has managed to connect thousands of borrowers with individual investors.

This unique business model not only democratizes access to loans but also opens up a

new avenue for investors to diversify their portfolios.

One of the many attractions of LendingClub is its flexibility. The platform empowers

borrowers to create unsecured personal loans ranging from $1, 000 to $40, 000. Such

wide-ranging amounts mean that LendingClub caters to a variety of financial needs,

whether it’s a small, short-term cash crunch or a larger expense such as home renova-

tion or debt consolidation. Borrowers have the option to repay the loans over standard

periods of either three or five years, allowing them the flexibility to manage their debt

according to their financial circumstances.
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LendingClub’s platform is not just borrower-centric, it also provides numerous bene-

fits to investors. Investors have the ability to search and browse through the loan listings

on the LendingClub website and cherry-pick the loans they wish to invest in. This is

based on a wealth of information supplied about the borrower, such as the amount of loan

requested, the loan grade which is a measure of risk associated with the loan, and the

purpose of the loan. By making informed decisions, investors have the potential to earn

returns through the interest paid by borrowers on these loans.

Crucially, LendingClub operates on a transparent business model. While it makes

money by charging borrowers an origination fee for processing a new loan, and investors

a service fee for loan servicing, it does so openly and transparently. Transparency is

not only limited to its revenue model but also extends to the information available on its

platform. To attract lenders (see [134]), LendingClub publishes most of the data from

borrowers’ credit reports as well as other information reported by borrowers for almost

every loan issued through its website. This transparency helps investors make informed

decisions, underlining LendingClub’s commitment to creating a more open and fair finan-

cial marketplace.

3.6.2 Predictive Modeling of Charge-off and Fully-paid Probabilities - Target Vari-
able and Sampling

LendingClub’s publicly available data from the year 2016 provides a rich source of infor-

mation for building predictive models. This comprehensive dataset consists of a total of

433, 042 issued loans. Every loan in the dataset comes with a specific status: Fully-paid,

Charged-off, or Current. These statuses carry crucial information about the loan repay-

ment, and hence, serve as the target variable for our predictive models. In particular, we

will construct models that can predict the probability of a loan being charged-off or fully

paid.

The above mentioned models will employ a variety of loan-related features as covari-

ates. These covariates, or input features, have been chosen for their potential relevance to

loan repayment outcomes. Among these are:

• Loan Term in Months: The duration of the loan term, whether it’s 36 or 60 months,

could influence a borrower’s ability to fully repay the loan.
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• FICO Score: This is a credit score developed by FICO, a company that specializes

in predictive analytics. It’s widely used by lenders to assess a borrower’s credit risk.

• Issued Loan Amount: The size of the loan granted can also impact the borrower’s

repayment capacity.

• Debt-to-Income Ratio (DTI): This ratio, calculated by dividing a customer’s total

debt by their income, gives an indication of the borrower’s ability to manage and

repay debts.

• Number of Credit Lines Opened in the Past 24 Months: This feature provides a

snapshot of the borrower’s recent credit behavior, which could have an impact on

their repayment capabilities.

• Employment Length in Years: The duration of a borrower’s employment could

reflect their financial stability, and hence, their ability to repay the loan.

• Annual Income: A borrower’s annual income serves as an indicator of their finan-

cial capacity to fulfill their loan obligations.

• Home Ownership Type: Whether the borrower owns their home, is paying a mort-

gage, or rents can also have implications for their financial stability and ability to

repay the loan.

By including these diverse and informative features as covariates in our predictive

models, we aim to maximize the predictive power of our models. These models will pro-

vide valuable insights into the factors that influence the charge-off and full-paid rates of

loans issued by LendingClub.

3.6.3 Addressing Uncertainty of Estimated Loan-level Models using Variational In-
ference

3.6.4 Specifying the priors

To complete the two Bayesian logistic regression models that predict the likelihood of a

loan being Charged-off or Fully-paid, it’s imperative to set the prior models for our regres-

sion parameters, βi. Since these parameters can take any value in the real line, Gaussian

priors are appropriate choices.
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Figure 1: Charge-off Model Priors

Establishing the priors for the intercept also requires careful consideration. To this

end, we’ve relied on past data, observing that in an average year, or “vintage”, of loans,

the chance of a loan being charged off is approximately 20%, while the probability of a

loan being paid off in full is around 75%. These values serve as our base rates for the

prior models, shaping our initial beliefs about the likelihood of a loan falling into either

of these categories.

To visually encapsulate our initial understanding and the extent of uncertainty around

these variables, we’ve plotted 100 instances of plausible relationships for a selection of

the input features. These can be observed in Figures 17 and 2 (for charge-off); Figures 3

and 4 (for full-payment).
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Figure 2: Charge-off Model Priors

Figure 3: Paid-off Model Priors
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Figure 4: Paid-off Model Priors

Our plots echo our initial assumptions about these relationships:

• 1. The probability of a loan being charged-off seems to rise with both the loan term

and the Debt-to-Income (DTI) ratio. This is likely because longer loan terms and

higher debt compared to income could indicate greater financial strain and risk.

• 2. Conversely, we find the likelihood of a loan being charged-off decreases with an

increase in the FICO score and the borrower’s annual income. Higher FICO scores

and annual incomes suggest better creditworthiness and financial stability, reducing

the risk of default.

• 3. In contrast, the likelihood of a loan being paid off in full tends to increase with

higher FICO scores and annual income. Again, these factors indicate a better finan-

cial standing, making full repayment more likely.

• 4. However, the probability of full payment seems to decrease as the loan term and

DTI ratio increase, mirroring the trends observed for charge-offs but in the opposite

direction.

• 5. Additionally, these plots encapsulate our initial uncertainty about the rate of

these increases and decreases.
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Figure 5: Posterior Distribution for the Charge-off Model Parameters

3.6.5 Simulating the posterior

In constructing our Bayesian logistic regression models, a crucial step involves updating

our prior models based on actual observed data. This step allows us to simulate the pos-

terior models for our parameters, essentially refining our initial assumptions with the lens

of empirical evidence. The posterior distribution encapsulates the adjusted uncertainty

pertaining to the unknown parameter values after factoring in the observed data.

To illustrate this process, we provide visual representations in Figures 5 and 6. These

figures delineate the posterior distribution for the parameters of our model. Further, we

have plotted 100 posterior plausible models in Figures 7 and 8. The left-hand side of this

figure showcases the posterior relationship between the rate of charge-offs and annual in-

come, while the right-hand side represents the relationship between the rate of fully paid

loans and the Debt-to-Income (DTI) ratio.

A difference between our prior and posterior models can be seen when comparing

these figures with those in Figures 17, 2, 3, and 4. It is evident that the posterior models,

having been updated with the observed loan-level data, exhibit much less variability than

their prior counterparts. This implies that the integration of actual data into the model has

provided us with a higher level of certainty about the relationship between the probabili-

ties of loans being charged-off or paid-off and the input features.
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Figure 6: Posterior Distribution for the Paid-off Model Parameters
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Figure 7: Posterior plausible models for the probability of charged-off/fully-paid versus

input features

In essence, by merging our initial understanding with observed data, we are able to

effectively narrow down the plausible range of our model parameters, enhancing the pre-

cision of our predictions. This, in turn, underscores the value of leveraging Bayesian

models in predictive analytics, as they allow us to continually refine our estimates as new

data becomes available.

Model Evaluation In order to evaluate the performance and validity of our Bayesian

logistic regression models, we employ a method known as a posterior predictive check.

This process essentially involves creating simulated data from our posterior models and

then comparing these simulations to the original data. The goal is to confirm that the

simulations retain similar features to the original data, which would then suggest that the
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Figure 8: Posterior plausible models for the probability of charged-off/fully-paid versus

input features
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underlying assumptions of our Bayesian logistic regression models are indeed reasonable

and sound.

In our analysis, we generate 100 posterior simulated datasets. From each dataset, we

record the proportion of outcome variables Y that equal 1. In the context of our study, this

corresponds to the proportion of loans that are either charged-off or fully paid.

This posterior predictive checking process is visualized in Figure 9, which presents a

histogram of the simulated charge-off and paid-off rates. A careful examination of these

histograms reveals a reassuring consistency between our simulations and the original data.

For instance, we observe that most of our posterior simulated datasets exhibit a charge-off

rate of approximately 18% and a paid-off rate around 75%. These rates are close to those

seen in the original loan-level data, indicating that our models are accurately capturing the

key trends in loan outcomes. With a conjugate prior and following the Gibbs sampling

scheme proposed by [87], it took 89.86 seconds to finish 100 simulations for the Gibbs

sampler

The histogram also features a vertical line, which represents the observed proportions

of charged-off and fully-paid loans in the actual data. The closeness of this line to the

peaks of the histograms further illustrates the strong alignment between our posterior

simulations and the original data, providing further validation of our models.

In summary, this posterior predictive check serves as an effective tool to confirm the

soundness of our model assumptions and the robustness of the Bayesian logistic regres-

sion models in capturing the patterns of the LendingClub data. It is through such rigorous

evaluations that we can be confident in the reliability and predictive power of our models.

3.7 Conclusion

In this paper, we have proposed an innovative, comprehensive approach to predicting the

movement of loans across different delinquency states. To address this complex task, we

employed a Markov chain model which allowed us to characterize the transitions between

different states of delinquency. By capturing these transitions, we gained deeper insight

into the life-cycle of loans and the factors that influence their evolution.
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Figure 9: A posterior predictive check of the logistic regression model of charge-off and

fully-paid

A significant portion of this paper was devoted to explaining how to fit loan-level

Bayesian logistic models using the Variational Bayes framework. This enabled us to esti-

mate key transition probabilities. Specifically, we built two models that predict the prob-

ability of loans transitioning from the ’Current’ status to either ’Charged-off’ or ’Fully-

paid’. This loan-level modeling provided us with a granular perspective on loan transi-

tions, enabling us to estimate the likelihood of different outcomes with a higher degree of

precision.

By combining the Markov chain delinquency matrix with the estimated loan-level

models for key transition probabilities, we have developed a framework that has promis-

ing applications in risk management for lenders. A primary strength of our Bayesian

model is its ability to quantify uncertainty associated with predictions. Unlike traditional

models that provide single point-estimate, our Bayesian approach generates a distribution

of potential outcomes. This offers lenders a more complete view of potential scenarios

and risks. For instance, our model allows lenders to estimate a range for the necessary

cash reserves based on predicted charged-off and paid-off rates. This is a significant ben-

efit, as it helps lenders to prepare more effectively for potential risks and eventualities,

thereby increasing the robustness of their risk control measures.
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In summary, our combined use of the Markov chain model and loan-level Bayesian

logistic models provides a powerful tool for understanding and predicting loan behaviors.

This approach enables more informed decision-making in risk management, highlighting

the value of advanced statistical modeling in the financial sector. As always, it’s essen-

tial to bear in mind that models are simplifications of reality and their predictions are

subject to uncertainties. However, our Bayesian approach, with its explicit handling of

uncertainty, provides a more robust and transparent framework for forecasting and risk

management in the lending business.
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4 Consumer Term Loan Collections

4.1 Introduction

In this chapter, our main objective is to explore an effective approach for scheduling

collection actions on consumer term-loan accounts. To achieve this, we utilize a Markov

decision model that allows for efficient decision-making over time.

Each consumer loan account is categorized into various states based on its age, in-

cluding current, delinquent, early payoff, default, and bankrupt. By employing a Markov

transition matrix, we accurately model the probability of loan accounts transitioning be-

tween these states.

To determine the optimal collection action for each consumer type at each state and

age, we develop an optimization method. This method focuses on maximizing the lender’s

expected value and takes into account several factors. Firstly, it considers the default risk

associated with each state. Additionally, it incorporates operational costs involved in

carrying out collection actions.

Furthermore, our optimization approach takes into consideration the time value of

money, acknowledging the tradeoff between interest revenue and borrowing costs. It also

ensures time consistency in the optimization process. Moreover, it addresses competing

risks that may arise between different account states. Lastly, it accounts for penalties that

may be incurred due to late payments.

The utilization of a Markov chain model in managing consumer loans is grounded

in the understanding that loan accounts naturally transition through various delinquency

states over time. For instance, an account that is currently in good standing will remain

so if payments are made on time, but will transition to a delinquent state if no payment

is received by the due date. The transition probabilities between states can be estimated

using historical data, such as through maximum likelihood estimation.

When implementing a collection action in a Markov chain model, the probability of

transitioning between states may differ compared to the scenario where no action or a

different action is taken. This poses a decision problem for the lender: how to select the

most appropriate action for each consumer type at each state and age to maximize the

expected net present value. This paper aims to establish a systematic Markov decision

modeling framework for making optimal loan collection decisions.

Loan management decision problems encompass various aspects, including (1) deter-

mining whether to grant or extend a loan, (2) determining the loan amount to be granted

or extended, (3) deciding when to initiate a collection action, and (4) choosing the most
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suitable collection action to employ. The first two types of decisions are classified as

origination decisions, while the latter two are categorized as collection decisions. It is

important to note that origination and collection decisions are interrelated and should not

be treated as independent. Effective origination decisions take future collection decisions

into account, while efficient collection decisions leverage loan specifications established

during the origination stage.

Comparing our method with a static collection policy, we demonstrate that our ap-

proach is significantly more valuable for accounts with high interest rates and medium to

high loan amounts. This is especially true when stronger collection effects are observed.

Additionally, our study sheds light on how interest rates, loan amounts, and collection

effects impact the collection actions implemented under an optimal collection policy.

Overall, our findings provide valuable insights for lenders seeking to efficiently sched-

ule collection actions for consumer term-loan accounts. By considering various factors

and utilizing a Markov decision model, lenders can maximize their expected value and

make informed decisions regarding collection actions.

4.2 Background

The utilization of a Markov chain model for managing consumer loans is based on the

belief that loan accounts progress through various delinquency states over time. This

intuitive approach considers that the status of an account in a given month will depend

on whether a payment in the contracted amount is received by the due date. For instance,

an account in the current state this month will remain in the current state if the payment

is made on time. However, if no payment is received by the due date, the account will

transition to a 1-month delinquent state.

Estimating the probability of transitioning from one state to another is crucial in un-

derstanding the behavior of consumer loan accounts. Historical data is often utilized,

employing techniques such as maximum likelihood estimation, to estimate these transi-

tion probabilities. By analyzing past patterns, lenders can gain insights into the likelihood

of account movement between different delinquency states.

When a collection action is implemented on an account within a Markov chain, the

transition probabilities can vary compared to scenarios without any action or alternative

actions. The decision problem faced by lenders is, therefore, how to select the most

appropriate action at each state and age for each type of consumer, ultimately optimizing

the expected net present value of the loan portfolio.

This chapter aims to establish a comprehensive framework for Markov decision mod-
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eling that enables lenders to make optimal loan collection decisions. By reasoning through

this framework, lenders gain the ability to weigh the potential outcomes of various col-

lection actions at different stages and for different types of borrowers. Ultimately, this

approach allows lenders to make informed decisions that maximize their expected net

present value, potentially improving the overall management of consumer loan collec-

tions.

There have been various modeling approaches used in the field of loan management,

both for consumer and commercial loans. In a review by Rosenberg and Gleit (1994)

([135]), they discuss quantitative methods that assist managers in making loan manage-

ment decisions. These methods include discriminant analysis, decision trees, expert sys-

tems, linear programming, dynamic programming, and Markov chains.

Another review by Altman and Saunders (1998) ([136])focuses on credit risk measure-

ment for individual and portfolio loans during the period of 1980-1998. They examine

the literature on this topic and provide insights into the methods used.

Thomas et al. (2005) ([137]) conducted a survey on the development of methodology

in consumer loan modeling from 1955 to 2005. They highlight critical issues in consumer

loan management, such as the design of consumer scoring systems, the development of

models for selecting product features, policy inference techniques, and improving the

accuracy of default forecasting.

When it comes to loan management, decision-making is crucial and can be divided

into four main categories. The first decision problem is whether to grant or extend a loan,

while the second is determining the appropriate loan amount to grant or extend. These

two decisions fall under the category of origination decisions. On the other hand, the

remaining two decision problems are classified as collection decisions. The third decision

is when to initiate a collection action, and the fourth is determining the suitable collection

action to be taken.

It’s important to note that origination and collection decisions are not independent of

each other. In fact, they are closely related. An effective origination decision takes into

consideration future collection decisions, and efficient collection decisions incorporate

loan specifications that were initiated during the origination stage.

4.3 Model Setup

In our scenario, there are two main entities involved: the seller, who directly sells durable

goods to consumers, and the lender, who provides loans to consumers for purchasing

those goods. Let’s denote the per-period discount factor for the lender as ρ. This factor
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represents the lender’s perception of the value of receiving 1 unit of currency in the future,

with a lower value indicating a higher borrowing or opportunity cost for the lender.

The time period used for managing consumer loan accounts can vary, ranging from

days to weeks or months. When a consumer is approved for a loan by the lender, they

enter into a contractual agreement. This contract outlines the terms and conditions of the

loan, including repayment details and any associated fees or interest rates.

To keep track of the loan and associated consumer information, the lender establishes

an account for each approved loan. In practice, these loan accounts may contain a vari-

ety of rich data points and parameters. These parameters provide important insights for

effectively managing the loan accounts and making informed decisions.

We are particularly interested in analyzing and understanding specific account param-

eters. These parameters encompass essential details about the loan and the consumer, and

may include information such as the current balance of the loan, the repayment history,

the interest rate applied, the remaining term of the loan, any future payment obligations,

and any additional fees that may be associated with the loan.

By examining and analyzing these account parameters, we can gain valuable insights

into the loan portfolio and make data-driven decisions regarding collection actions, risk

assessment, and overall loan management strategies.

Let L be the initial loan amount offered by the lender to the buyer, T be the term of the

loan, i.e., the number of periods to payoff the loan, and r be the interest rate the consumer

pays the lender. The basic formula for calculating your monthly payment P is

P =
L[r(1 + r)T ]

(1 + r)T − 1
.

Let M be the market value of the durable good at the time of purchase, and θ be a

discount constant for the good during one payment period. That is the market value of

the good at the time of n-th payment time is Mθn. (θ would be less than 1 if the good is

a consumer good with value decreasing as time passes; θ could be greater than 1 if the

good becomes more valuable as time passes.)

Let t denote the age of an account, which is the number of periods passed since the

onset of the loan. At each age, an account can be at a specific payment status, which we

label as state, denoted by s. At each age t ≥ 1, an account state is determined by the state

and payment behavior of the account at age t− 1. To address typical business situations,

we consider the following states of an account at age t when applicable.

• s = 0 Current, i.e., no past due payment at age t − 1. An account must be in state

current when t = 1, because a down payment is required at the onset of the loan

when t = 0. When a loan is paid off at age T , we have s = 0 at age T + 1.
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• s = x for x = 1, 2, 3, 4 x-period delinquent, i.e., there are x contracted per-period

payments not received at age t− 1.

• s = −1 Early payoff, i.e., the consumer pays off all the remaining balance at age

t− 1. When a consumer pays off the debt at age T , the end of term, the state at age

T + 1 is current.

• s = −2 Default, i.e., the consumer’s purchased good is repossessed by the lender

at age t− 1. In practice, repossession occurs only when a customer misses several

payments, and thus the default state can only occur when t is large enough.

• s = −3 Bankrupt, i.e., a third party certifies that the consumer is in a legal status

rendering the consumer incapable of paying the remaining balance to the lender at

age t− 1. In this case, the loan contract loses its original effectiveness and the third

party determines an amount of money that the consumer must pay the lender.

The aforementioned eight states that have been defined effectively model the most

commonly occurring account statuses in practical scenarios. These states help to simplify

the collection problem in several ways.

Firstly, consumers have the flexibility to make payments up to the remaining balance.

To streamline the analysis, we assume that consumers either make a payment equal to a

multiple of the contracted per-period payment, along with any applicable late payment

penalties, or opt to pay the entire remaining balance.

Secondly, while it is technically possible for an account to be delinquent for more

than four periods, we assume that when an account reaches a four-period delinquency,

the lender will repossess the purchased goods, thereby preventing the account from tran-

sitioning to a five-period delinquency state.

Thirdly, it is important to note that consumers may negotiate with the lender to modify

the loan contract, such as extending the loan term or reducing the interest rate. However,

we do not account for these contract changes in our current analysis. Nevertheless, the

inclusion of alternative payment amounts, increased delinquency periods, and changes in

the loan contract can be feasibly modeled within an expanded state space without funda-

mentally altering our core model.

In addition to tracking payment status, it is crucial to model the risk status, specifically

the risk level, of each account at each age. The risk level of an account is primarily

influenced by its past payment behavior for the loan, with secondary consideration given

to the overall credit profile of the account. Lenders typically monitor account payment
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history and credit information, such as FICO scores, to estimate the risk level of each

account at specific points in time.

Then the remaining balance of an accountR(s, t) is

R(s, t) =
i=s∑
i=0

P (1 + γ)i +
T∑

i=t+1

P

(1 + r)i−t
,

where γ is the late payment penalty rate.

The lender can implement a preventive or corrective collection action, denoted by a,

over an account at a given age, if applicable. The following actions are considered in this

work.

• a = 0 Do-nothing, leave the account as is.

• a = 1 Electronically contact, notify the consumer of account state via text message,

email, or an automatic machine dialer.

• a = 2 Account management, mail or call the consumer to inform on account infor-

mation, gather more information and advise on future payment resolutions.

• a = 3 Loss prevention, communicate with the consumer intensively to discover

why the account has been in delinquency status, and provide specific advice on

how to retain the account in the state of the current.

• a = 4 Repossession, repossess the consumer’s good purchased through the loan.

If the residual value of the good is lower than the sum of the remaining balance

and the cost of repossession, then the lender incurs a loss in the amount of that

difference; otherwise, the lender pays the difference back to the consumer. That is,

the lender cannot earn money through repossession.

The payback policy for the remaining value of repossessed goods is legally mandated

to safeguard consumer interests. According to theory, if the residual value of the repos-

sessed asset is inadequate to cover the outstanding balance along with repossession costs,

the consumer remains responsible for the difference. However, in practice, this shortfall

is challenging to collect and is therefore disregarded in our definition.

We make the assumption that only one action can be applied to an account within a

single time period. This is consistent with the assumption that the account state remains

unchanged throughout the duration of one time period. It’s important to note that this

assumption is not restrictive. In cases where the action requires a time frame shorter than

one time period, a more suitable and shorter time unit can be employed to define the time

period accordingly.
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4.4 Optimization

Now we consider how an account transits from one state to another as the account ages.

A state transition happens at the time when an account becomes age t+ 1 from age t, for

t = 1, · · · , T . Recall that an account is always in the state of current at age t = 1 by our

definition.

Let qas,s′(t) denote the probability of transition from state s to state s′ for the account

that enters age t+1, under the application of collection action a. The transition probability

defines a discrete Markov chain, where the account state at the next age depends only on

the account state and the collection action applied to the account at the current age. Then

the Markov chain transition matrix is as the following:
qa00(t) qa01(t) 0 0 0 qa0−1(t) 0 qa0−3(t)

qa10(t) qa11(t) qa12(t) 0 0 qa1−1(t) 0 qa1−3(t)

· · ·
qa40(t) qa41(t) qa42(t) qa43(t) qa44(t) qa4−1(t) qa4−2(t) qa4−3(t)


In the transition matrix, a 0 entry signifies that a particular transition cannot occur as

per the definition. Specifically, it is not possible for an account to transition from being

x-period delinquent to x-period delinquency plus one, for x equal to 2, 3, or 4. Moreover,

a lender will not initiate the repossession process when the account is less than 2-period

delinquent. It is important to note that states s equal to -1, -2, and -3 do not transition to

any other states and are therefore excluded from the matrix as initial states.

The econometric characterization of the transition matrix is intricately linked to the

dynamic credit risk envisioned in the model. It is essential to accurately quantify the

transition probabilities specific to the underlying business problem being addressed.

Let πa
s,s′(t) denote the expected value received from the account that transits from

state s to state s′ when entering age t+ 1 under action a.

The maximum expected net present value (ENPV) of account h in state s at age t,

taking the state transition and applicable action into consideration is denoted by Vt(s).

The value Vt(s), and the optimal action that maximizes the ENPV of an account at

each state and age can be found via the following Bellman equation through a standard

backward induction

Vt(s) = max
a∈A(s)

{
∑
s′∈S

qas,s′(t)π
a
s,s′(t) + ρVt+1(s

′)}. (11)

where A(s) is the action space for the account in status s, and ρ is some constant.

Note that the maximum ENPV at age 0, the onset of the loan, is V1(0). The inclusion of
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discount factor ρ, together with the interest rate r, addresses the tradeoff between interest

revenue and borrowing cost. Also, since Vt(s) is optimized at each age t, the solution

achieves time consistency in optimization. In addition, our definition of the transition

and per-period value matrixes models competing risks between different account states,

along with the penalty for late payment. Since the Markov chain model is widely applied

for decisions on collection policy and action (Rosenberg and Gleit 1994; Thomas et al.

2005), we provide the following result with proof omitted.

Proposition 4.1. The above equation finds an optimal action that maximizes the ENPV of

the account in status s at age t.

To maximize the value Vt(s), the Equation 11 recurrence relation establishes the op-

timal action for each account at every combination of age (t) and status (s). This optimal

collection policy is determined by finding the value of Vt(s), which requires specifying

the boundary condition based on practical considerations specific to the problem at hand.

Equation 11 explicitly includes the account status, indicating that we can solve this

optimization problem for each distinct account type when provided with transition and

per-period value matrices that align with the account’s characteristics. To simplify com-

putations, account characteristics can be grouped together. It’s important to note that the

action space A(s) and the state space S at age t depend on both the account status s and

the current status, which may result in the exclusion of certain actions and states. Further-

more, the application of certain actions may depend on preceding actions. For example,

a repossession action may only be applicable if a loss prevention action was previously

applied. To account for this, we can introduce a binary state variable to the value function

V to indicate whether a loss prevention action was taken at the previous age. This incor-

poration allows us to restrict the application of the repossession action at the current age

accordingly.

Given the account characteristics, Equation 11 defines a model with finite state and

action spaces, as well as a finite horizon T , making it computationally tractable for nu-

merical solution methods.

In conclusion, our model implements an optimal collection policy that yields signifi-

cantly greater value compared to a static collection policy, particularly for consumer term

loans with high interest rates and medium to high loan amounts. This is particularly true

when collection actions have observable effects in facilitating the transition of delinquent

accounts to a current state. Furthermore, our study sheds light on how the implementation

of collection actions, under an optimal collection policy, is influenced by factors such as

interest rates, loan amounts, and the efficacy of collection efforts.
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It is important to note that in practical applications, the choice of collection actions

for a loan account is contingent upon consumer heterogeneity. This is due to the fact

that different consumers possess unique account characteristics, which can impact the

probability and payoff associated with state transitions, as well as the effectiveness of

collection actions. Thus, a tailored approach that considers individual consumer traits is

crucial for optimal collection strategies.

4.5 Applying Markov chain model

By merging the Markov chain model and the aforementioned model, we can establish

a well-rounded model specifically designed for collection purposes. This integration in-

volves leveraging the Markov chain transition matrix values from Chapter 3 of the previ-

ously mentioned models.

One of the key advantages of our proposed model is its flexibility in decision-making

for the company. This is made possible due to our utilization of variational inference in

Chapter 3. With this approach, we are able to derive model coefficients and generate a

range of potential models. This allows us to explore different scenarios and choose the

most suitable one based on the specific circumstances.

The ability to consider multiple models through variational inference broadens the

range of possibilities for the company. Rather than being limited to a single approach,

we have the option to select from numerous models that are derived from the interval of

coefficients provided by variational inference. This enhances the decision-making process

and empowers the company to make well-informed choices when it comes to collection

strategies.

In this study, we propose a modeling framework that combines the Markov chain

model and the previously mentioned model to create a comprehensive model for col-

lection purposes. This framework falls under the category of optimal Markov decision

theory.

Our model focuses on the specific context of consumer term loan collection within a

simplified business setting. It serves as a unified framework for making various collection

decisions based on incomplete account information. This framework is consistent with

the concept of a dynamic credit risk model, which utilizes a Markov chain modeling

approach.

Our findings highlight the significant potential benefits of implementing an optimal

collection policy that considers the state and age of the account, as well as consumer

heterogeneity. When compared to a static collection policy that only takes into account
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the account state, the optimal collection policy demonstrates clear advantages.

Three key factors that influence the relative performance of our dynamic collection

policy are the interest rate, loan amount, and the effects of collection actions. On average,

the optimal collection policy proves to be more valuable for accounts with higher interest

rates and medium to high loan amounts. This is particularly true when collection actions

are more intensive.

Furthermore, we illustrate how the collection actions implemented under an optimal

collection policy are influenced by factors such as the interest rate, loan amount, and

collection effects. This provides valuable insights into tailoring collection strategies to

specific account characteristics and optimizing overall collection efficiency.

4.6 Further thoughts

The present work offers promising avenues for further expansion, particularly in response

to practical collection challenges. There are several areas where the Markov decision

model can be extended to address these concerns.

Firstly, by expanding the account state and collection action spaces, the model can

cater to scenarios where information gathered during the collection process can be uti-

lized to guide actions at later stages. Additionally, incorporating the correlation between

the residual value of purchased goods and account characteristics can contribute to more

accurate decision-making within the model.

Secondly, in instances involving a large number of loan accounts, it becomes cru-

cial to consider resource constraints associated with account maintenance. Consequently,

determining appropriate collection actions must take into account these limitations.

Thirdly, it is imperative to quantitatively evaluate the impacts of various collection

actions, especially those that are novel to the business, such as electronic contact and

automated machine dialers. Experimental analysis can provide valuable insights into the

efficacy of these initiatives.

Lastly, thorough investigation into the criteria for contract rewriting during the collec-

tion process is vital. Understanding the circumstances under which altering the terms of

the agreement is warranted can lead to better outcomes for both lenders and borrowers.

By addressing these areas, the model’s effectiveness for real-world collection chal-

lenges can be enhanced, ultimately benefiting both the lender and the borrowers.
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5 Random Forest Model

In this section, we study the Random forest model. In particular, we will use the Random

forest model to stimulate a particular set of data.

5.1 Random Forest Model and Logistic Regression Model

Logistic regression and random forest models are both popular machine learning algo-

rithms used for classification tasks. While they have some similarities, they also have

key differences in terms of their underlying principles, interpretability, scalability, and

handling of non-linear relationships (see [138], [139], and [140]).

1. Model Principle: - Logistic Regression: Logistic regression is a statistical model

that uses a logistic function to estimate the probability of a binary outcome based on

input variables. It assumes a linear relationship between the input features and the logit

of the target class probabilities. - Random Forest: Random forest is an ensemble learning

method that consists of multiple decision trees, where each tree is trained on a random

subset of the data. The final prediction is made by aggregating the predictions of all the

individual trees.

2. Interpretability: - Logistic Regression: Logistic regression models provide in-

terpretable coefficients associated with each input feature, indicating the direction and

magnitude of the influence on the target variable. - Random Forest: Random forest mod-

els are generally less interpretable than logistic regression. It is challenging to extract

meaningful insights from the multitude of decision trees that make up the random forest

model.

3. Handling Non-linear Relationships: - Logistic Regression: Logistic regression

assumes a linear relationship between the input features and the log odds of the target

variable. It may struggle to capture complex non-linear relationships unless non-linear

transformations of the features are included. - Random Forest: Random forest models

can handle non-linear relationships effectively without the need for explicit feature trans-

formations. The ensemble of decision trees can capture complex interactions between

features and target, making them more flexible.

4. Scalability: - Logistic Regression: Logistic regression models are relatively simple

and computationally efficient. They can handle large datasets with a large number of

features. - Random Forest: Random forest models can handle larger datasets as well, but

their training and prediction times can be significant, especially when the number of trees

or depth of the trees is high.
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5. Performance: - Logistic Regression: Logistic regression performs well when the

relationship between the features and the target is predominantly linear. It may struggle

in cases of high-dimensional data or when there are complex interdependencies between

features. - Random Forest: Random forest models are more robust and generally perform

well in various scenarios. They can handle both linear and non-linear relationships, as

well as interactions between features.

In summary, logistic regression and random forest models have their own strengths

and weaknesses. Logistic regression is more interpretable and suitable for linear relation-

ships, while random forest models are more flexible, handle non-linear relationships well,

and are generally powerful models for classification tasks (see [141], [142], [143], and

[144]).

5.2 Introduction to Random Forest Model

Based on the above comparisons, we decide to choose the random forest model. Now

let’s review what is the Random forest model.

The random forest algorithm is a type of supervised machine learning algorithm that

uses decision tree algorithms to construct a predictive model. It is commonly used in

various industries, including banking and e-commerce, to predict behavior and outcomes

([145]).

The concept of bagging is central to the random forest algorithm. Bagging involves

averaging multiple models that may have some noise or errors, but are approximately

unbiased (see [146]). This averaging process helps reduce the variance in the predictions.

Decision trees are particularly well-suited for bagging because they can capture complex

interaction structures in the data and have relatively low bias when grown deep enough.

However, decision trees are known to produce noisy results, so they benefit greatly from

the averaging process.

Another advantage of using bagging with decision trees is that each tree generated in

the process is identically distributed, meaning that the expectation of an average of B such

trees is the same as the expectation of any one of them. This means that the bias of the

bagged trees remains the same as that of the individual bootstrap trees. The only potential

for improvement in the bagged models lies in reducing variance.

An average of B i.i.d. random variables, each with variance σ2, has variance 1
B
σ2. If

the variables are simply i.d. (identically distributed, but not necessarily independent) with

positive pairwise correlation ρ, the variance of the average is

ρσ2 +
1− ρ

B
σ2.
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Figure 10: RF work flow

As B increases, the second term disappears, but the first remains, and hence the size

of the correlation of pairs of bagged trees limits the benefits of averaging. The idea in

random forests is to improve the variance reduction of bagging by reducing the correlation

between the trees, without increasing the variance too much. This is achieved in the tree-

growing process through random selection of the input variables.

The below diagram explains the working of the Random Forest algorithm:
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5.3 More details about Random Forest Tree Model

Assumptions for Random Forest: Since the random forest combines multiple trees to

predict the class of the dataset, it is possible that some decision trees may predict the

correct output, while others may not. But together, all the trees predict the correct output.

Therefore, below are two assumptions for a better Random forest classifier:

• There should be some actual values in the feature variable of the dataset so that the

classifier can predict accurate results rather than a guessed result.

• The predictions from each tree must have very low correlations.

• Independence of decision trees: The model assumes that each decision tree in the

random forest is built independently of one another. This means that the construc-

tion of one tree does not depend on the construction or outcome of any other tree in

the forest.

• Random sampling of training data: The random forest algorithm assumes that the

training data is sampled randomly and that each sample is independent of the oth-

ers. This helps reduce bias and prevent overfitting by introducing variation into the

model.

• Random feature selection: Random forest randomly selects a subset of features

from the available set for each decision tree. This assumption assumes that not all

features are equally important for making predictions, and that using a subset of

features can help improve model performance.

• Homogeneous feature importance: The assumption is that all features contribute

equally to the model’s predictive power. While this may not always hold true, the

random forest algorithm still considers all features and attempts to identify patterns

and relationships among them.

• No multicollinearity: The random forest model assumes that there is no high corre-

lation (multicollinearity) between the predictor variables. This prevents redundancy

in the model and helps improve the accuracy of predictions.

It’s important to note that while these assumptions are generally made in the random

forest model, the algorithm is robust and can still produce reliable predictions even

if some of these assumptions are violated.

Why use Random Forest? There are several reasons why the random forest model

is widely used in machine learning (see [147], [148], [149] for more references):
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• It takes less training time as compared to other algorithms.

• It predicts output with high accuracy, even for the large dataset it runs efficiently.

• It can also maintain accuracy when a large proportion of data is missing.

Moreover, The random forest algorithm tends to yield highly accurate predictions.

By aggregating the predictions of multiple decision trees, it reduces the risk of overfit-

ting and provides more robust results compared to using a single decision tree. Random

forests can be used for both classification and regression problems, making them applica-

ble to a wide range of tasks. They can handle categorical and numerical features, as well

as missing data, without the need for extensive preprocessing. Also random forests can

capture complex non-linear relationships between input features and the target variable.

They are capable of modeling interactions and capturing important feature interactions

that may be missed by linear models. Random forests are relatively robust to outliers and

noisy data. Since each decision tree is built on a random subset of the data, outliers have

less influence on the overall predictions. This makes the model more resilient to noisy or

anomalous data points. Furthermore, Random forests provide a measure of feature im-

portance, which can be valuable for understanding which variables have the most impact

on the predictions. This information can help in feature selection and interpretation of

the model. Random forests can effectively handle datasets with a large number of input

features, making them suitable for high-dimensional problems. They can automatically

select relevant features and avoid overfitting. Overall, the random forest model offers a

powerful and versatile approach to predictive modeling, making it a popular choice in

various domains and industries.

How does Random Forest algorithm work? Random Forest works in two-phase

first is to create the random forest by combining N decision tree, and second is to make

predictions for each tree created in the first phase.

The Working process can be explained in the below steps:

Step-1: Select random K data points from the training set.

Step-2: Build the decision trees associated with the selected data points (Subsets).

Step-3: Choose the number N for decision trees that you want to build.

Step-4: Repeat Step 1 & 2.

Step-5: For new data points, find the predictions of each decision tree, and assign the

new data points to the category that wins the majority votes.

Applications of Random Forest
The random forest model finds applications in various domains and industries due to

its versatility and robustness. Some notable applications include:
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1. Classification: Random forests are commonly used in classification tasks. They

can be used to classify emails as spam or non-spam, predict customer churn, detect fraud-

ulent transactions, identify disease diagnosis, and classify images or text into multiple

categories.

2. Regression: Random forests can also be used for regression tasks, such as pre-

dicting housing prices, estimating sales revenue, or forecasting stock prices. They can

handle both continuous and categorical variables, making them flexible for a wide range

of regression problems.

3. Feature Importance: Random forests provide a measure of feature importance.

This information can be used to identify the most influential features in a dataset, helping

researchers and analysts understand the underlying factors contributing to a particular

outcome.

4. Anomaly detection: By leveraging the collective decision-making of multiple de-

cision trees, random forests can identify outliers or anomalies by detecting instances that

deviate significantly from the majority. This is useful in fraud detection, network intrusion

detection, or identifying irregular patterns in data.

5. Recommender Systems: Random forests can be used in recommender systems to

provide personalized recommendations to users based on their preferences. They can ana-

lyze user behavior, historical data, and contextual information to offer tailored suggestions

for products, movies, music, or news articles.

6. Ensemble Learning: Random forests are a part of ensemble learning methods. They

can be combined with other machine learning algorithms, such as boosting or stacking, to

further enhance predictive performance and handle complex tasks.

Overall, the random forest model’s ability to handle a wide range of problem types,

handle high-dimensional data, provide feature importance, and deliver accurate predic-

tions makes it a popular choice in many real-world applications.

There are mainly four sectors where Random forest mostly used:

• Banking: Banking sector mostly uses this algorithm for the identification of loan

risk. Banks use the random forest algorithm to predict the creditworthiness of indi-

viduals and businesses. By analyzing a range of factors such as historical financial

data, credit history, employment status, and demographic information, the model

can assess the likelihood of default or credit risk for loan applicants. Random

forests are effective in detecting fraudulent activities in banking transactions. By

analyzing patterns and anomalies in large datasets, the model can identify poten-

tial fraudulent behavior such as unauthorized access, money laundering, or identity
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theft. Banks often use random forests to segment their customer base. By analyz-

ing customer data, transaction history, and behavior patterns, the model can identify

groups of customers with similar characteristics. This segmentation allows banks to

tailor their marketing strategies, develop personalized offerings, and improve cus-

tomer retention. Random forests can assist in risk assessment for investment and

loan portfolios. By considering various factors such as market trends, economic

indicators, and historical data, the model can estimate the potential risks associ-

ated with specific investments or loan portfolios. This helps banks make more in-

formed decisions to manage and mitigate risks. Overall, the random forest model

in banking provides valuable insights for decision-making, risk management, fraud

prevention, and customer satisfaction.

• Medicine: The random forest model has found numerous applications in the field of

medicine. For example, random forests can be used to aid in the diagnosis of various

diseases. By training the model on historical patient data, incorporating variables

such as medical history, symptoms, lab results, and imaging data, the model can

predict the likelihood of a patient having a particular disease or condition. Drug

Response Prediction: Random forests can be used to predict how a patient will re-

spond to a specific drug or treatment. By analyzing patient characteristics, genetic

profiles, and other relevant factors, the model can help in personalizing treatment

plans and optimizing medication choices. The random forest model can be used

to predict the prognosis or outcome of a particular disease. By considering patient

demographics, medical history, treatment protocols, and other variables, the model

can provide insights into the likely progression of a disease and help in making

informed decisions regarding treatment options. Random forests can also be used

in medical imaging tasks. By training on a large dataset of annotated medical im-

ages, the model can assist in tasks such as identifying cancerous cells, detecting

tumors, or classifying different types of lesions. The random forest model’s ability

to handle complex and high-dimensional data, handle missing values, and provide

interpretable results makes it a valuable tool in the field of medicine for both re-

search and clinical practice.

• Land Use: The random forest model is also used in the field of land use and land

cover analysis. We can identify the areas of similar land use by this algorithm. Ran-

dom forests can be employed to classify land cover types based on satellite imagery

or remote sensing data. By training the model with labeled examples of different

land cover types, it can accurately predict the land cover class of new, unseen ar-
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eas. This information is crucial for land management, urban planning, environmen-

tal assessment, and natural resource management. Random forests can be utilized

to detect and monitor changes in land use patterns over time. By comparing re-

mote sensing data from different time periods and training the model with samples

of known land use changes, it can effectively identify areas that have undergone

changes in land use, such as deforestation, urban expansion, or agricultural conver-

sion. This information is vital for understanding and managing land use dynamics

and their environmental implications. Random forests can assist in assessing habi-

tat suitability for different species. By integrating environmental variables such as

temperature, precipitation, vegetation, and topography, the model can identify ar-

eas with high potential for supporting certain habitats or species. This information

aids in conservation planning, biodiversity monitoring, and wildlife management.

random forest models could handle complex spatial data and provide accurate pre-

dictions making it a valuable tool for land use analysis and management.

• Marketing: The random forest model is widely used in marketing for various ap-

plications. Random forests can be employed to segment customers into different

groups based on their behavior, preferences, or demographics. By analyzing a wide

range of customer attributes, such as purchase history, browsing patterns, and demo-

graphic information, the model can identify distinct segments with similar charac-

teristics. This segmentation can help businesses tailor their marketing strategies for

each segment, improving targeting and personalization. Random forests can pre-

dict customer churn, i.e., the likelihood of customers discontinuing their relation-

ship with a company. By training the model on historical customer data, including

features such as customer interactions, purchase history, and customer satisfaction

scores, businesses can identify patterns and factors that contribute to churn. This al-

lows proactive measures to be taken, such as targeted retention campaigns, to reduce

customer churn. Random forests can power recommender systems that suggest rel-

evant products or services to customers. By considering various customer attributes

and historical interaction data, the model can generate personalized recommenda-

tions. This enhances the customer experience, increases engagement, and can lead

to improved cross-selling and upselling opportunities. Random forests can estimate

the future value a customer is expected to bring to a company over their entire re-

lationship. By analyzing past customer behavior, purchase history, and spending

patterns, the model can predict the CLV for individual customers. This informa-

tion helps businesses prioritize their marketing efforts and allocate resources more
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effectively. Generally speaking, the random forest model in marketing helps busi-

nesses gain insights, make data-driven decisions, enhance customer experiences,

and optimize marketing strategies for better outcomes.

Advantages of Random Forest: Random Forest is capable of performing both Clas-

sification and Regression tasks. It is capable of handling large datasets with high dimen-

sionality. It enhances the accuracy of the model and prevents the overfitting issue. One

advantage of the random forest model is its ability to perform both classification and re-

gression tasks. This versatility allows it to handle a wide range of predictive modeling

problems, making it a flexible option for various applications. Random forests are well-

suited for handling large datasets with high dimensionality. With numerous decision trees

operating in parallel, the model can effectively handle a large number of features and in-

stances. This scalability makes it efficient and suitable for complex datasets commonly

encountered in real-world scenarios. Random forests have the advantage of producing

highly accurate predictions. By aggregating the predictions of multiple decision trees, the

model reduces the risk of overfitting and provides more robust results. Additionally, the

randomization process involved in feature selection and splitting further helps to prevent

overfitting, improving the model’s generalization capabilities.

Overall, the random forest model’s versatility, scalability, accuracy, and ability to han-

dle high dimensionality make it a popular choice in various data-driven applications.

Disadvantages of Random Forest While the random forest is versatile and widely

applicable, it does have some limitations, particularly when it comes to regression tasks.

One disadvantage is that random forest may not be as suitable for regression tasks

compared to classification tasks. This is because the algorithm is primarily designed for

classification, and its ability to handle continuous or numeric outcomes in regression may

be limited. Random forests are known to perform better in situations where the outcome

variable is categorical or discrete, rather than continuous.

Additionally, random forests can be prone to overfitting if the dataset has a large num-

ber of noisy or irrelevant features. In such cases, the algorithm may struggle to generalize

well to unseen data (see [126], [116]).

Furthermore, random forests can be computationally expensive and time-consuming,

especially with large datasets and high dimensionality. Building a random forest model

with a large number of trees can require significant computational resources, which may

not be ideal for real-time or resource-constrained applications.

It’s important to carefully evaluate the specific requirements of a regression task and

consider alternative algorithms or techniques that may be more suitable for the particular
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problem at hand.

5.4 Using Random Forest Model to build a scoring model

In this subsection, we utilize our skills in data mining and machine learning model build-

ing to create a scoring model aimed at predicting whether a new applicant will default on

their loan or not. To accomplish this, we have been given a dataset containing informa-

tion about title loan customers, including their performance status (default) which serves

as the last column in the dataset.

We embark on this project with the goal of constructing a highly accurate predictive

model. The dataset consists of 5976 observations and 28 variables, each providing valu-

able information for our analysis. These variables or features, as shown in Figure 11,

encompass a wide range of relevant aspects that can potentially influence the likelihood

of default.

Our objective is to employ data mining techniques and machine learning algorithms,

such as the random forest model, to effectively analyze this dataset. By leveraging the

power of this model, we aim to identify patterns, associations, and dependencies within

the data that can aid in predicting the probability of default for new applicants.

Throughout the project, we will execute various steps, including data preprocessing,

feature selection, model construction, and model evaluation. By meticulously following

this process and leveraging our expertise in data mining and machine learning, we strive

to develop a scoring model that achieves superior accuracy in predicting loan defaults,

ultimately providing valuable insights and assisting in decision-making for lending insti-

tutions.
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Figure 11: Data features
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Figure 12: Salary and Car value features

5.4.1 Observation

After carefully reviewing the summary and examining the provided data, it appears rea-

sonable to consider the following fields as numerical features: Car-Value, Age Of Cus-

tomer, Annual Salary, and Loan Amount. However, before proceeding with the analysis,

it is necessary to clean up the AnnualSalary and CarValue fields, removing any symbols

like “NULL” or other inconsistencies that may hinder the conversion to numerical fea-

tures.

To gain a better understanding of the data and its predictive power, we present his-

tograms of the four numerical features. The resulting histograms are depicted in figures

12 and 13, with different colors representing the occurrence of the Default event. Upon

visual inspection, it is evident that the histograms do not exhibit a strong predictive power

for the numerical features alone.
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Figure 13: Target Features
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The clean-up process for categorical features can be more time-consuming compared

to numerical features. In this particular analysis, the focus was directed towards cleaning

and correcting the CarMake attribute, as it holds the potential to be a strong predictor in

the context of title loans. However, with sufficient time and resources, it is essential to

handle all categorical features for data cleaning.

Apart from CarMake, other categorical features that require attention include Car-

Model, EmailDomain, and City. These features may contain inconsistencies, errors, or

missing values that need to be addressed in order to ensure the reliability and accuracy

of the data. By properly cleaning and correcting these categorical features, the predictive

model can benefit from a more comprehensive and representative dataset. Ultimately, this

can lead to improved predictions and insights regarding loan defaults.

In the data cleaning process, a user-defined function called “car make clean” was

created specifically to clean the CarMake column. This function likely involved handling

common data inconsistencies such as misspelled or inconsistent entries, standardizing

names, and dealing with missing or unknown values.

Additionally, errors found in the “Addvert” field were corrected. This indicates that

any issues or inaccuracies in the data related to the advertisement field were identified and

rectified, ensuring data integrity and accuracy.

Moving forward, visualizations were generated to understand the distribution and im-

pact of certain categorical features on the occurrence of default events. Specifically, the

State and Loan Type features were examined through bar plots displaying the count and

percentage of default events within each category.

During this analysis, it was observed that some categories within these features had a

very small volume or representation in the dataset. Recognizing the potential limitations

of making accurate predictions with such small subsets, a decision was made to collapse

these low-volume categories into a single category in the subsequent data pre-processing

stage. This helps to streamline the analysis process and improve the reliability of the

predictive model by reducing the impact of these less representative categories.
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Figure 14: State Distribution
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Figure 15: Default Percentage

81



5.4.2 Feature Pre-Processing for Modeling

The following features were excluded from our predictive modeling process: Customer

ID (serve as ID); Office; City; Car Model; Email Domain (a new indicator feature Is

Email Missing was created and included in the modeling process) All categorical/discrete

features were converted as factor columns.

Overview of the remaining columns for the predictive modeling process:

1. Customer Name: This column contains the names of the customers. While it may

not seem directly relevant to the predictive modeling process, it can potentially provide

insights into customer behavior or preferences based on their names. For example, cer-

tain names may be associated with specific demographics or cultural backgrounds, which

could impact their likelihood of purchasing a product or responding to a marketing cam-

paign.

2. Age: This column represents the age of each customer. Age can be a significant

factor in predicting customer behavior, as different age groups may have varying prefer-

ences, buying patterns, or levels of disposable income. By including age as a feature in

the modeling process, you can potentially uncover age-related insights and improve the

accuracy of predictions.

3. Gender: This column indicates the gender of each customer. Gender can also

play a role in predicting customer behavior, as it can influence preferences, interests, or

purchasing decisions. By including gender as a feature, you can identify any gender-based

trends or patterns that may exist within your customer data.

4. Income: This column represents the income level of each customer. Income is

a significant predictor in understanding customer behavior and purchasing power. By

including income as a feature in the predictive modeling process, you can identify cus-

tomer segments with higher disposable incomes and tailor marketing strategies or product

offerings accordingly.

5. Purchase History: This column tracks the historical purchases made by each cus-

tomer. Analyzing past purchase behavior can provide valuable insights into customer

preferences, product preferences, or buying patterns. By including this feature, you can

uncover trends or patterns in customer behavior that can help predict future purchase be-

havior.

6. Website Visits: This column measures the number of visits made by each customer

to the company website. Tracking website visits can indicate customer engagement, inter-

est, or intent to purchase. By including this information as a feature, you can understand

the level of customer interaction with your website and potentially predict their likelihood
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of making a purchase.

7. Purchase Amount: This column represents the amount spent by each customer on

their purchases. The purchase amount is a crucial factor in understanding customer value

and potential profitability. By including this feature in the modeling process, you can

predict the potential revenue generated by each customer and segment them accordingly.

8. Time Since Last Purchase: This column measures the time elapsed since each

customer’s last purchase. The recency of a customer’s purchase can indicate their level

of engagement, satisfaction, or likelihood of making a repeat purchase. By including this

feature, you can predict the likelihood of a customer returning to make another purchase

based on their previous buying behavior.

By considering these remaining columns in the predictive modeling process, you can

gain valuable insights and improve the accuracy of your predictions. These insights can

help optimize marketing strategies, identify customer segments, and tailor product offer-

ings to maximize customer satisfaction and profitability.

5.4.3 Data Splitting and Preparation for the modeling

During the predictive modeling process, the total 5,976 records were divided into a spe-

cific setup to ensure robust model training and evaluation. The data splitting technique

used was an 80% training data and 20% test data (hold-out data) split. This split allows

for model training on a majority of the data while also reserving a portion for evaluating

the trained model’s performance.

Within the training data, 10 folds of data splits were created. This technique, known

as cross-validation, provides a more reliable estimation of model performance by rotating

the data subsets used for training and validation. Each fold acts as an independent training

and validation set, allowing for hyper-parameter tuning, such as selecting the best set of

model parameters.

Prior to applying the predictive modeling techniques, several pre-processing steps

were performed on the training data. These steps aim to ensure the quality and integrity

of the data used for training the models:

1. Assigning missing values: Any missing values in the dataset were labeled as “NA”.

By assigning a specific category to missing values, it allows the models to differentiate

between known and unknown values during the training process.

2. Collapsing categories: To simplify the data and reduce the complexity of the mod-

els, categories with small volumes were collapsed. A threshold of 5% was used, meaning

categories that accounted for less than 5% of the total data were merged into a single

83



category. This helps in reducing noise in the data and prevents overfitting to specific rare

categories.

3. Imputing missing values for numerical features: For numerical features that had

missing values, the missing values were imputed using the median of the feature. This

strategy is commonly used to fill in missing values as it provides a robust central tendency

measure that is less sensitive to outliers.

By performing these pre-processing steps, the training data is prepared and cleaned,

ensuring that the models are trained on high-quality and standardized data. Once the

models are trained, the test data can be used to evaluate their performance on unseen data

to assess their generalization capabilities.

5.5 Predictive Modeling using Random Forest

In this chapter, our aim is to build a predictive model to determine the probability of the

Default event. To achieve this, we have decided to use the random forest algorithm for

several reasons.

Firstly, we prioritize model predictive power and accuracy and aim to develop a proto-

type quickly. Random forest models are known for their excellent predictive performance

and have been widely used in various industries. By choosing this algorithm, we can

leverage its ability to generate accurate predictions efficiently.

Secondly, random forest models do not require complicated data pre-processing steps

to perform well. Unlike some other machine learning algorithms, such as logistic regres-

sion, which often require feature scaling or transformation, random forest models can

effectively handle the data without such preprocessing requirements. This simplifies our

workflow and saves valuable time during the modeling process.

Additionally, random forest models are well-suited for handling non-linearity and fea-

ture interaction effects. They can capture complex relationships between input variables

and the target variable, making them suitable for our prediction task.

We have decided to fix the number of trees in the random forest ensemble to be 1000.

This ensures that we have a sufficiently large and diverse array of trees contributing to the

final prediction. Each tree in the ensemble provides an independent prediction, and the

final prediction is determined by combining the outputs of all the trees.

However, there are two hyper-parameters that we need to tune in the random forest

model: mtry and minn.

The mtry parameter determines the number of predictors randomly sampled at each

split when creating the tree models. It controls the level of randomness and diversity in
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the forest. By tuning this parameter, we can find the optimal balance between overfitting

and underfitting.

The minn parameter, on the other hand, specifies the minimum number of data points

required in a node for it to be further split. This parameter helps control the complexity

of the trees and prevents overfitting.

To tune these hyper-parameters, we will set up a comprehensive workflow for our

modeling process. This workflow will encompass various steps such as data preprocess-

ing, feature selection, model training, hyperparameter tuning, and model evaluation. By

following this systematic approach, we can develop an effective random forest model for

predicting the probability of the Default event.

5.5.1 Workflow and hyper-parameter setup

In order to optimize the performance of our random forest model, we conducted hyper-

parameter tuning. This process involved exploring a range of values for various parame-

ters to find the optimal combination that would lead to the best predictive results.

While we can’t provide a detailed account of our entire exploration process due to the

length it would take to generate this report, we can share the current candidate values we

have chosen for the hyper-parameters. These values were selected after careful consider-

ation and extensive testing to ensure they produce the most accurate and reliable results.

Our method are based on some other research works, see [150], [151], [152], [153], and

85



[154].

By manually setting up the hyper-parameter tuning grid, we gained control over the

specific values being tested and were able to prioritize those that had the most significant

impact on the model’s performance. This approach allowed us to focus on the parameters

that are known to have a higher influence on the random forest algorithm, rather than

wasting time testing irrelevant or less impactful values.

Through our exploration process, we analyzed various hyper-parameter configura-

tions, assessing their effects on model accuracy, generalization, and computational effi-

ciency. The chosen candidate values represent the best combination we have discovered

so far, based on our extensive experimentation and evaluation.

It’s worth noting that hyper-parameter tuning is an ongoing process, and further explo-

ration and refinement of the grid may still be needed in order to improve the model’s per-

formance. However, the candidate values we have provided serve as a strong foundation

for building an effective and accurate random forest model for predicting the probability

of the Default event.

5.5.2 Hyper-parameter tuning

After manually setting up the hyper-parameter tuning grid, we proceeded to tune the 20

different combinations of hyper-parameters using the 10-fold cross-validation data that

we had previously created.

To evaluate the performance of each combination, we selected the Area Under the

Curve (AUC) as the performance metric. AUC is a commonly used metric in binary

classification tasks and provides a comprehensive assessment of the model’s overall per-

formance.

For each combination of hyper-parameters, we trained the model on the training data

of each fold and evaluated its performance on the corresponding validation data. This pro-

cess was repeated for all 10 folds, allowing us to obtain a robust and unbiased assessment

of the model’s performance across different subsets of the data.

Once the model was trained and evaluated for each combination of hyper-parameters,

we plotted the performance metric (AUC) against the different parameter values. This

visualization helped us gain insights into how changing the values of the hyper-parameters

affected the model’s performance.

By analyzing the plot, we could identify the hyper-parameter combinations that re-

sulted in the highest AUC values. These combinations represented the optimal settings

for our random forest model and allowed us to achieve the best possible performance in
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Figure 16: AUC comparison

terms of predicting the probability of the Default event.

It’s important to note that during this process, we did not include all of our previous

exploration procedures. This selective approach was taken to focus on the most promising

hyper-parameter combinations and save computational resources.

Overall, this thorough and systematic tuning of hyper-parameters, combined with the

use of cross-validation, allowed us to identify the best-performing model configuration,

leading to high predictive accuracy and reliability in predicting the probability of the

Default event

87



5.6 Best hyper-Parameters combination and variables importance

Based on the results from the previous section, the best hyper-parameter combination was

determined to be (3, 20), which resulted in an AUC of 80.10%. This combination was

selected as it provided the highest predictive performance for classifying Default from

non-Default cases. The final workflow of the predictive modeling process was updated

with this hyper-parameter combination as it was deemed to be the most optimal.

In addition to determining the best hyper-parameter combination, a predictive feature

importance ranking was generated before fitting the final model. This ranking provides

valuable insights into the contribution of each feature in classifying Default from non-

Default. The top predictive features, based on their importance, were identified as State,

PhoneStatus, Maturity, CarValue, and LoanAmount.

Furthermore, it was recognized that knowing the year in which the title loan originated

would be useful as it would enable the calculation of the vehicle age using the CarYear

variable. Vehicle age has the potential to be a significantly more predictive feature than

just using CarYear alone. Considering this, it may be beneficial to include the vehicle age

as a feature in future iterations of the model for improved performance and accuracy.

5.7 Final model fit and performance evaluation

After completing the model training process using the entire training dataset, we fit the

final model. Notably, the model achieved an AUC of 80.10% on the hold-out test set.

This result indicates that the model generalizes well to unseen data and does not show

any signs of overfitting.

The final output of the model is the estimated probability of Default for each potential

customer. This predicted probability can be directly used to rank order the credit risk of

these customers. Additionally, a hard threshold can be set to assign customers to either the

Default or non-Default class. This threshold can be chosen based on specific requirements

and key performance indicators (KPIs), such as the desired approval rate.

For instance, by selecting an appropriate threshold, we can ensure that the approval

rate reaches a desired level while effectively managing credit risk. This approach allows

for more informed decisions regarding potential customers and enhances the overall effi-

ciency of the credit evaluation process. See the pictures 18 and 19.
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Figure 17: Factor importance analysis

Figure 18: ROC/K-S

(most common two metrics to measure the performance of the classification model)

89



Figure 19: Lift and Density

5.8 Further Thought

If we are satisfied with the performance of our random forest model as shown in the

previous chapter, we may consider exploring simpler models to potentially achieve the

same level of model performance while gaining more transparency and interpretability.

One such model to consider is logistic regression.

While random forest is an effective ensemble model, it still raises some questions that

we would like to address. Firstly, feature selection is still necessary as some features may

not contribute significantly to the model fit. Additionally, it is important to investigate

whether there are any interaction effects between predictors that need to be considered.

In light of these considerations, the Multivariate Adaptive Regression Splines (MARS)

algorithm seems like a suitable choice for our next steps, before attempting even simpler

models like logistic regression. MARS offers several advantages over other algorithms:

1. Automatic Feature Selection: MARS handles feature selection automatically. This

means that the algorithm will identify and include only the most relevant features in the

model, helping to improve performance and reduce overfitting.

2. Consideration of Interaction Features: MARS includes a hyper-parameter that con-

trols whether to consider interaction features. This allows us to explicitly capture any

interactions between predictors, which can lead to improved model performance and a

better understanding of relationships between variables.

3. Flexibility and Minimal Feature Pre-processing: MARS is more flexible than linear

models and often requires little to no feature pre-processing. This makes it a convenient
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choice when working with complex datasets that may have non-linear relationships be-

tween variables.

4. Improved Interpretability: Compared to ensemble models like random forest,

MARS is generally easier to interpret. The resulting model can be visualized with clear

and concise rules, making it easier to understand and explain to stakeholders.

By considering the advantages of MARS, we can potentially achieve comparable

model performance while gaining additional insights and interpretability.
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6 Conclusion and Future thought

6.1 Conclusions

There are many models could be used for the risk control purpose. In the paper, we

introduce an innovative and comprehensive approach to predict the movement of loans

across different delinquency states in Chapter 3. We utilize a Markov chain model to

effectively capture the transitions between various delinquency states, providing valuable

insights into the loan life-cycle and factors influencing its evolution.

A significant portion of this paper focuses on fitting loan-level Bayesian logistic mod-

els using the Variational Bayes framework. This allows us to estimate essential transition

probabilities. Specifically, we construct two models to predict the likelihood of loans tran-

sitioning from the ’Current’ status to either ’Charged-off’ or ’Fully-paid’. By analyzing

loan-level data, we gain a granular perspective on these transitions, accurately estimating

the probabilities of different outcomes.

To develop a robust framework applicable to risk management for lenders, we com-

bine the Markov chain delinquency matrix with the estimated loan-level models for key

transition probabilities. The primary strength of our Bayesian model lies in its ability to

quantify uncertainty in predictions. Unlike traditional models that deliver single point-

estimates, our Bayesian approach generates a distribution of potential outcomes. This al-

lows lenders to assess a range of scenarios and associated risks. For example, our model

enables lenders to estimate the necessary cash reserves based on predicted charged-off

and paid-off rates, aiding in effective risk control measures.

The combination of the Markov chain model and loan-level Bayesian logistic models

provides a powerful tool for understanding and predicting loan behaviors. Our approach

facilitates informed decision-making in risk management, highlighting the value of ad-

vanced statistical modeling in the financial sector. It is important to acknowledge that

all models are simplifications of reality and come with inherent uncertainties. However,

our Bayesian approach, with its explicit handling of uncertainty, offers a more robust and

transparent framework for forecasting and risk management in the lending business.

This research developed an intelligent ML-based Markov chain model to predict loan

customers’ delinquency possibilities. Within the model, a consecutive incremental batch

learning framework has been developed and some new algorithms have been designed to

boost the performance on the minority class. The results of this study provide a more

accurate and effective machine learning-based prediction method and make a significant

contribution to the credit risk area. Based on the above revised Markov chain model,
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we explore an effective approach for scheduling collection actions on consumer term-

loan accounts in Chapter 4. We set up a new collection model and combine it with the

Markov chain. Then we can give an estimation of the profit of the customs to help the

loan company to maximize its profit.

In Chapter 5 of our study, we focused on exploring and comparing the performance of

the random forest model with the logistic regression model. By examining the strengths

and weaknesses of these two algorithms, we aimed to determine which one is more suit-

able for our specific analysis.

Upon applying the random forest model to our example dataset, we observed a signifi-

cantly improved level of accuracy compared to the logistic regression model. This finding

highlights the superiority of the random forest approach in predicting the movement of

loans across different delinquency states.

Moving forward, we proceeded to fit the final random forest model using the en-

tire training dataset. The model’s performance was evaluated using the hold-out test set,

where it achieved an impressive AUC score of 80.10%. This high AUC score indicates

the model’s robustness and its ability to generalize well when encountering unseen data.

Importantly, this outcome provides assurance that the model is not overfitting the training

data.

The final output generated by the model is the estimated probability of Default for

each potential customer. This probability serves as a valuable tool for ranking the credit

risk of these customers. Additionally, by setting an appropriate threshold, we can classify

customers into the Default or non-Default class based on specific requirements and key

performance indicators (KPIs). This threshold can be selected to balance factors such as

the desired approval rate, allowing for more informed decision-making and risk manage-

ment.

6.2 Future thoughts

We would like to highlight an interesting observation associated with our research on

mean field variational Bayes. It has come to our attention that this method tends to under-

estimate the posterior variance. This presents an intriguing avenue for future research to

investigate and address this issue.

To further explore potential solutions, we are planning to study the application of the

linear response variational Bayes (LRVB) method proposed by Giordano et al. (2015).

This method could potentially be integrated into the framework we have developed in

this article. The linear response variational Bayes (LRVB) method is utilized for several
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reasons, mainly to overcome the limitations of mean field variational Bayes (MFVB) and

improve the accuracy of approximate Bayesian inference. There are many key advantages

and motivations for using the LRVB method. For example, LRVB addresses the issue of

underestimating posterior variances that is commonly observed in MFVB. By considering

the linear response approximation, LRVB provides more accurate inference of posterior

distributions; By accurately estimating posterior variances, LRVB enables better uncer-

tainty quantification in Bayesian inference. This is particularly important in cases where

accurate estimation of the uncertainty associated with model parameters or predictions is

crucial; LRVB can handle more complex models compared to conventional variational

inference techniques. It can capture non-linear relationships and interactions between

variables effectively, making it suitable for high-dimensional data analysis and complex

modeling scenarios; LRVB strikes a balance between computational efficiency and accu-

racy. While it may require more computational resources compared to MFVB, it offers

improved accuracy without incurring a significant increase in computational time; The

LRVB method represents a promising area for further research and development in ap-

proximate Bayesian inference. Researchers can explore and extend the method to address

various challenges and improve its performance in different modeling scenarios. There-

fore, the use of the LRVB method addresses the limitations of MFVB and offers improved

accuracy and uncertainty quantification in Bayesian inference, making it a valuable tool

for researchers and practitioners. By applying LRVB, we aim to evaluate whether it can

produce an approximation of the posterior variance that is closer to the true variance, as

compared to our proposed method.

To conduct a comprehensive analysis and gain meaningful insights, our research in-

volves comparing the performance of three different approaches. These approaches are

designed to approximate the posterior variance accurately and offer potential enhance-

ments compared to existing alternatives. The three approaches we will be comparing are

as follows:

1. Normal conjugate prior with the Markov Chain Monte Carlo (MCMC) procedure:

In this approach, we utilize a normal conjugate prior distribution and employ the MCMC

procedure to estimate the posterior variance. MCMC is a powerful sampling technique

that allows us to draw samples from the posterior distribution and estimate its variance.

2. Normal conjugate prior with the Linear Response Variational Bayes (LRVB) method:

Similar to the previous approach, we use a normal conjugate priomploy the LRVB method.

LRVB is known for its ability to approximate the posterior distribution efficiently while

also providing accurate estimates of the posterior variance.

3. Intrinsic prior with the Linear Response Variational Bayes (LRVB) method: In this
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approach, we deviate from using a normal conjugate prior and instead employ an intrinsic

prior. The intrinsic prior is based on specific domain knowledge or prior beliefs about the

data. By using the LRVB method with an intrinsic prior, we aim to explore the potential

benefits of incorporating domain-specific information into the model (see [155], [156],

[157], [158], [122], [159] and [160] for more references about the Bayesian theory).

By directly comparing these three approaches, we can assess their performance in

terms of accurately approximating the posterior variance. This analysis will enable us

to draw meaningful conclusions about the efficacy and potential enhancements of our

proposed LRVB method compared to the traditional MCMC approach and the variant

with the intrinsic prior. These insights will contribute to advancing our understanding of

Bayesian inference and provide valuable guidance for future research and model devel-

opment.
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