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Abstract

This thesis focuses on Implicit Concept-based Image Indexing and Retrieval
(ICIIR), and the development of anovel method for the indexing and retrieval of

images.

Image indexing and retrieval using a concept-based approach involves
extraction, modelling and indexing of image content information. Computer vision
offers a variety of techniques for searching images in large collections. We propose a
method, which involves the development of techniques to enable components of an
image to be categorised on the basis of their relative importance within the imagein
combination with filtered representations. Our method concentrates on matching

subparts of images, defined in avariety of ways, in order to find particular objects.

The storage of images involves an implicit, rather than an explicit, indexing
scheme. Retrieval of images will then beachieved by application of an algorithm
based on this categorisation, which will allow relevant images to be identified and

retrieved accurately and efficiently.

We focus on Implicit Concept-based Image Indexing and Retrieval, using fuzzy
expert systems, density measure, supporting factors, weights and other attributes of

Image components to identify and retrieve images.
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Chapter 1

| ntroduction and Overview

1.1 Objectives

The objectives of this thesis aretwo-fold: The primary am is to develop an
improved method for the storage and retrieval of images. This method will involve
the construction of a new algorithm, which involves the development of techniques to
enable components of an image to be categorised on the basis of their relative
importance. Thus the storage of images will involve an implicit, rather than an
explicit, indexing scheme. Retrieval of images will then be achieved by application of
an agorithm based on this categorisation, which will allow relevant images to be
identified quickly, and thus alow the search for specific details of images.
Consequently, the search time involved in locating target images will be considerably

reduced, providing a more responsive and more productive system. A secondary aim
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is to research existing methods of storing and retrieving images from a database, and
to quantify the performance characteristics of the most effective existing methods, in
order to provide a basis upon which to evaluate the performance of the algorithm

developed in thisthesis.

Due to the rapid increase in hardware and Internet capability, visua
information, incorporating image storage and retrieval, has become a feasible source
of information for many consumers. The technology for Visual Information Systems
(VIS) is more urgently needed than ever before. What is needed are new
computational methods to retrieve, index, compress and uncover pictoria
information, new algorithms to alow access to very large databases of digital pictures
andvideos, as well asnew systems with visual interfaces integrating the above
components in new types of image databases. The construction of VIS represents a
radical departure from building conventional information systems, and its architecture
will incorporate fundamentally new capabilities for organising, processing, searching,

guerying and presenting information.

Visual Information Systems has a large market with many professions, which
regard this form of information storage of major importance to their activities. For
example, the medical profession uses large volumes of digital images to improve
patient care. Mapping Systems use high levels of spatial data for producing detailed
maps. VIS is used in advertising, education and training, entertainment, and video
clips. Satellites and Austraian Technology Network (ATN) enable
videoconferencing, remote database management, distributed image storage and

processing, plus much more.
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Many applications are empowered using visual representations of objects or
situations, since both experts and naive users can obtain at first glance, more

information than by reading textual descriptions.

Information in a visual form differs from traditional database information in
many important ways. It requires more space for storage, is highly unstructured, and
needs some kind of decoding process to determine its semantic content [SETH95],

[LEUN92].

Management of visual information poses several challenges with respect to its
storage and retrieval, its delivery and presentation, as well asits querying and
searches. In order to satisfy the need of new requirements to retrieve images
efficiently in large databases, many visual information retrieval systems have been
developed, where the queries are based on both visual content and textual annotation

in these systems.

In the past few years, the increase of picture data has encouraged research into
the development of image retrieval systems. The limitation of the current image
analysis techniques necessitates that most image retrieval systems use some form of
text description provided by the users as the basis to index and retrieve images. These
techniques are rather primitive at present and they need further development and

refinement [HWAROOQ], [LIN99], [BARBI5], [BARBYA].

Many different methods and techniques that have been proposed, largely fall
into two categories, concept-based methods, which is a text-based approach that

allowsusers to post their query either simply using keywords or using natural
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language, and content-based methods, which is pixel-based that allows user to post
their query by an example or by image contents (colour, shape, texture, etc.). Inthis

research, the focus will be on the concept-based method.

Current approaches are not as efficient as is desired for a technology that has
become increasingly important in the processing of Visua Information System. For
example, content-based methods have many disadvantages, which are explained with
more detail later on in thisthesis. These disadvantages include: images returned from
query could be totally different from the target images, ambiguities with a multiple
domain recall, and restricted access because these methods are not rich in image
semantics. With concept-based methods, problems exist when extracting meaning
from images in database applications. It is sometimes difficult to derive an image,

which captures the meaning and context that the database user desires.

Hence, a more effective and more efficient algorithm to store images, which

will be easy to retrieve, is urgently required.

1.2 Thesis Aims

The main aim of this thesis is to develop agorithms for the retrieval of image
data from stored databases, using a methodology that incorporates implicit image

indexing and retrieval.

We focus on implicit concept-based image indexing as a storage mechanism and

retrieval as a query mechanism, with the major aim to develop a methodology for
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enhancing the retrieval effectiveness and overcome many of the current problems
involved with the retrieval of images in databases. In particular it ams to provide new
mechanisms for building image data index, which will facilitate query processing and

retrieval.

Sincethe search effectiveness in an image database is always a compromise
between the indexing cost and semantic richness, a solution that provides a significant
degree of semantic richness that simultaneously limits the indexing cost will be

investigated.

We developed mathematical rules that can be used to define image structure by
analysing image components and assigning weights, supporting factors, densities and
other properties to the components based on their relative importance within the
image. This is followed by the computing of thevalues for each image usingthe
mathematical rules to be stored inthe database, which can be used to efficiently

retrieve the desired images.

An additional godl in this thesis is to provide a methodology that concentrates
on matching subparts of images, defined in a variety of ways, in order to find
particular objects. The approach used isto integrate our concept-basedimage
indexing and retrieval method with the use of a fuzzy expert system. From the initial
returned images, users can select images using partial or complete objects related to

the images[TURK 92].

As fuzzy logic isa multi-valued logic that deals with degrees of membership

and degrees of truth, and uses a continuum of logic values between zero and one, it
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enables us to qualify the imprecise data represented by subparts of an image. Inthis
thesis fuzzy logic is used to compute object densities, which are used for indexing

and retrieving the images [COX94].

1.3 Contribution to Knowledge

This thesis develops an innovative approach to the indexing and retrieval of
image data. Current retrieval methods rely primarily on extensive and exhaustive
descriptions of image data at the point of storage, whichis labour intensive and
considerably reduces the flexibility of retrieval. The proposed research makes use of
semi-automatic indexing which significantly raise the efficiency of indexing while

providing richer semantic to aid image retrieval.

This approach provides a new and innovative way to specify and view visual

data across the whole spectrum of applications that involve processing of visual data.

1.4 Summary of Significance

This thesis provides new methodologies that increase the performance of
retrieval algorithms, as measured by the proportion of actual retrieved imagesto the
total number of images that satisfy the retrieval criteria. The proportion of successful
retrievals is increased thus enhancing the effectiveness of applications that

incorporate these algorithms. Its significance lies both in terms of more efficient



Chapter 1. Introduction Overview page 7

image retrieval methodologies and also in terms of a more effective means of

indexing image data consequent to the point of storage.

1.5 Thesis Organization

Thisthesisis organized asfollows.

Chapter 2, examines the methods and problems for modelling and retrieving
images: the concept-based methods and the content-based methods. It also explains
the reasons for selecting the concept-based method for our research together with

retrieval engines and evaluation criteria.

Chapter 3, describes the imagecollections used in this researchand rules
construction. It shows that the image collection must represent a good selection of
multi-object images and aso be related to one another. Furthermore, it is shown how
the rules used to determine the images categories are constructed. Theimage
representationis described where the image index consists of many discrete object
types (low-level objects, mid-level objects, high-level objects etc), which determines
how different levels of objects were built. The object attributes and relationships

between objects and its levels are explained as well.

Chapter 4, explains in detail the objects and their attributes, and present
Mathematical Equations used for measuring and computing the different values of the
objects' attributes. T hese attributes are: the object’s weight, supporting factor, value,

rule significant factor, availability, density, and weightin image. This chapter
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demonstrates how the main step of density and fuzzy indexing and retrieving can be
used for measuring and computing the object density, the steps used to determine the
density levels and numerical ranges, the degree of membership of density

components, construction of the fuzzy rules, and the encoding of these rules.

Chapter 5 discusses the process of implicit image indexing and its advantages. It
shows various approaches for image indexing and retrieval system compared with our
approach. Our method is based on the object that several atomic indices will be able
to define intermediate indices, which in turn will be able to define higher indices and

so on. The benefits of this method are also explained.

The data structures, creating the tables holding the data collected and computed
from different level of objects within images are presented and the indexing algorithm

are developed.

Chapter 6 provides a methodology that concentrates on matching images
defined in different waysin order to find particular objects. This chapter also explains
that a competent retrieval system should retrieve images that satisfy the user’s needs.
Tables containing linguistic variables notion for objects' attributes and their ranges
using the fuzzy logic are constructed. The supporting objectsand the advantage of
using them when retrieving images are explained. The useof a thesaurus, controlled

and uncontrolled vocabulary are explained in detail.

Chapter 7, describes the system specification; including the hardwareand
software used. The programming language and the database used for implementing

the system and the reasons for choosing them are explained. The system architecture
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and relationship and the roles of all mangers contained in the system architecture are

explained in detail. We explain our image retrieval engine and evaluation criteria.

Chapter 8, experimentsto validate different aspects of our researchare
provided. Analysis of Concept-based Image Indexing and retrieval System is

discussed with precision and recall being used for evaluating our search strategies.

Chapter 9, ends the thesis with the conclusions, the limitation and direction for

future research.



Chapter 2

Literature Review

2.1 Introduction

Present day information systems are mainly based on alphanumeric
information. The effective use of visual information for organizational applications
has been limited and mostly confined to highly specialized applications. Visual
information systems (VI1S) not only substantially enhance the value and usability of
existing information, but also open up a new horizon of previously untapped
information sources. Future information systems in commercial and scientific
applications can be expected to comprise a high visual content, and it isimportant to
integrate the visual and image components into the architecture of organizational
information systems. Although there has always been a demand for visual

information, the technologies for such systems were either insufficiently mature or

10
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unavailable in the past. VIS is now becoming increasingly feasible because of rapid
advances in hardware and software technologies. The construction of VIS represents
a radical departure from building conventional systems, and many novel,
fundamental, and architectural issues will need to be addressed [LEUN99],

[LEUN974], [LEUNO7b].

There is a popular maxim that “ a picture is worth a thousand words” . Not
surprisingly, the demand for digital photos on Web portals has continued to increase
as the users are looking for better interfaces. As more digital multimedia archives
are developed, they require specialized search engines that can index and search for
these items. Since many image collections are indexed or annotated for data storage
and retrievals, there is a great need for automated methods that could help users

retrieve, browse, or structure image databases [ENSE95], [HOWA95].

A computer’s degree of visual interface has grown exponentialy within the
past decade, producing tools that enable the retrieval of visual information;
especialy the capture of objects with no accompanying structural, administrative, or
descriptive text information has become the prime focus of developers. Internet has
become a common channel for the transmission of graphical information that moves
visual information rapidly from stand-alone workstations and databases into a
networked environment. The use of the Web to provide access to the search and
retrieval mechanisms for visual and other forms of information has spawned the
development of emerging standards for metadata about these objects as well as the
creation of commonly employed methods to achieve interoperability across the

searching of visual, textual, and other multimedia repositories.
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The construction of VIS represents a different approach from building
conventional information systems, and its architecture will integrate primarily new
capabilities for organising, processing, searching, querying and presenting

information.

2.2 Methods of Modelling and Retrieving | mages

Many different methods and techniques have been proposed for modelling and
retrieving images [SUTA99], [JORG98], [YANG97], [GUDI97], [SHAK96]. They
largely fall into two categories, namely, concept-based methods and content-based

methods, and the approach taken in this thesis is concept- based.

e Concept-based methods are mainly text-based approaches, which allow usersto
post their query by either simply using keywords or by using a form of natural
language.

e Content-based methods, on the other hand, are pixel-based which allow users to
post their query by an example or by image contents using such characteristics as

colour, shape or texture.
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2.2.1 Concept-based M ethods

The design and implementation of concept-based image retrieval systems is
studied in [CHUA94]. Concept-based image retrieval includes the following, which

are based on free-text description:

e Theuse of concept-based search engine, for the retrieval of concept and images.
e The use of relevance feedback to update the concept representations and image

description.

A text-based query system, based on the Ternary Fact Model (TFM) database
was proposed and developed in [SUTA99], [LEUN95], which makes use of visua
entity-relationship index representations, rule-based conceptual hierarchy, and other
features to support semi-automatic indexing. It also provides mechanisms to
enhance query performance using a thesaurus system, relevance feedback

mechanism, and user-tail ored wei ghting components.

Ternary Fact Model is different from conventional text-based systems that rely
solely on keywords for database index and query. Using the entity-attribute-
relationship model, the main semantic concept of entity, attribute and relationship
can be represented. These correspond very closely to the noun, adjective and verb,
which are the essential components of a simple description of a picture. It also
allows the concept of relationships between two or more objects within a picture to

be represented in the database.
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An image can be also retrieved using common names of entities that appear in
it [SHAK96]. In many cases, aquery isthe formal expression method of 1abel-based
Image retrieval request. An image is abstracted into a hierarchy of entity names and

features, showing how relations are connected between entities visible in the image.

A fuzzy logic is a multi- valued logic that deals with degrees of membership
and degrees of truth. It uses the continuum of logic value between zero and one.
Classical binary logic can be considered as a special case of multi-valued fuzzy logic

[COX94].

A fuzzy matching technique is used that compares semantic queries to image
abstractions by assessing the similarity of context between the query and the
candidate image. The objective of this matching technique is to distinguish between
abstraction of different images that have the same labels but are different in context.
From the initial returned images, users can select images using partial or complete

objectsrelated to the images [TURK92].

An Enigma information system is proposed to retrieve images on the basis of
geometrical or iconical indexes consisting of an image indexing and retrieval
component[GEVE92]. This image indexing consists of automatically generating

semantic representation of an image.

A semantic image database system, which is designed by using semantic
database techniques for images with inner structure and contents, is presented in
[YANGO97]. The database system describes the structure and contents of images by

incorporating type constructors and functions between types and inheritances. It
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supports composite modelling for entities, which consists of pictorial as well as

alphanumeric attributes.

In [HWARQOQ], two ways of forming conceptual descriptions from images are

proposed.

e Monitoring, just follow the flow of data from data images to interpretation,
having little need for top-level control.
e Waitching, this emphasizes the use of top-level control and actively selects

evidencefor task-based description of the dynamic scene.

A simple Picture Description Language (PDL) based on the entity-attribute-
relationship (EAR) model is given in [LEUN92]. It furnishes degrees of
standardisation that facilitates the indexing and storage of pictorial features in

rel ational database.

A Picture Description Language allows the content of pictures to be
systematically represented, and the resultant representation can then be stored for
subsequent processing. It starts from a position of man-machinecooperation
whereby users perform the processing, while the computer manages the storage and

retrieval of the results.
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2.2.2 Content-based M ethods

The searches in image content use different low-level image features such as
shape, colour, and texture. A content-based image retrieval system uses information
from the content of images for retrieval and helps the user to retrieve database

images relevant to the contents of a query image [SHAHO4].

Images can be retrieved by an example image using edge or colour

information; the system can also retrieve images using sketch [ABDE96].

In retrieval by an example image, for example, one image can be chosen from
the database as query. A gquery can also be composed from images in the database
using copy and paste. The system retrieves images with similar colour composition

or similar edge information.

Theclustering mechanism can categorise the images into different clusters
based on their heterogeneous features (shape, colour, texture...etc). Database images
are then classified based on their heterogenous feature. A database image is included
into a feature sub-cluster only if the image contains all the features under the same

cluster [SHEI93].

A system that uses a modified geometric hashing technique is given in
[HUANOS], and that isto retrieve similar shaped images from the image database. It
can retrieve the similar images from the database by using scaled, rotated or

mirrored sketched query images.
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A colour-base image retrieval approach, by which a user can specify colour
regions and their spatial information in a query picture, where the desired images
that partially or exactly satisfy the user-specified query, can be retrieved. New
regular-texture image retrieval approaches, where users can retrieve regular-texture
image from a database, which are most similar to a sample query. In this approach,
texture primitives and their displacement vectors are extracted from the query and
each regular image in the database. This technique and these images that satisfy

perceptual similarity to the users query can be retrieved from the database [LIN99].

2.3 Image Indexing and Retrieval

The number of digital images is rapidly increasing. Many years ago some
researchers were estimating that as many as one million digital images were being
produced every day [YONG99], [JAIN93]. Government agencies, educational
institutions, museumns, and the commercial sector are all creating image bases.
Images are being captured, converted and stored in digital format in diverse fields
and disciplines such as medicine, geography, law-enforcement, art, space science,

journalism, and mass communications.

The current interest in accessing digital visual materials is also spurred by the
widening use of multimedia in education and entertainment, and by a broadening
focusin classification and information retrieval research beyond text-based materials
towards more non-traditional perceptual modalities such as motion and sound. The

growth of the World Wide Web over this period has produced unprecedented
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opportunities for accessing and sharing digital images. However, the technologies
for creating collections of digital images at present exceed our capabilities for
effective and efficient retrieval of these images. End- user access is a topic of vital

concern to al those involved in building image-bases.

The increasing availability of image and multimedia-oriented applications
clearly impacts image/multimedia file and database systems. Image dataare not
well-defined keywords such as traditional text data used in searching and retrieving
functions [CHANO1], [ORLAOQO], [SONG99], [KIM99], [ZIMB98]. Consequently,
various indexing methodologies must be defined based on the characteristics of
image data. Pictorial spatial database has been attracting growing interest; spatial

relationships represent an important feature of objects in an image.

Some image collections are very large, like medicine (ultrasound, CAT scans),
architecture (building plans), geography (aeria photos, maps), art (paintings,
cartoons), business (trademarks), and history (photographs). Indexing collections of
this size can be extremely time-consuming, and unlike text, images cannot be
searched by keywords. Many automatic indexing systems have been devel oped, but
what computers can currently extract from images are mostly low-level features like

color, shape, and texture [RUI99].

Searching an image library can be difficult and a magor difficulty lies in
designing powerful features to represent images in the library. Manual annotation
works only for small library collections and does not scale to large ensembles.

Furthermore, it is not clear what aspects of an image would be of interest to a
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particular user and the possible image descriptions can vary. Many studies are
geared toward solving this problem and afew are even considered to be performance

standards. The difficulty in designing powerful featuresis further aggravated if:

e Query images and images inthe database can appear different due to non-
essential environment changes, such as rigid motion, affined shape deformation,
change in explanation and perspective.

e The objects in the database are similar in appearance, requiring highly selective

description to tell them apart.

Many current systems for image indexing do not address the above two

difficulties satisfactorily [GRAH99], [HAMP97], [PENT96], [FLIC95].

A variety of features have been used to index and retrieve images on contents,

keywords, textual description or captions [SMEA96], [SETH95], [LEUN92].

Research on the information needs of users and on human perception of
images may, in time, contribute the knowledge needed to produce the most precise
and efficient retrieval systems possible. In the meantime, search engines contending
with image collections have to make decisions about how best to provide access to

them. Currently, thereis no universal consensus in search engines.

Efficient indexing and retrieval of multimedia data are necessary to a
successful multimedia system. A competent retrieval system should retrieve images
that satisfy the user's needs. It should measure image similarity in a manner

consistent with human perception. The development of innovative retrieval
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approaches for access to visual information is among the most significant of
technological, conceptual, and institutional challenges for information science
community. From an institutional standpoint, libraries, archives, and museums have
entered into digitization projects, varying in scope and scale, the results of which are
beginning to challenge the manner in which information is described, stored, and
delivered [LONGO1], [LONGO1a], [PAYN99]. The next section describes different

methods of Image indexing and retrieval.

Image retrieval is one of the most exciting and fastest growing research areas
in the field of visual information systems (V1S). Visual information, incorporating
image retrieval, has become a preferred source of information for many consumers

[AZZA04].

Research in image retrieval has, so far, been divided between two main
categories; "concept-based" image retrieval, and "content-based" image retrieval.
The former focuses on using words to retrieve images (e.g. title, subject heading,
keyword, and caption), while the latter focuses on the visual features of the image
(e.g. size, colours, textures, etc.) [SUTA99], [JORGI8], [GUDI97], [YANG97],

[SHAK96], [CHUA94].

On a conceptual level, it is clear that humans employ a variety of socio-
cognitive processes, as well as sensory skills, in the retrieval and eval uation of
visual information. Content-based indexing has the advantage of providing a higher-
level analysis of the image content but is expensive to implement and suffers from a

lack of inter-index consistency due to the subjective nature of image interpretation.
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Concept-based indexing uses controlled vocabulary or natural language to express

what an imageis or what it is about [ZHEN99], [MA98].

A method of evaluating image similarities, based on the modified "longest
common subsequence”" algorithm, is presented by many researches, but the proposed
evaluation method cannot only separate out those images of which al icons and
their spatial relationships are in full agreement with query images. The
representation model and similarity evaluation also ssmplify the retrieval progress of
linear transformations, including rotation and reflection, of images[SAME9(Q],

[CHANS7], [GUTT84].

The ability for users to express their search needs accurately and easily is
crucia in any retrieval system. Image retrieval is no exception to this, though it is by

no means obvious how this can be achieved in practice [RABB89].

The ability to refine searches online in response to user indications of
relevance, i.e. relevancefeedback, is particularly useful in image retrieval, even
though it was originaly developed for text [LUOQO]. This is because users can
normally judge the relevance of a set of images displayed on the screen within
seconds, and because so few current systems are capable of matching users needs
accurately first time round. The usefulness of relevance feedback for image retrieval
was first demonstrated within a keyword-based system [PRIC92]; the facility has
now been successfully implemented in several image retrieval systems [SMIT97],
[SMIT974q], [RUI97]. However, there is still considerable scope for more research

into improved interfaces for image retrieval systems, in particular the development
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of better methods for users to convey individua notions of image similarity

[SANTO7].

2.3.1 Concept-based | mage I ndexing and Retrieval

Indexing and abstracting are fundamental concepts in image retrieval, since
they decide the effectiveness and efficiency of the retrieval process and results. In
many scientific database applications, the information content of images is not
explicit, and it is not easily suitable for direct indexing. In particular, the large scale
image databases emerge as the most challenging problem in the field of scientific

databases[OBEI01].

Concept-based is an improvement over keyword based indexing because it
removes the ambiguities between keyword senses due to synonymy. Concept-based
indexing isaprimarily verbal and abstract identification of high-level conceptsin an
image. This type of indexing requires the recognition of meaning and is primarily
performed by humans. Most production-level library systems rely on concept-based
indexing using keywords. Manual keyword indexing is, however, expensive and

introduces problems with consistency [RASM97].

In this section, we explain image indexing and retrieval with the use of
‘“Moving Picture Expert Group (MPEG)’, and also some various web search engines

that are used for indexing and retrieval methods.
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Moving Picture Expert Group (MPEG)

The Moving Picture Expert Group (MPEG) is a working group that is in
charge of the development of international standards for compression,
decompression, processing, and coded representation of moving pictures, audio and
the combination of both. MPEG files use less memory compared to other coding

format for the same quality, which is advantageous [HWARQO].

MPEG-7 offers a comprehensive set of audiovisual Description Tools like the
Description Definition Language (DDL), Description Schemes (DSs), and
Descriptors (Ds), which form the basis for applications enabling the effective and
efficient access to multimedia content. MPEG-7 consists of description schemes
based on XML (Extensible Mark-up Language) as the language used for the purpose
of Structured Annotations. MPEG-1, MPEG-2 and MPEG-4 make the content

available while MPEG-7 helpsin finding the content [FRAUO1].

The MPEG-7 structured annotations provide a way to describe in XML the
important concepts relating to an image in order to facilitate indexing, searching and
filtering. The general requirement withinMPEG-7 is that it should be based on
XML syntax [MPEGO02]. MPEG-7 Description Tools alows the creation of

descriptions of content that may include:

e Low-level feature information of the content like colours, textures, sound
timbres, melody description.
e Conceptual information of the contents such as objects and subjects,

relationships among objects.
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There are two ways of presenting the XML documents on the browser, the first
is to display XML documents by transforming from XML format to HTML format;
and the second when using a transformation language such as XSLT that is part of

XSL [AZZA04a].

MPEG-7 description tools are used to extract the content feature and also for
effective and efficient searching, filtering and browsing of the content according to

the user needs as shown in Figure 2.1.

Feature MPEG-7 Standard Search
Extraction Description Engine

Normative Part of MPEG-7
standard

Figure 2.1 Scope of MPEG-7

MPEG-7 description tools include the use of the Structured Annotations
Description Schemas to define the nature of XML schemas and their component
parts. The Structured Annotation is treated as a data type of XML. Structured
Annotations gives the images textual description of events, people, animals, objects,
places, actions, purposes, times, attributes, behaviour and relations among them. It
provides a structured format that is simple but is also an expressive and powerful
annotation tool. Syntactic relations such as subject, direct object, indirect object, and

verb modifiers between actions and objects can be described. In addition the
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modifiers can be described for people, animals, objects, places, actions and times

[AZZA04a]. XML schemas and their component parts are explained as follows.

ubjects

A subject isreferred to as the textual description of the grammatical Subject of
visual data, often representing living beings (people, animals), for example, “ A

Koala sitting on the tree” and “the tree shedding its leaves’.
<SUBJECT> koala</SUBJECT>

<SUBJECT> tree </SUBJECT>

Subjects can also have attributes like colour or size that can further describe
the subject and can be specified by referencing the corresponding textual description
of behaviour using the modifier attribute (grammatically speaking it is an adjective),
for example, “The grey koala sitting on the tree” and “The tall tree shedding its

|leaves’

<SUBJECT modifier = grey> koala </SUBJECT>

<SUBJECT modifier = tall > tree </SUBJECT>

Objects

An Object is referred to as the textual description of the grammatical object of
visual data. The objects can be divided into direct objects and indirect objects, e.g.”

The batsman drives the cricket ball with his bat” .
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<OBJECT> cricket ball </OBJECT> (referring to direct object)
<OBJECT> bat </OBJECT> (referring to indirect object)

Similar to subjects, objects also have attributes covering all aspects of modifiers,

For example, “ The batsman drives the white cricket ball with his bat” .

<OBJECT modifier = white> cricket ball </OBJECT>

Actions

Actions are referred to as the textual description of the grammatically
occurring Action of the visual data corresponding to verbs, e.g. “The player lifting
the Australian open trophy, his national flags are waved by the crowd.”

<ACTION> lifting</ACTION>

<ACTION> waved </ACTION>

Actions also have attributes, which can be specified by using the modifier
attribute. Attributes of actions grammatically correspond to adverbs, e.g. “The
player proudly lifting the Australian open trophy, his national flags are waved by

the crowd.”

<ACTION modifier = proudly> lifting</ACTION>

Sub-elements

Apart from the main elements like Subject, Object, and Action there can be

Sub-elements such as. when, where, how, and why, which are used to describe more
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specifically the aspects corresponding to the Action. The Sub-elements can aso
have attributes, which can be specified by using the modifier attribute. Below isan

example of the presentation for the data type as shown in Figure 2.2.

Figure 2.2 Playing Children Image

<TextAnnotation>

<FreeTextAnnotation xml:lang="en"> The children throwing the basketball.
The children playing basketball </FreeTextAnnotation>
<StructuredAnnotation>

<Subject href=Image_location/img001.jpg">

<Name xml:lang="en">Children</Name> </Subject>

<Object> <Name xml:lang="en">Basketbal|</Name> </Object>

<Action> <Name xml:lang="en">throwing</Name> </Action>

<Action> <Name xml:lang="en">playing</Name> </Action>
</StructuredAnnotation>

</TextAnnotation>
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Here is another example shown in Figure 2.3 of the presentation for the data

type containing multi-subjects and modifiers.

Figure 2.3 Boxing Image

<TextAnnotation>
<FreeTextAnnotation xml:lang="en"> The boxer in the white jersey punches
the boxer in black jersey. The referee and scorer are watching the game.
</FreeT extAnnotation>
<StructuredAnnotation>
<Subject modifier="white jersey” href=Image_location/img002.jpg">
<Name xml:lang="en">the boxer</Name> </Subject>
<Object modifier="black jersey”>
<Name xml:lang="en" >the boxer</Name>
</Object>
<Action> <Name xml:lang="en">punches</Name> </Action>
<Subject> <Name xml:lang="en" > referee</Name> </Subject>
<Subject> <Name xml:lang="en" > scorer</Name> </Subject
<ODbject > <Name xml:lang="en"> game</Name> </Object >
<Action> <Name xml:lang="en"> watching </Name> </Action>
</Structured Annotation>

</TextAnnotation>
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Web Engines and Image Retrieval

Image search engines are based on existing search engine technology, but they
use additional strategies to identify, categorize and rank images. A search engine's
indexing of images is done automatically, rather than using human indexers, so it
must find ways to predict the image's content. It might take into account its filename
or any accompanying ‘ALT’ image tags (The ALT text provides alternative or
substitute text, for use when the image is not being displayed). It might look for
clues from the image's context, for example, the words or phrases that are close to
the image, or the ‘META’ tags found at the top of the HTML coding. The
characteristics of the Web site and its server will also often be taken into account

[TASI03].

Analysis of an image's text and context can be used to exclude images as well
as include them, for example, an image engine will usually consider an image's

context and associated words when it is blocking out adult material.
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2.3.2 Content-based I mage I ndexing and Retrieval

In content-based methods, images can be retrieved according to their
superficial visual appearance, not their semantic meaning. In content-basedimages
concept, features are extracted from the images during population of the image
database. The features extracted are based on low- level features like shape of objects
in the image, image colour and image texture. These features are used to index the
images. When making a search, the user enters a query into the system and features
are extracted from the query image. The query image is compared with the database
image by the image retrieval system on the basis of the closeness of the extracted
features and the best matchedimages which are presented to the user. Sincethe
images are rich in information, integrated approach incorporating a number of

features are required [SAJJ97].

Visual properties of an image are extracted into victors according to some low-
level features, such as colours, textures and objects shape[RUI96], [SMIT96],
[ZHANO4]. In such a way, images are transformed into one or several pointsin a
high dimensional feature space. Some similarity functions can then be definedto
measure the distance between points, and the images whose points have the shortest
distance are deemed the most similar to each others; colour is one of the most

important features of an image [STRI95].

The most commonly used colour representation is colour histogram, where the
colour spectrum is divided into a number of bins and the value of each feature

represents the number of pixels in an image in that colour range [SWAI91]. The
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colour sets approach offers fast search because colour set feature vectors is binary,
and shape representation can be classified as boundary-based and region-based
representations. Boundary-based shape representation uses outer boundary of the
shape, while region-based shape presentation uses the entire shape interior

[FENGO4].

2.3.3 Sear ch efficiency

A significant limitation of current Concept-Based Image Retrieval (CBIR)
technology is the problem of efficiently retrieving the set of stored images most
similar to a given query. One of the many fundamental ways in which CBIR differs
from text retrieval is that it is based on a fundamentally different model of data.
Most text retrieval systems associate each document with a variable number of

descriptors representing its content.

Most current CBIR systems work on a completely different principle. Stored
images are typically characterized by fixed-lengthreal-valued multi- component
feature vectors, each image having a value for every feature in the database. In this
case, searching consists of calculating the similarity between feature vectors from
query and stored images, a process of numerical computation. As [SANT97] pointed
out, the primary aim of traditional text retrieval systems is to partition a database
into two sets “relevant items and non-relevant items’, even if members of the first

set may later be ranked by relevance.
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By contrast, the prime aim of CBIR systemsis to sort the database in order of
similarity to the query. Finding index structures which allow efficient searching of
an image database is still an unsolved problem [FALO94]. None of the index

structures proposed for text retrieval has proved applicable to the problem.

Themost promising approach so far has been multidimensional indexing,
using structures such as the R*-tree [DICK 98], the TV-tree [LIN94] and the SS -
tree [KURN97]. A more recent approach, which seems to offer better prospects of
success, isthe use of similarity clustering of images, allowing hierarchical access for
retrieval and providing a way of browsing the database as a bonus [JIN9§],

[VELLOS].

2.3.4 Thesaurus

A Thesaurusis alist of synonyms a search engine can use to find matches for

particular words if the words themselves don't appear in the databases.

In a database, a thesaurus uses the terms you choose to search on to lead you to
other terms you may not have considered (related terms). While the book-type
thesaurus presents you with alarger variety of words to choose from, the goal of a
database thesaurus is to funnel your search into the unique, official language of the
database “subject headings’. For example, a database thesaurus might suggest that
you use the word “automobiles” instead of the words such as Car, Cars, Autos,

Vehicles, etc.
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In some search tools, the terms you choose to search on can lead you to other
terms you may not have thought of. Different search tools have different ways of
presenting this information, sometimes with suggested words you may choose
amongst and sometimes automatically. The terms are based on the terms in the

results of your search, not on some dictionary like thesaurus.

2.3.5 Controlled and Uncontrolled Vocabulary

When users' perform Internet searchesthey tend to look for general topics.
This is because they may be unsure of what they are looking for exactly, or may
want to collect as much information about a topic as they can to familiarise
themselves with it. Studies conducted on users have found that they tend to do
searches for general topics and then use only one or two of the resources (Controlled

and Uncontrolled Vocabulary) retrieved.
Controlled Vocabularies

Controlled vocabularies are one of a variety of tools and techniques that are
used to improve information retrieval accuracy, and handle the problem of mass
retrieval. A controlled vocabulary is a set of standard terms used to describe a
resource. They can be a simple list of defined terms from which a metadata creator
chooses a suitable term.  On the other hand, a controlled vocabulary might be a
complex thesaurus made up of hierarchical relationships and synonyms. Controlled

vocabularies can be used by query engines to help users define their subject area as
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closely as possible, and in a way that is as consistent as possible. Professional
indexers add controlled vocabulary terms from a standard list to records as they are
entered into the database, so that all the records on the same topic can be retrieved
using the same search term. The controlled vocabulary terms are entered into a
specia field in each record. In library catalogues, controlled vocabulary terms are in
the subject headings field. In other databases, they are often in fields labelled

descriptors or subjects.

When you find arecord that you like in a databaseyou may look at its
descriptor or subject field to find what controlled vocabulary terms were used to
index that record. If any of the terms are appropriate to your topic, they can be used
to expand your search. Another way to find controlled vocabulary terms is to search
or browse the same standard list that professional indexers use. This list is called a

thesaurus.

Uncontrolled Vocabularies

Uncontrolled vocabulary indexing is often referred to as free text indexing
since the index term is usualy derived from the documents themselves, this
approach used for software reuse [FRAKS88], on the other hand has taken the
opposite approach by developing a controlled vocabulary using a faceted
classification scheme [PRIE87]. While uncontrolled vocabularies will tend to be less
expensive to implement, the performance tradeoffs between controlled and

uncontrolled vocabul aries are unknown for collection of reusable components.
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Experiments with document retrieval systems beginning in the early sixties
have shown that uncontrolled vocabularies produce retrieval results that are

comparabl e to those produced with controlled vocabularies [SPAR81], [SALT83].

A database thesaurus is similar to a language thesaurus; it lists synonyms and
indicates relationships among terms. It has additional features that help with

searching:

It often includes definitions, or scope notes, for the chosen terms, explaining

their meaning in the database.

e It also lists synonyms that are not used in the database and directs the user from
those to the chosen terms.

e Under achosen term, it lists other chosen terms that are more specific or more

general.

e |t may also list equally specific terms that are used for another facet of the

chosen term.

Controlled VersusUncontrolled Vocabularies

The advantages and disadvantages of searching using controlled and

uncontrolled vocabul aries are as follows:
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The main advantages of using a controlled vocabulary for searching are:

e Greater focus and level of relevancy

e Structure alows greater precision searches

e Lower recal

e Fewer missed citations because of terminology problems

¢ Not having to think of all the ways atopic maybe described
e Avoids problemswith spelling variations

e Allowsuse of hierarchical searching (i.e. start broad and get narrower)

The main disadvantages of using a controlled vocabulary for searching are:

e Some citations may be missed if an inappropriate controlled vocabulary term is
chosen.

e New or unusua topics are not well represented.

e Very specific and well-defined topics are not well represented.

e The constantly evolving nature of human knowledge means controlled
vocabularies have to be updated regularly.

e Users need to be made aware that a controlled vocabulary is available when
performing a search and need to learn how to useit.

e Searches that use controlled vocabulary can search the subject or descriptor
fieldsonly.

e Takes longer to perform a search using controlled vocabulary, as al terms

related to atopic must be searched for.
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The main advantages of using an uncontrolled vocabulary for searching are:

e Subject, title and abstract fields can be searched.

e Anytermthat iskeyed in may be searched.

e Allows searches onnovel topics for which there may be no controlled
vocabulary available.

e Ability to perform very specific searches if the exact subject can be well-
defined.

e Can often provide more results in a shorter time span, as there is no need to

search through controlled vocabulary subject headings.

The main disadvantages of using an uncontrolled vocabulary for searching are:

e Low precision search.

e May retrieve many irrelevant items.

e No standard agreed termsfor particular topics.

e Haveto think of al the terms that could cover one topic, meaning that time
must spent preparing the search strategy.

e Inorder to search successfully keywords, it should be used in conjunction with
Boolean and proximity operators

e Specialist knowledge may be required in order to use these operators correctly

and successfully.
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2.3.6 Image Retrieval Engines and Evaluation

Criteria

In reviewing image search engines, it is helpful to use an evaluation criteria
and a standard set of search terms. Although the exercise is still subjective, these
will offer some basis for comparison. The evaluation criteria mainly depend on four
pointsillustrated below; every point has its own requirement to satisfy the
evaluation [TASIO3]. The evaluation criteria, standard terms, and some of the major

search engines offering image search options are shown later on in this section.

1. Scope

e Sze and range: how big and comprehensive isthe index? Isthis clearly stated?

e Currency: how often istheindex updated? Isthis clearly stated?

2. Search Options

e Smple and advanced: are simple and advanced search options available?
e Sophistication: is it possible to conduct Boolean, phrase and wildcard or
truncated searches?

e Filtering: can searches be limited before and after the search?

3. Performance

e Speed: theresults quickly returned?

e Number of hits: Does the number of results seem reasonable given the size and

scope of the index? Isit possible to view all the results?
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Relevancy: how well do the results match the query?

Quality: how good are the images supplied?

Currency: are there any missing images or dead links?

Duplication: is there any obvious duplication of images?

4. Presentation

e Thumbnails: are the results presented as thumbnails or just text links?

¢ File Information: do the results include any of the following useful information:
fileformat, file size, image dimensions and colour information?

¢ Other Metadata: do the results include any of the following: caption, filename,
at tag, pagetitle or other associated text?

e Copyright: isit clear who owns the copyright and how the images can be used?
Isit possible to link to the original source of the image?

e Adverts: is the page cluttered with adverts? Are the results skewed in favour of

commercia images?

Currently, the main English-language-based search engines offering image
searches in the Web are AllTheWeb, AltaVista, Google and Lycos. Y ahoo (strictly
speaking a directory rather than a search engine) offers a picture search. HotBot,
Web Search, and MSN Search do not offer true image search features; they smply

enable users to limit their search resultsto 'only pages with images [TASIO3].

Image search engines attempt to give access to the wide range of images
available on the Internet. For those used to viewing well-indexed collections of

qguality images, the results of the large automated image search engines will
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probably disappoint. The poor quality of their offerings is not surprising, since they
reflect the randomness and unevenness of the Web. The frequent irrelevancy of their
results is also understandable, since the automated engines are guessing at their

images visual subject content using indirect textual clues

Anything, then, that enables the user to have more control over their image
searching is helpful. The ability to filter a search, to include and exclude items, is
important in any searching, but particularly so when searching for images. An image
search engine also needs to return a reasonable number of results, since in any given
search a fair amount of the images found are likely to be irrelevant or of insufficient
quality. Here is where the meta-image search engines tendto fail their users. They
deny them sophisticated filtered searching and generally only bring back a handful
of the results they find. Internet search engines can be useful in identifying the best
image search engine for a particular task, but the final searching is better done
directly, using the source search engines themselves. Google performed well in this
review, but it is worth trying some of the others. As TASI's and our evaluation

suggestions, they each have strengths and weaknesses.

Collection-based image search engines include images selected for quality and
indexed by hand. The images they contain are seldom found within the results of
general Web search engines. Collection-based engines, then, will usually offer much
better results than their search engine counterparts. The commercial and copyright
issues will also be much clearer, although many users seem to prefer to look to
Image search engines for images they can freely reuse, as if easy access and absent

copyright notices lets them off the moral and legal hook. True copyright-free images
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are rare on the Web, and many image search engines do operate on commercial
imperatives, even subtly skew their results towards commercial ends. The Web is a
fast changing environment, so it is likely that some of the information in this review
may become outdated in short time. The reader is well advised to check the sites
themselves and to ask the kind of questions listed in the evaluation criteria, done in

this chapter.

24 Problems of Existinglmage Indexing and
Retrieval M ethods

There are many problems and disadvantage of existing image indexing and
retrieval systems in both “concept-based” and “content-based” methods; we state

some of these problems and disadvantages for each method.

2.4.1 Problems of Concept-based M ethods

The image indexing and retrieval system still suffers from a number of

limitations [LEUN92], some of which are:

e The understanding of an image depends on different levels of knowledge and

experience.



Chapter 2. Literature Review page 42

Organising the description of a picture's subject matter in such a way that the

picture can be most certainly and efficiently retrieved has to be considered

carefully.

e Itistediousand time-consuming to associate keywords or text with each image.

e Some features are very difficult to describe with text, some special textures and
complex shapes cannot be clearly represented.

e Text description is sometimes incomplete. It is possible that some image feature
may not be mentioned in textual description.

e Text description is sometime subjective. Different indexer or even the same

indexer may describe the same feature with different term or different feature

with the same term [ROBE94].

A computational model for exploring the interaction of textual and
photographic information in document understanding, where textual captions are
used as collateral information in the interpretation of the corresponding photographs,
isgiven in [SRIH93]. The fina understanding of the image and caption reflects a
consolidation of the information obtained from each of the two sources and thus can
be used in intelligent information retrieval tasks. Problems often occur when

performing a general-purpose search without adequate a priori knowledge.

Most users wish to search images in term of semantic concepts rather than
visual contents; work in image retrieval research has begun to shift from query-by-
example (QBE) to query-by-keyword (QBK). QBK allows the users to search
images by specifying their own query in term of alimited vocabulary of semantic

concepts [FENGO4], [SMITO03]. The problem with such approach is the need to
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annotate images with semantic concepts accurately and completely. The traditional
approach is to manually annotate images, which is very tedious and time
consuming. Hence, it is desirable to automatically assign semantic concepts

(Keywords) to images.

2.4.2 Problems of Content-based M ethods

A typica content-based image retrieval system works basically on low-level
visual features such as colour, texture, shape or regions. It is hard to link these low-
level features to high-level concepts that correspond to objects and their semantics
information within an image [CARS99], [SMIT96]. Content-base representation and
retrieval provides only insufficient solutions to the problem of images retrieval

[DENGO4], [SMIT964d].

Naturally image search engines working on low-level features alone may
sometime produce a great deal of nonsense results [SANT98]. Techniques such as
spatial colour features, joint histograms, image classification and conceptual
description have been proposed [HIRAOQO],[MUKEOQOOQ],[CORR99], [PASS99],
[HUAN98], [HUAN98a]. The difference in description and meaning between
content-based representation and semantic description of images is still hard to

overcome [ SMEUOQQ].

Performance of traditional content-based image retrieval systems is far from

user’ s expectation due to the semantic gap between low- level visua features and the
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richness semantics [LIUO5], [CHENO3], [MOJS01], [ZHOUOO]. The success of
content-based image retrieval is largely limited by thegap between low-level

features and high-level semantics[QINO5].

The problem of content-based image searching has received considerable
attention in the last few years. Thousands of images and multimedia are now
available on the Internet, and many domain-specific applications require multimedia
data searching. Sample domains include sports and entertainment, agriculture, e-
commerce, weather prediction, medical imaging, and satellite imagery. Yet, in spite
of the growing need for multimedia search capabilities, such technology is still
largely unestablished as a mainstream field, nor is it widely used by search engines.
Many of the major problems for this poor acceptance are inconsistent retrieval
guality and poor usability. The content-based method suffers from a number of

limitations [LEUN92], some of which are:

e Query-By-Example (QBE), forinstance, it is suitable if a user has a similar
image at hand, and a query will recall entities having similar image
characteristics. However, depending on the meaning of similarity it would not
perform well if the image is taken from a different angle, having a different
scale, or placed in a different setting. It is often difficult to query by image
content where users have to provide a colour composition, outline the drawing,
select a texture etc. Because content-based methods are not rich in image
semantics, it is difficult to use it to query high-level visual concepts like an
image of a Melbourne Spring Festival. For the content-based disadvantage

explained in this section, it is obvious that text-based queries are much better
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than QBE and Query-By-Image-Contents(QBIC) in this regard. Text-based
gueries are also very much faster than QBE and QBIC because text processing
only takes a small fraction of time compared to image processing. Another
advantage of text-based queries is the ease with which user could prepare the
query, because it uses the same language as everyday human queries [SUTA99].

e One of the disadvantages of the content-based approach is that images returned
from query could be totally different from the target images using shape concept
[DICK98]. For example, users asking for images similar to ‘doors may receive
images that semantically were not ‘doors’ at all.

e For the shape retrieval mechanism, many edge maps contain irrelevant edges,
and the sketch comparison algorithm cannot calculate the similarity score very
correctly.

e Multiple domain recall is another disadvantage of approaches, like QBIC using
colour concept [BARB95], [FLIC95], [BARB94]. For example a query of 70%
of blue colour and 30% of white colour may return an image of a white car
parked behind a blue wall, and a white book on a blue table, and image of a
beach with white sand, etc.

e Users can't specify that the absence of a colour from a certain region mean that
the image is irrelevant. The position information is not taken into account in the
algorithms. Since exact colour match is performed by the histogram intersection
algorithms, score zero will be returned for images that do not contain the exact
same shades of colour. The efficiency of the histogram intersection is not good,

the response time will be poorer for larger database.
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¢ In some methods like Two Dimension (2D) strings, which are used to express
the image features and the query, the 2D stringscannot be generated
automatically, because it is difficult to identify objects represented in the 2D
strings without human intervention. Since objects are represented by points in
2D strings, some special relationship, such as DISJOINT, JOIN, CONTAIN, and
BEL ONG between two objects, may not be determined correctly [TANG96].

e Another disadvantage of content-based methods is that they are not rich in image
semantics; therefore it is difficult to use them to query high-level visual

concepts.

2.4.3 Selection of Concept-based M ethod

Concept-based approach is used in many production library systems, while the
content-based approach is dominant in research and in some newer systems. In the
past, content-based indexing supported the identification of "low-level" features in
an image. These features frequently do not require verbal labels. In many cases,
current computer technology can create these indexes. Concept-based indexing, on
the other hand, is a primarily verbal and abstract identification of "high-level”
concepts in an image. This type of indexing requires the recognition of meaning and
is primarily performed by humans. Most production-level library systems rely on
concept-based indexing using keywords. The concept-based query provides an
interesting technique for the user to incorporate domain knowledge into their

queries. This incorporation overcomes the problem of incomplete knowledge in
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most knowledge-based systems. The domain knowledge may be stored in the
database with no special effort from the designer, and the user may reuse his own

conceptsin another queries.

In addition to the disadvantages of the content-based methods, the high-level
abstraction and concepts can be easily expressed in concept-based methods, the
query can be easily issued and the user interface is very ssimple, and the standard text
retrieval techniques can be used for image searching, where the text retrieva
techniques have been highly developed in information retrieval system. These are
additional advantages of concept-based retrieval system that leads us to select the

concept-based retrieval system in our research.

Comparing to content-based image retrieval, text-based retrieval is more
successful and mature, with successful application inmany important aress,
including Web search engines. Content-based image retrieval is still some way
behind text-basedretrieval in most criteria, including search precision and recall

[ZHANO4].
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2.5 Rule-Based Approach

In a rule-based system, the domain knowledge is represented by a set of I1F-
THEN production rules and data are represented by a set of objects about the current
situation. The inference engine compares each rule stored in the knowledge base
with objects present in the database, when the IF “condition” part of the rule
matchesan object, the rule is fired and its THEN “action” part is executed. The
matching of the rule IF part to the objects produces inference chains; the inference
chain indicates how rule-based system applies the rules to reach a conclusion. To
evaluate the rules, the inference engine requires that all of the conditions be satisfied
as shown in Figure 2.4. It is possible that more than one rule will apply to an image

[DETEQQ]. Figure 2.5 shows an inference chain.

T
A

Database

Object: A isx }
| Object: Bisy

Match Fire

Knowledge Base

\ 4
A

Rule: IFAisx THEN Bisy

Figure 2.4 Inference Engine Match-Fire Cycles using a Match-Fire Procedure
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Rule 1:

If Fistrue
AND Gistrue A |
THEN H is true e e

Rule 2: D
If Cistrue
AND D istrue H
AND Eistrue

THEN Fistrue G

\ 4
M

Rule 3:
If A istrue
AND B istrue

THEN Cistrue

Figure 2.5 Inference Chain

2.5.1 Forward Chaining

Forward Chaining (FC) is data-driven reasoning. The reasoning starts from the
known data and proceeds forward with that data, each time only the topmost rule is
executed, and when fired, the rule adds a new object to the database. Any rule will
be executed only once; the match-fire cycle stops when no further rules can be fired.

An example of FC isshown in Figures 2.6, Figure 2.7, and Figure 2.8.

FC isatechnique for gathering information and then inferring from it whatever
can be inferred; however, in forward chaining, many rules may be executed that
have nothing to do with the established goal. Therefore, if our goa is to infer only
oneparticular object, the forward chaining inference technique would not be

efficient.
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Knowledge Base
> If there is KBD, CPU, and VDU, then the object is Computer
If there is Computer, Printer, and Modem, then the object is Computer System
If there is Computer System, Cabinet, and Desk, then the object is Office
— N
\ /
Database
KBD CPU VDU Printer Modem Cabinet Desk
| | | I

Computer

N— -~
Figure 2.6 Forward “Rule 2.1”
Knowledge Base
If thereis KBD, CPU, and VDU, then the object is Computer
> If there is Computer, Printer, and Modem, then the object is Computer System
If there is Computer System, Cabinet, and Desk, then the object is Office
_ >
Database
KBD CPU VDU Printer Modem Cabinet Desk
| |
| v
Computer Computer System

N— -~

Figure 2.7 Forward “Rule 2.2”
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Knowledge Base

If there is KBD, CPU, and VDU, then the object is Computer

If there is Computer, Printer, and Modem, then the object is Computer System

A 4

If there is Computer System, Cabinet, and Desk, then the object is Office

/ \
N— -
Database
KBD CPU VDU Printer Modem Cabinet Desk
| |
I v
Computer Computer System Office
\ /

Figure 2.8 Forward “Rule 2.3"

2.5.2 Backward Chaining

Backward Chaining (BC) is goal-driven reasoning. In backward chaining, rule-

based system sets the goal and the inference engine attempts to find the evidence to

establish it. First, the knowledge base is searched to find rules that might have the

desired solution. Such rules must have the goal in their THEN (action) parts. If such

aruleisfound and the IF (condition) part matches data in the database, then the rule

isfired and the goal is proved. However, thisis rarely the case. Thus the inference

engine puts aside the rule it is working and sets up a new goal, a sub-goal, to prove

the IF part of this rule, and then the knowledge base is searched again for rules that

can achieve the sub-goal. The inference engine repeats the process of stacking the

rules until no rules are found in the knowledge base to prove the current sub-goal.

An example of Backward Chaining is shown in Figures 2.9, Figure 2.10, and 2.11.
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Knowledge Base

If there is a Computer, then the objects are KBD, CPU, and VDU

If there is a Computer System, then the objects are Computer, Printer, and Modem

If there is an office, then the objects are Computer System, Cabinet, and Desk <

— TN
\ /
Database
KBD CPU VDU Printer Modem Cat%inet | %&Gk
|
Computer Computer System Office
\ /‘

Figure 2.9 Backward “Rule 2.4”

Knowledge Base

If there is a Computer, then the objects are KBD, CPU, and VDU

If there is a Computer System, then the objects are Computer, Printer, and Modem |

If there is an office, then the objects are Computer System, Cabinet, and Desk

— TN
\ /
Database
KBD CPU VDU Prixter Modem Cabinet Desk
|
Computer Computer System Office
\ /

Figure 2.10 Backward “Rule 2.5”
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Knowledge Base

If there is a Computer, then the objects are KBD, CPU, and VDU

A

If there is a Computer System, then the objects are Computer, Printer, and Modem

If there is an office, then the objects are Computer System, Cabinet, and Desk

— TN
\ /
Database
K?D | CF’U | VF)U Printer Modem Cabinet Desk
|
Computer Computer System Office
\ /

Figure 2.11 Backward “Rule 2.6”

Rulesfor Problem Solving

The human mental process is internal, and it is too complex to be represented

as an agorithm. However, most experts are capable of expressing their knowledge

in the form of rules for problem solving.

|F the road is open, THEN the actionis go

IF theroad is closed, THEN the action is use another road
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Rules can represent the following aspect:

1) Relations. 2) Recommendations. 3) Directives. 4) Strategies. 5) Heuristics.

Here below are examples for each aspect.

Relation IF the ‘fuel tank’ isempty, THEN the car is dead.

Recommendation  |F the season is autumn AND the sky is cloudy AND the

forecast isdrizzle, THEN the adviceis ‘take an umbrella’.

Directive IF the car isdead AND the ‘fuel tank’ is empty, THEN the

actionis ‘refuel the car’.

Strategy IF the car isdead, THEN the action is ‘ check the fuel tank’;

THEN stepl is complete.

IF stepl is complete AND the ‘fuel tank’ isfull, THEN the

action is ‘check the battery’; THEN step2 is complete.

Heuristic Heuristic rules can be applied unsuitably if some condition is
omitted with some understanding of the problematic system,

these inadequacies could be overcome.

IF the spill isliquid AND the ‘spill pH’ <6 AND the *spill

smell’ isvinegar, THEN the ‘spill material’ is*acetic acid’.
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Decision Treesand Rule Generation

Decision tree is a classifier in the form of a tree structure (Figure 2.12), where
each node is either: A leaf node, which indicates the value of the target attribute of
examples, or a decision node, which specifies some test to be carried out on asingle
attribute- value, with one branch and sub-tree for each possible outcome of the test.
A decision tree can be used to classify an example by starting at the root of the tree
and moving through it until a leaf node, which provides the classification of the
instance. Decision tree induction is atypica inductive approach to learn knowledge

on classification. The key requirements to do mining with decision trees are:

e Attribute-valuedescription: object or case must be expressible in terms of a
fixed collection of properties or attributes; this must have been provided in the
algorithm.

o Predefined classes (target attribute values): The categories to which examples
areto be assigned must have been established beforehand (supervised data).

e Discrete classes: A case does or does not belong to a particular class, and there
must be more cases than classes.

e Sufficient data: Usually hundreds or even thousands of training cases.

A decision tree takes as input an object or situation described by a set of
properties, and outputs a yes/no decision. Decision trees therefore represent Boolean
functions. Functions with a larger range of outputs can also be represented. Similar

are applied in our system when indexing and searching images with different

aspects.
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L eaf node
C=true C=fase
K=x K=y

Figure 2.12 Simple Decision Tree of Rule Generation

A decision tree takes as input an object or situation described by a set of
properties, and outputs a yes/no decision. Decision trees therefore represent Boolean
functions. Functions with a larger range of outputs can also be represented. Similar
are applied in our system when indexing and searching images with different
aspects. Decision trees are powerful and popular tools for classification and
prediction. The attractiveness of decision trees is due to the object that, in contrast to
neura networks, decision trees represent rules. Rules can readily be expressed so
that humans can understand them or even directly used in a database access
language like SQL so that recordsor images falling into a particular category may

beretrieved.
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In some applications, the accuracy of a classification or prediction is the only
thing that matters. In such situations is not necessarily of concern how or why the
model works. In other situations, the ability to explain the reason for a decision is
essential. In marketing one has described the customer segments to marketing
professionals, so that they can utilize this knowledge in launching a successful
marketing campaign. These domain expertsmust recognize and approve this
discovered knowledge, and for this we need good descriptions. There are a variety of
algorithms for building decision trees that share the desirable quality of
interpretability. Most algorithms that have been developed for learning decision
trees are variations on a core algorithm that employs a top-down, greedy search
through the space of possible decision trees. Decision tree programs construct a

decisiontree T from a set of training cases [KONWO02], [QUIN86].

2.6 Summary

In this chapter, we explained the existing methods of modelling and retrieving
images in details, the technologies used in these methods, which go with user’s
needs, and in addition the approaches represented by the visual information system
has been illustrated. This chapter also exploresthe variety of features which have
been used to index and retrieve imagesbased on contents, keywords, textual

description or captions as well as many more.
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An overview of image indexing and retrieval has been introduced showingthe
existence methods and how these methods deal with the image indexing and
retrieval. We end with the efficient indexing and retrieval of the image database,

which is necessary for success in image indexing and retrieval systems.

The Moving Picture Expert Group has taken place, its development, and offers
are explained in this chapter. The ways of performing the XML documents are
provided as well as the MPEG-7 tools. The XML schema and their component parts
are thoroughly explained. In addition the structure annotation providing exampl es of
the presentation of data type, which showing how to store information in XML

document, are presented.

The use of the thesaurus in our retrieval system is outlined, which is used
when the user searches for images where the entered name is not found in our
database. The controlled and uncontrolled vocabulary has certain advantages and

disadvantages explained in details.

An overview of image retrieval engines, the evaluation criteria and standard
terms are elaborated in this chapter. We went through the main English-Language-
based search engines offering images search in the Web as well. The limitation of
the current image analysis techniques necessitates that most image retrieval systems
use some form of text description provided by the users as the basis to index and
retrieve images. All methods have these limitations; hence we explain choice of the

selection of the concept-based method in our research.
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We explained the rule-based approach, and the forward and backward chaining
which show us the way of storing and retrieving the image components. We
explained many rules aspects for problem solving, which include the heuristic rules
and explained its function in more detail; this aspect is used when building our rules
to determine the images to which categories could fall in. Finally we explain what
the decision tree and rule generation is and what the use of it in our research side by

side with the rule-based expert system. We end the chapter by this summary.



Chapter 3

| mage Or ganization

3.1 Introduction

Throughout this thesis, we shall use a collection of images to illustrate and
validate our methods. In this chapter, we describe in some details the characteristics

of the image collection and issues related to it.

Images need to be stored in such a way that multi-resolution images can be
efficiently retrieved, and so that ideally, one can quickly retrieve only portions of
these images without having to decompress the whole image. This extraction of sub-
images needs to be performed in parallel in order for the system to have a fast
response time. One can develop several storage and compression strategiesthat

could be efficiently used in a parallel computer system with multiple storage

60
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devices. For example, to allow multiple simultaneous accesses to different portions

of animage, one can hierarchically partition the image [MARK92], [BODL91].

Categorizing images based on various criteria is a key task for all image
management systems. Most current systemsuse some type of key-wordingto
categorize images in a collection. The key-wording concept has proven to be useful
but limited [IMATO4],[HAN96], [SELO90]. A drawback of thisconcept is that
there exist mismatches between indexing terms and query terms. In practice, it is
often much more convenient to create a hierarchical structure that is optimal to
emphasi ze relations between images or to order images based on projects, clients or
themes. In the real world, images tend to fall into multiple categories. For example,
an image showing a group of people on the beach may be assigned to categories like
"Beach", "People”, "Female', "Mae", and to themes like "Lesure,"Fun”,
"Recreation”, "Holidays", “Swimming", etc. If the image also shows a car, you may

want to denote that by assigning the image into the category "Cars' as well.

From the feature of images belonging to the same category, the system finds
the pattern of interest in the form of rules based on two statistical measures
(conditional probability and implication intensity). This is helpful for automatic
classification of new images during their insertion in a large database, for obtaining

results with more semantics and for improvement in the retrieval [BOUE9S].

Image classification helps the selection of proper features and descriptors for
indexing and retrieval. Semantic categorization provides image organization

according to high-level meanings. Efficient organization enhances not only the
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retrieval accuracy but also the retrieval speed. Current work of image classification
relies on either low-level features or knowledge rules [SZUM98], [LIPS97]; a
hierarchical clustering technique for natural image database organization and
summarization, where images were grouped via low-level feature clustering has

been proposed [VELL98].

A text-based query system based on the Ternary Object Model (TFM)
database was developed by [LEUN99], [SUTA99]. TFM comprises an underlying
visual entity-relationship index representation, rule-based conceptual hierarchy, and
other features to support semi-automatic indexing and to enhance query performance
using a thesaurussystem, relevancefeedback mechanism, and user-tailored
weighting components. The TFM Modeling approach has been proven togive
component performance in terms of recall and precision in the retrieval of images.
TFM is used by expanding and restructuring elementary objects and outlining

objects into a hierarchy.

Our approach to image indexing and retrieval system is to develop algorithms
for the storage and retrieval of image data from stored databases using a
methodology that incorporates implicit image indexing. We develop techniques for
the categorization of image components, and the assignment of weights, supporting
factors, etc to these components on a proportional scale based on their relative

importance within the image [AZZAMO04], [HWARQOQ].
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3.2 Image Collection and Rules Construction

The selected images used in our database represent a good selection of multi-
object images, since the selected images comprise two or more objects, repetitive
objects, objects having relationships to each other, and so on. Some of these objects
could be primitive and some others may be non-primitive objects. Primitive objects
are defined as the smallest entity that cannot be decomposed further into
components. N on-primitiveobjects could consist of two or more of the primitive
objects; could also consist of two or more primitive and/or non-primitiveobjects.
We collect these images from many sources; these sources are generally free of

chargeif the images were used for research purposes.

3.2.1 Image Collection

We haveapproximately 1000 images collected in our database, which are
divided into 20 different categories, with each category consisting of around 50
imagesvarying in size. Images belong to certain categories depending on which
category rule they fall under. The rules and image belonging are determined and
explained later on in this section. The main criteria of the collected images are: the
collected images are selected froma large number of different images; every

selected image must satisfy the target categories rules.
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The selected images follow the image selection rules listed below:

1. Number of objects. a good cross section of the image collection contains
images with different number of objects.

2. Repetitiveness of objects: there should be images, in which all objects could
be different from each other, and others the same (many birds).

3. Number of relationships: the images should have relationshipsbetween
objects present within them.

4. Categorization: the images should contains both, images that can only
belong to one category “Garden” for example, and images that could be put
into many several different categories, for example, “Garden, Party, and
Wedding’. Imagesare related to the certain categories if they satisfythe
category rules. For example, if an imagecontains Trees, Grass, Flowers,
Open Area, Bride, Groom, and People, then thisimage can be put into two
categories, “Garden” and “Wedding”, since it satisfiesthe rules for both
simultaneously. The Garden category contains Plants (Trees, Grass, and
Flowers) and Open Area as essential objects, whereas the Wedding category
contains Bride and People as essential objects. The images of different
categories are selected, but the categories should not be digoint, for example,
an image containing snow may fall in the sports category of winter games

and the holiday category [AZZA044)].

Other images are collected from different Web pages in order to measure the
performance of the ICIIR system. Every image contains three attributes, the image

number, the image name (taken from the title found with the image in the Web) and
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the destination. This information can easily be stored in the database for our testing

purposes; the images are stored in separate image collection folders.

3.2.2 Rules Construction

Applyingthe heuristic rules, theimage canfall in a category if it satisfies its
creation rule. For example, theimage can be categorized in the Garden category if it
contains the essential objects which satisfy the Garden category rule; every Garden
image must contain the essential objectsand may contain other objects. All other
categories follow the same technique, the rule numbers and the minimum objects to

create the categories are listed below in this section.

Every category needs at least two rules; one to create the mid-level object, and
the other for the high-level object; this for any three-level image. The number of

rules may increase when the number of levelsincreases.

The category always means the highest level object created by rules for the
certain image; other created objects could be considered sub-categories, which must
belong to a category. We explain below the use of all rules and the objectscreated

by theserules.
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1. Garden Category

R1m,: IF thereare Trees, and Grass, then the object is “Plants’

R1m,: IF there are Trees, and Flowers, then the object is “Plants’

R1m;: IF there is Grass, and Flowers, then the object is“Plants’

R1m,: IF thereare Trees, Grass, and Flowers, then the object is“Plants’

R1lh,:  IFthereare Plants and Open Area, then the object is“ Garden”

2. Wedding Category

R2m,: IF thereis Female and Wedding Clothes, then the object is “Bride”

R2h,: IFthereis Bride and People, then the object is“Wedding”

R2h,: IFthereisBride and Groom, then the object is “Wedding”

3. Soccer Category

R3m,: IF thereare People and Soccer Clothes, then the object is*Soccer

Players’

R3h,:  IFthere are Soccer Players and Field, then the object is“ Soccer”

R3h,: IFthereare Soccer Players and Referee, then the object is*“Soccer”
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R3h,:

R3h, :

R3h,:

R3h,:

R3h,:

R3h,:

R3hy:

R3h,,:

R3h,;:

IF there are Soccer Players and Soccer Ball, then the object is*“Soccer”

|F there are Soccer Players and Crowd, then the object is* Soccer”

IF there are Soccer Players, Field and Referee, then the object is

1] %Cca,.”

IF there are Soccer Players, Field and Soccer Ball, then the object is

“ %Cce,n

IF there are Soccer Players, Field and Crowd, then the object is

“ %Cce,.ﬂ

IF there are Soccer Players, Referee and Soccer Ball, then the object is

“ &Cca.ﬂ

IF there are Soccer Players, Referee and Crowd, then the object is

“ SOCCGr"

IF there are Soccer Players, Soccer Ball and Crowd, then the object is

1] %Cca,.”

IF there are Soccer Players, Field, Referee and Soccer Ball, then the

object is“ Soccer”
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R3h,,: IF there are Soccer Players, Field, Referee and Crowd, then the object

is“ Soccer”

R3h,, :IF there are Soccer Players, Field, Soccer Ball and Crowd, then the

object is“ Soccer”

R3h,,: IF there are Soccer Players, Referee, Soccer Ball and Crowd, thenthe

object is“ Soccer”

R3h,; :IF there are Soccer Players, Field, Referee, Soccer Ball and Crowd, then

the object is“ Soccer”

4. Football Category

R4m,: IF there are People and Football Clothes, then the object is “Football

Players’

R4h, : IF there are Football Players and Field, then the object is “Football”

R4h, :IF there are Football Players and Football, then the object is “Footbal l”

R4h,: IF there are Football Players and Referee, then the object is “Football”

5. Volleyball Category

R5m,: IF thereare People and Volleybal Clothes, then the object is

“Volleyball Players’
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R5h,: IFthereare Volleyball Players and Net, then the object is“Volleyball”

R5h,: IF there are Volleyball Players and Volleyball, then the object is

“Volleybal”

R5h,: IF there are Volleyball Playersand Referee, then the object is

“Volleyball”

6. Fishing Category

R6m,: IF there are People and Fishing Rods, then the object is “ Fishermen”

R6h, :  IFthere are Fishermen and Water, then the object is “Fishing”

7. Zoo Category

R7m,: IF there are Animals and Habitat, then the object is“Animal Habitat”

R7h, : IFthereis Animal Habitat and Open Area, then the object is“Zo0”

8. Party Category

R8m, : IF there is Food and Drink, then the object is “Nutrition”

R8h,:  IFthere is Nutrition and People, then the object is “ Party”

9. Birthday Category

R9m, : IF there is Cake and Candles, then the object is“Birthday Cake”
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R9h, :  IFthere isBirthday Cake and People, then the object is “Birthday”

10. Beach Category

R10m, : IF thereis Water and Sand, then the object is “ Shore”

R10h, : IFthere is Shore and Open Area, then the object is“Beach”

11. Car Racing Category

R11h, : IFthereis Racing Road and Cars, then the object is“Car Racing”

R11m, : IFthereis Track and Road, then the object is “Racing Road”

12. Computer System Category

R12m, : IFthereis Keyboard, CPU, and Monitor, then the object is “Computer”

R12m, : IF there is Keyboard, CPU, Monitor and Mouse, then the object is

“Computer”

R12h, : IFthereis Computer and Printer, then the object is“Computer System”

13. Playground Category

R13m, : IF thereisPlay Set and Bark, then the object is“Playing Area’

R13h, : IF thereis Playing Area and Open Area, then the objectis

“Playground”
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14. Restaurant Category

R14m, : IF there are Tablesand Chairs, then the object is“Meal Tables’

R14h, : IFthereare Meal Tables and Cutlery, then the object is “ Restaurant”

R14h, : IFthereare Med Tables and Waiter, then the object is “ Restaurant”

15. War Category

R15m, : IF there are People and Army Uniform, then the object is“ Army”

R15h, : IFthereis Army and Smoke, then the object is“War”

R15h, : IF thereis Weapon and Smoke, then the object is“War”

R15h, : IF there are Troops and Open Area, then the object is“War”

16. Class Room Category

R16m, : IF there are Desks and Chairs, then the object is* Study Area’

R16h, : IFthereis Study Areaand Board, then the object is“Class Room”

17. Waterfall Category

R17m, : IF thereare Rocks and Cliffs, then the object is* Fall”

R17h,: IFthereisFall and Water, then the object is “Waterfall”
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18. Wrestling Category

R18m, : IF thereare Athletes and Attire, then the object is“Wrestler”

R18h, : IF there is Wrestler and Ring, then the object is “Wrestling”

R18h, : IFthere is Wrestler, Ring and Crowd, then the object is“Wrestling”

19. Snowboarding Category

R19m, : IF there are People and Snow Gear, then the object is“ Snow Border”

R19h, : IFthereis Snow Boarder and Snow, then the object is*“ Snowboarding”

R19h, : IF there is Snow Border, Snow and Boarder, then the object is

“Snowboarding”

20. Cricket Category

R20m, : IF thereare People and Cricket Clothes, then the object is “Cricket

Player”

R20h, : IFthereare Cricket Players and Wickets, then the object is “ Cricket”

R20h, : IF there are Cricket Players and Field, then the object is “ Cricket”

R20h; : IF there are Cricket Players and Cricket Ball, then the object is

“Cricket”
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3.3 Image Representation

In this research, the representationfor image indexing consists of many
discrete object types. low-level objects, mid-level objects, high-level objects and so
on. We expect that three levels of object types will give a very good representation,
nevertheless; fewer or more levels (two or four) can also be used to present some

images.

Low-level objects are primitive objects within the image that are meaningful to
the human users. Mid-level objects can be primitive; they can also consist of two or
more low-level objects being non-primitive objects. High-level objects can also be
primitive; they can also consist of two or more mid-level objects. In this research,
we use the ternary object model by expanding and restructuring low-level objects,
mid-level objects, and high-level objects (in the case of three levels, which could
differ) into a hierarchy. This expansion of the index makes use of rules to automate
the generation of a mid-level objects from low-level objects, and high-level objects
from mid-level objects. At the same time, this expansion of index makes use of rules
to work in the opposite direction in order to automate the generation of a low-level
object from mid-level objects, and mid-level objects from high-level objects and so

on. Thisexpansion is depicted in Figure 3.1.
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Low-Level Mid-Level High-Level
Objects Objects Objects

L

NN
NS,

Figure 3.1 Index Expansions

Apart from the left most set, which contains all primitive objects labelled as
low-level objects, the remaining sets contain mid-level objects, and high-level
objects. A dot represents an object and a line to the left of the object relates that
particular object to its components. From this representation, it is clear that the
higher the level of the concept, the less the number of objects in the set. Thisis an

important characteristic that will be exploited in database search.
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Initially, the indexing is entered manually or extracted automatically from the
image by human or computerin terms of primitive objects. Depending on the
application, an indexer will have to predetermine to what extent they want to
decompose an image object into primitiveobjects, which will be used to
automatically develop higher-level objects using a knowledge-based system
[SUTAQ99]. It is the task of the rules to perform the creation of the higher-level
objects. A rule consists of an IF part, which lists al the conditions that must be
satisfied, and a THEN part, which concludes the rule given that the conditionsare
met. Assigning lower-level objects in the IF part and higher-level objects in the
THEN part creates a rule. Boolean “AND” or “OR” can be used to define the
relationship among the primitive objects in the condition of the rule. By validating
the rule conditions with existing objects and obtaining higher-level objects from the

hypothesis of the rule, we can create a new index entry automatically.

In other words, we build a higher-level object from lower-level objectsthat
might be directly recognizable from the image. This indexing mechanism will avoid
inconsistency in human perception of the image concept when the process is
performed manually. For retrieval, users can take the advantage of these high-level

objects to speed up the searching time and narrow down the search space.

We apply the knowledge-based system using the previous rules listedin
Section3.2.2 of this chapter. Consider the Soccer image shownin Figure3.2,
containing the atomic objects. People, Soccer Clothes, Soccer Ball, Field, Referee,
and Crowd. We illustrated below how to construct a typical rule to define a high-

level object, “Soccer”.
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Figure 3.2 Soccer Image

Thisimagefals in the Soccer category because it satisfies all rules creating the

Soccer object. Below is an explanation of how this image fallsin the soccer

category, by using Rule R3m, :

R3m, : IF there are People and Soccer Clothes, then the object is “ Soccer Players’

The image contains People and Soccer Clothes, the object Soccer Playersis
created using Rule R3m, . In turn, we can treat the object “Soccer Players’ as a
mid- level object, and then use it as a condition for a higher-level object description

as in the following examples. By using the rule “ R3m, ” and oneof thefollowing

rules (R3h, , R3h, ,R3h, and R3h, ), we can build the object of Soccer.
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1. R3h,: IFthereare Soccer Players and Field, then the object is“ Soccer”

Low-Level Objects Mid-Level Objects High-Level Objects
People - Soccer Players
\ Soccer
Soccer Field /
Clothes

Figure 3.3 Rule Hierarchy using Essential Objects of Soccer Category (A)

2. R3h,: IFthereare Soccer Players and Referee, then the object is “ Soccer”

Low-Level Objects Mid-Level Objects High-Level Objects
People - Soccer Players
Soccer
Soccer Referee
Clothes

Figure 3.4 Rule Hierarchy using Essential Objects of Soccer Category (B)

3. R3h,: IFthereare Soccer Players and Soccer Ball, then the object is* Soccer”
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Low-Level Objects Mid-Level Objects High-Level Objects

l l

People —%| Soccer Players

Soccer

Soccer Soccer Ball
Clothes

Figure 3.5 Rule Hierarchy using Essential Objects of Soccer Category (C)

4. R3h, : IFthere are Soccer Players and Crowd, then the object is “ Soccer”

Low-Level Objects Mid-Level Objects High-Level Objects
People ! Soccer Players
Soccer
Soccer Crowd
Clothes

Figure 3.6 Rule Hierarchy using Essential Objects of Soccer Category (D)

Satisfying one of these rules isenough to make this image fall under the
Soccer category. Thisimage satisfied several of the rules giving it the characteristics

to fall under the “ Soccer” Category.

To build the rule hierarchy, we use some of the essential objects required for
the category as shown in one of Figure 3.3, Figure 3.4, Figure 3.5, and Figure 3.6.
The created objects are always appearing in theitalic style font (Soccer Playersand

Soccer).
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In this way we structure the index representations into a hierarchy. Therefore,
several atomic objects will be able to define mid-level object and several mid-level
objects will be able to define higher-level objects and so on. The benefit of this
method is the reusability of the rules. Once arule that defines an object is created, it

can be used to define several other higher-level objects [ TAMO1], [HWAROQQ].

The remaining objects (if there are any) of the image that are not used to create
the mid-level objects can be used to create a high-level object, we will explain this
case indetail later on in this chapter. Figure 3.7 presents an example of rule

hierarchy using all objects within the image shown in Figure 3.2, also satisfying

rules R3m, and R3h,¢, in creating the objects “ Soccer Player” and “ Soccer”.

Low-Level Objects Mid-Level Objects High-Level Objects
Referee
v Field
People
\ 4
Soccer Players Soccer
Soccer
Clothes Soccer Ball
Crowd

Figure 3.7 Rule Hierarchy using all Objects within Soccer Image
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3.4 Object’sRelationships

There are three kinds of relationshipsbetween object levels. Composite
Relationship (CR), Is-A Relationship (IAR) and Aggregation Relationship (AR).
The uses of these relationships illustrate the idea of grouping objects together when
creating mid-level objects, high-level objects, etc. Some primitive objects could
group with the essential objects to create higher-level objects; the created objects
could group with some other objects to create higher-level objects. Theremaining
objectsmay be grouped together to create the highest level object. These

relationships are explained below.

3.4.1 Composite Relationship

A composite object is an object that can be broken down into component

objects (all are essential). The Composite Relationship (CR) is shown in figure 3.8.

Trees Component of
Grass Component of Plants
Flowers

Figure 3.8 Composite Relationship
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3.4.21S-A Relationship

We say AlssA B if object set B is a generalization of object set A, or
equivalently, A is a special kind of B. (e.g. Apple is-a Fruit). IS A Relationship

(IAR) is shown in Figure 3.9.

Apple ISA
Orange ISA Fruit
Banana Is-A

Figure 3.9 Is-A Relationship

3.4.3 Aggregation (M ember-Of) Relationship

An object can contain many components (an object is part of a greater whole),
some of these components are essential and some are not (Weapon and Smoke are
essential but Trees are not essential in theobject “War”); the Aggregation

Relationship (AR) is shown in Figure 3.10.

Weapon

Component of

Smoke War

Trees

Figure 3.10 Aggregations (Member-Of) Relationship
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3.5 ODbject Levels

Aswe mentioned in Section 3.2 of this Chapter, the index is entered manually
or extracted automatically from the image by human or computer in term of atomic
objects. Atomic objects are defined as the smallest entity that cannot be decomposed
further into components. For example if atable is defined as an atomic component,
then in the future we would not be able to recognize a table leg or atable top from
the database. Therefore, depending on the application, an indexer will have to
predetermine to what extent to decompose an image object into atomic objects.
From these atomic objects, the machine will develop higher-level objects using its

knowledge-based system [SUTA99].

Suppose that we have an image containing the atomic objects: Trees, Grass,

Flowers, Open Area, Pathway and Cloud as shown in Figure 3.11.

Figure 3.11 Garden Image
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Weillustrate below how to construct atypical rule to define a mid-level object

“Plants’ and high-level object “Garden”, as shown in Figure 3.12.

Using rule R1m, , we can creste the mid-level object “Plants’ from the essential

objects of the low- level objects found in the given image.

R1m,: IFthereare Trees, Grass, and Flowers, then the object is “Plants’

e The objects not used to create the mid-level object moved from the low-level

object to the mid-level object.
e UsingruleR1h,, we create the high-level object “Garden” from theessential

objects found inimage of the mid-level objects.

R1h,: IFthereare Plantsand Open Area, then the object is“ Garden”

e The objects that are not used to create the highest-level objects are moved down
and categorised as a mid-level object since they can not be used to create any
further objects, they are dropped back and are used amember-of “ Garden”
object. The “Garden” object will remain alone as a high-level object.

e The numbers beside the arrowsindicate the number of steps takenwhen using
the object found on the left side of the arrows, the solid arrows represent that of

the essential objects and the dashed arrows for the non-essential objects.
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Low-level Objects Mid-level Objects High-level Object
Trees 1 l
Plants
CiEss 1 Garden
"
Flowers A
Il/
4,
1 v/
OpenArea [~~~ > OpenArea ,/ / 4
/I 4
/ 14
1 o 2
Pathway =~~~ > Patway (o777 Pathway
/ 3
/
1 L' 2
Cloud [~~~ > Cloud 4:__‘____—___—____‘_: Cloud
3

Figure 3.12 Steps of Constructing Three Levels of Objects

Thefinal Figure of Figure 3.12 could be reorganizing asin Figure 3.13.

L ow- level Objects Mid-level Objects High-level Object
Trees Plants
Grass Open Area Garden
- - - ’,
- - /
Flowers Pathway [~/
,/
/
Cloud L’

Figure 3.13 Three Levels of Objects
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Another way of how to construct a typical rule to define a mid-level object

“Plants’ and high-level object “Garden” isillustrated below.

3.5.1 Low-Level Objects

Several primitive objects are considered as a low-level objects if they canbe

used together to build amid-level object. In our case, the image contains Trees,

Grass, and Flowers, which can be used to create an object of Plants. It satisfiesthe

rue R1m, of buildingthe Plants object. So Trees, Grass, and Flowers are of the

Low-level objects as shown in Figure 3.14.

Plants

Low-Level Objects Mid-Level Objects
}
Trees Component of
Grass
FIENER Component of

Figure 3.14 Low-level Objects
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3.5.2Mid-Level Objects

In turn, we can treat the created object “Plants’ as a mid-level object, and then
use it as a condition with the other object “Open Area’ in this image as mid-level
objects for a high-level object”Garden”. Rule R1h,is used to create the Garden

object from its essential components (Plants and Open Area), as shown in Figure

3.15.

Mid-level Objects High-level Object

!

Plants

Component of

Garden

Open Area Component of

Figure 3.15 Essential Mid-level Objects

The remaining objects, which are not used to build any level of objects, are
grouped with the essential objectsto build the highest level object in an image. So
Pathway and Cloud arenot used to build any other object; we include these objects
together with the essential objects (Plants and Open Area) to buildthe same high-

level object “Garden” as shown in Figure 3.16.
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Mid-level Objects

-

Plants

Open Area

Pathway

Cloud

' d

High-level Object

Component of

Component of

e “Member of

Figure 3.16 Essential and Non-Essential Mid-level Objects

3.5.3High-Level Objects

The created object “Garden”, whichwas created from the mid-level objects

Plants, Open Area, Pathway and Cloud, is considered a high-level object.

The three levels of objects we explained in this section are shown together in

Figure 3.13 in this Section.

As mentioned inan earlier section, the advantage of this method isthe

reusability of the rules, where a rule that defines an object is created, can also be

used to define several other higher-level objects.

We can build Higher- level objects using the same technique used to createmid

and high-levels of objects, however components must be objects of a high-level.
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3.6 Building the Object Levels

We develop techniques for the categorization of image components, and the
assignment of different attributes (weights, supporting factors, density, etc) to these
components on a proportional scale based on their relative importance within the

image [ JORG9S].

Suppose that we have an image shownin Figure 3.17, containing the atomic

objects. Female, Wedding Clothes, Groom, People, Flowersand Candles.

Figure 3.17 Wedding Image

In an example, we explain below how we can build the possible different

levels of objects using the given objects within the image.
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3.6.1 Building Mid-level Objects

The Low-level objects must satisfy the rule of creating a mid-level object in
order for us to be able to usethem to build theparticular mid-level object, for
example, the essential objects such as Female and Wedding Clothes are considered
components of the object, Bride and hence can create the Bride object here, using

rule (R2m, ) as illustrated in Figure 3.18.

R2m,: IFthereisFemale and Wedding Clothes, then the object is“Bride’

Low-Level Objects Mid-Level Object
Female
Bride
Wedding Clothes

Figure 3.18 Building Mid-Level Object

We have to include all low-level objectsthat could be used to build the mid-
level object (theessentials could be components of the mid-level object). The
minimum amount of objects required to create a higher-level object are aways

needed (the essential objects) with the option of adding other components that are

not always required.
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3.6.2 Building High-level Objects

Using the same technique when building mid-level object, the created mid-
level object “Bride’ and some of the remaining objects of the image that are not

used to create the mid- level object Bride (Groom and People) can be used to create a

high-level object “Wedding” using rule R2h,, as illustrated in Figure 3.19.

R2h,: IF thereis Bride, Groom and People, then the object is “Wedding”

Mid-Level Objects High-Level Object
l
Bride
Groom Wedding
People

Figure 3.19 Building High- level Object

Figure 3.20 illustrates the same high-level object “Wedding” built in Figure
3.19, in addition to the use of the non-essential object (Flowers and Candles), since

we cannot use them to build any further object.
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Mid-Level Objects

l

Bride

Groom

High-Level Object

People

Wedding

Flowers

Candles

Figure 3.20 Building High-level Object using all Mid-Level Objectswithin Image

The created high-level object “Wedding” and any other objects (if thereis any)

that is not available in the given image; could be used to create a higher-level object,

if it satisfy the specific rule using the same technique of building mid-level and

high- level objects.

Upon the execution of these rules, which are used in creating objects of

different levels, we will generate new objects that represent mid-level or high-level

objects. These objects will be stored in different tables corresponding to the level of

abstraction or the stage of creation of the index.

To evaluate the rule, the inference engine requires that all of the conditions be

satisfied. It is possible that more than one rule will apply to an image. The fina

shape contains al levelswe build is shown in the figure 3.21.
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Low-level Objects Mid-level Objects High-level Object
Female _ Bride
. Groom
Wedding Clothes
\ 4
People Wedding
4
7 /I
Flowers 0
v ,/
/
/
Candles ¢

Figure 3.21 All Levels of Objects Contained within Wedding Image

As shown from building different levels of objects, we build a higher-level
index from lower-level objects that might be directly recognizable from the image.
This indexing mechanism will avoid inconsistency in human perception of the
image concept when the process is performed manually. For retrieval, users can
take the advantage of these high-level objects to speed up the searching time and

narrow down the search space.
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3.7 Image Organization and Categorization

Theimages in our database could be put into one category, or they couldbe
put into many different categories, For example, if an image contained Trees, Grass,
and Open Area, this image can put into one category “Garden” because it satisfy the
Garden image rule only, but if it contained Trees, Grass, Flowers, Open Area, Bride,
and People, this image can put into two categories“Garden” and “Wedding”. It

satisfies both the Garden and the Wedding rules simultaneously.

Thefollowing example demonstrates the way to manipulate the image
organization: Suppose that we have two images in our database (Figure 3.22), with

the following objects as shown in Table 3.1

Figure 3.22 Garden and Wedding Images
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Table 3.1 Image descriptions

Imagel Image2
Trees Trees
Grass Flowers

Flowers People

Open Area Femae
Cloud Wedding Clothes
Open Area

Image Falling in One Category

Suppose that we have created a knowledge-based system using the following

rules (Section 3.2.2 in this Chapter) and the objects contained in imagel.
R1m,: IFthereare Trees, Grass, and Flowers, then the object is“Plants’
R1lh,: IFthere are Plants and Open Area, then the object is“Garden”

Imagel falls under only one category, the “Garden” category; since it satisfies
the Garden rule creation as shown in RIm, and R1h,. As creation of different

levels of object, we included the remaining objects of the image “Cloud”, as mid-

level object when representing the relationship between objects as shown in Figure

3.23.
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Low-level Objects Mid-level Objects High-level Object
Trees Plants
Grass Open Area Garden
Flowers Cloud ///

Figure 3.23 Image Falling in One Category “Garden” Category

Image Falling in Two Categories

By the same way, suppose that we have created a knowledge-based system

using the following rules and the objects contained in image2:

R1m,: IFthereare Trees, and Flowers, then the object is“Plants’

R1lh,: IFthere are Plants and Open Area, then the object is“Garden”

This means that image2 fallsunder the “Garden” category: It satisfiesthe
Garden rule creation asin rules R1m, and R1h, , it contained the essential objects of

the Garden object, as shown in Figure 3.24.
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Low-Level Objects Mid-Level Objects High-Level Object

Trees | Plants

~

Flowers Open Area /

Garden

Figure 3.24 Image Falling in Two Categories (1/2 Garden)

For the same image (image2), suppose that we have created a knowledge-

based system using the following rules and the objects contained in image2:

R2m,: IFthereisFemale and Wedding Clothes, then the object is“Bride”

R2h,: IFthereisBride and People, then the object is“Wedding”

This means that image2 fallsinthe “Wedding” category also, it satisfiesthe
wedding rule creation asinrules R2m, and R2h, , it contained all objects needs to

create the Wedding, as shown in Figure 3.25.

Low-Level Objects Mid-Level Objects High-Level Object

Femae Bride

\ Wedding

Wedding Clothes People /

Figure 3.25 Image Falling in Two Categories (2/2 Wedding)
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RulesR1Im,,R1lh,,R2m,and RZ2h,illustrated that image2 falls in two
categories, the Garden category and the Wedding category. Theserules briefly
illustrate how we construct the rule hierarchies. We can create mid-level objects
“Plants’ and “Bride”, using some of the image componentsasin R1m, and R2m, .
The created mid-level object, Plants, and Open Area can be used to create the high
level object “Garden” asin R1h, . Plants and Open Area and the remaining objects

of the image that are not used to create the mid-level object (Bride (Female and
Wedding Clothes), People), can be used to createthe same high-level object

“Garden” as shown in Figure 3.26.

Low-level objects Mid-level objects High-level objects

Female Bride

Wedding Clothes People
Garden
Trees Open Area
Flowers Plants

Figure 3.26 Image Falling in Two Categories using All Objects within Image

By the same way, the created mid-level objects, Bride, and People can be used

to create the high level object “Wedding” asin R2h,. Bride and People and the
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remaining objects of the image that are not used to create the mid-level object (Open
Area, Plants (Trees and Flowers)), can be used to create the same high-level object

“Wedding”.

To build the highest level object in the image, we have to use al objects inside
the image even if some of them are not essential to be components of the created
object. For this, all objects inside image2 can build the*Garden” objects, at the
meantime the same objects inside image2 can build the object “Wedding”, since

some of them can build the Garden and the Wedding objects.

Image Falling in Three Categories

Another example, an imagefalling under more than two categories is
explained below. Suppose that we have an image in our database with the following
primitiveobjects: Trees, Flowers, Open Area, People, Female, Wedding Clothes,

Playing Set, and Bark.

Thisimage can fall under the Garden category using the following rules:

R1m,: IFthere are Treesand Flowers, then the object is“Plants’

R1lh,: IF there are Plants and Open Area, then the object is“Garden”

Figure 3.27 showsthe relationship between the created objects (Plants and

Garden) and its essential components only.
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Low-Level Objects Mid-Level Objects High-Level Object

Trees | Plants

\ Garden
e

Flowers Open Area

Figure 3.27 Image Falling in Three Categories (1/3 Garden)

In the same way, when using the following rules, the same image falls under

the Wedding category as shown in Figure 3.28.

R2m,: IFthereisFemale and Wedding Clothes, then the object is“Bride”

R2h,: IFthereisBride and People, then the object is“Wedding”

Low-Level Objects Mid-Level Objects High-Level Object

Female | Bride

N Wedding

Wedding Clothes People e

Figure 3.28 Image Falling in Three Categories (2/3 Wedding)



Chapter 3. Image Organization page 100

Using the following Rules, the same image falls under the Playground

category as well as shown in Figure 3.29.

R13m, : IF thereis Playing Set and Bark, then the object is*“Playing Area’

R13h, : IF there is Playing Area and Open Area then the object is

“Playground”
Low-Level Objects Mid-Level Objects High-Level Object
Playing Set | Playing Area
\ Playground
Bark Open Area /

Figure 3.29 Image Falling in Three Categories (3/3 Playground)

Itis obvious from the previousrules that oneimage could fall under many
categories. When using all objects to build the different levels, Figure 3.30 showsthe
imagefalls under the Garden category. This could be applied for the Wedding and

Playground categories following the same technique.

This image can be stored once, and its information will be in three different
categories, which will save alot of space since the images need alot of space for
storage. This idea leads us to store our images in one folder, not in numerous

categories, not only to save more spaces but also for easier access.
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Low-Level Objects

Mid-Level Objects

Female
Bride
Wedding Clothes
People
Trees
Plants
Flowers
Open Area
Playing Set
> Play Area
Bark

High-Level Objects

Figure 3.30 Image Falling in Three Categories using All Objects within Image

3.8 Summary

In this chapter, we present the image collection and the selection rules, the

current systems used to categorize images in collections and where images tend to

fall under multiple categories in the real world. We show that the images need to be

stored in such away that multiple resolution images can be efficiently retrieved.

We explained the developments of the text-based query system, which is based

on the Ternary Object Model database.
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We showed that our collected images contain multi-objects, and therules
control the image categories. We aso presented the image descriptions and the

relationship between objects contained in images.

The image representation has taken a place, where image indexing consists of
many discrete objecttypes, we show these object types in afigure furthermore, the
type levels of theseobjects, the primitive and non-primitive objects and the
relationship between them are explained as well, where we expect that three objects
types (Low-level object, Mid-level object, and High-level object) will give a good

representation.

We determined the different levels of objects, the understanding of every level,
and the way of creating the higher-level objects from its components of the Lower-
level objects are explained in this chapter. The relationship between objects, the type

of relationship, and the different objects attributes isidentified.

Weexplained in complete examples the way of building the different object
levels and their relationships. We show in these examples how some images can fall
in more than one category, where every category must contain its essential

components and may be more of non-essential.



Chapter 4

M easur es of the Reliability of Objects

4.1 Introduction

In order to gain satisfactory results for the objects’ attributes values, which
will be stored in the database and will be the only data used to retrieve the desired
images measures using Mathematical Equations (MES) have been created which

depend on the object’s significance in images of a certain category.

Asexplained in Section 3.3 of Chapter 3, objects in images can be primitive or
non-primitive, the primitive objects are defined as the smallest entity that cannot be
decomposed further into components, and the non-primitive objects usualy contain

many components.

103
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Later on in this chapter, the creation of the Mathematical Equations and how
they work is shown in order to compute the different values of objects attributes by
using examples with explanations. We also explain the objects attributes shownin

Figure 4.1 in more detail.

The created Mathematical Equations are used to computethe objects
attributes values (weights, supporting factors, primitive availabilities, values,rule
significant factors, non-primitive availabilities, the weight in image, and the
primitive and non-primitive densities) of different levelsof objects. Thecomputed
values of al attributes and other non-computed attribute data are stored in different
tables. Once we input all of the object attributes values and other data, the search
engine is ready to perform a search on the database. In a particular image with
several categorisations, each objectwill have different values for each attribute

depending on the categorisation.
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4.2 Object’sAttributes

We associate with every object many attributes, which are: number, name,
image address, weight, availability, supporting factor, value, rule significant factor,

weight in image, and density as shown in Figure 4.1. Each attribute is defined as

follows:

Weight in
Image

Rule
Significant

OBJECT Factor

Address

Supporting
Factor

Availability

Figure 4.1 Objects’ Attributes
Object’ s Attributes and Rel ative |mportance
Objects’ Number:

An Object’s number is aunique number, the principal means of identifying

objects within an object set.
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Objects Name:

An object’s name is a suitable description of an object.

Objects Address:

An object’'s address is theimage address, which contains this particular

object.

Objects Weight (W,):

An object’s weight is a measure of the significance/ prominence of an object in

its set inan image. These weights appear inside the closed brackets [] in

figures.

Objects Availability (A ):

An object’s availability is a measure of the expected probability of the object’s

appearance in an image.

Objects’ Supporting Factor (3 ):

An object's supporting factor is a measure of the dependence of the
appearance of a high-level object on thisobject. The value of the supporting

factor appears beside the arrow connection between objects on figures,
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Objects Value (V,):

An object’ svalue is computed by multiplying together the object’ sweight,

availability, and supporting factor.

Objects’ Rule Significant Factor (RS )):

An object’s rule significant factor is a measure of the total appearance of al
object components in a certain image divided by the total appearance of all

objects which were components for the same object’s name in the database.
Objects’ Weight in Image (Wi ):

An object’s weight in animage is a measure of the importance of an object in
theimage. These weights appear inside the double closed brackets [[]] in

figures. It describes the object’s weight to the whole image.

Object’sDensity ( D, ):

An object’ s density is related to the object’ s width and its height in the image,

which is equivalent to the area occupied by the object in the image.

Objects Type (T;):

An object’ s type describes the object level in an image (low-level, mid-level,

high-level objects, etc).
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4.3 The Measurements of Object’sAttributes

Asmentioned in Section 4.2 of this chapter, every object in an image has many
attributesassociated with it. Every one of them has been defined; many of the
objects attributes’ values need to be computed, whichare: weight, availability,

supporting factor, value, rule significant factor, weight inimage, and density.

In a complete example below, we illustrate the ways to define, measure, and
compute all object attribute values using the Mathematical Equations created in this

chapter.

Suppose that we have an image of a Garden containing the primitiveobjects:
Trees, Grass, Flowers, Open Area and Cloud as shown in Figure 4.2, with theimage

description listed in Table 4.1.

Figure 4.2 Garden Image
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Table 4.1 Garden Image Descriptions
Object Name

Trees
Grass
Flowers
Open Area
Cloud

4.3.1 Object’s Weight

A non-primitive object can contain many components; the weight of each
component may vary from one to another. The total weight of theobject’s
componentsis equal to 1. Figure 4.3 shows where the weight must appear inside the
closed brackets, whichis not known yet, the total weight of Plants components

(Grass, Trees, and Flowers) is shown in thisfigureisequal to 1.

W, oe +Wooe T Wehigners =1
Low-Level Objects Mid-Level Object(s)
|
Trees[..7]
Grass[.7] | Plants
Flowers[..7]

Figure 4.3 Objects without Weights
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Measuring Objects Weight

Let P, = the number of appearances of object i (alow-level object belonging to

acertain mid-level object), and P, = the total number of appearances for all low-

level objects that belong to the same mid-level object.

Then P, = (P, + P, + ... + P,)

P = Z P o (MEJ)
i=1
And,
W, :% ....................................... (ME2)
Uses of ME1

ME1 computes the total appearance (P, ) of all low-level objects that belong

to acertain mid-level object.

Uses of ME2

ME2 computes the weight (W) of the low-level objects, which belong to the
same mid-level object, by dividing its number of appearances( P, ) by the total

number of appearances for all low-level objects that belong to the samemid-level

object.
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Computing the Object’ s Weights

To compute the weights for the low- level objects, we need to know how many

timesevery low-level object appears as a subset of the mid-level object in our

database.

Suppose that in 77 images containing Plants in the database, ‘ Trees appeared

74 times as a subset of Plants; ‘ Grass 56 times and ‘ Flowers' 57 times.

The weight for every lower-level object will be computed using a heuristic
based on the frequency of appearance of each object relative to the total appearance
of al objects that create that mid-level object. Below isthe method of computing the

weights of Plants' components in Figure 4.2 and Figure 4.3.

The total appearanceof the Plants objects’ components in this image =

P, = Pres + Poas + Priowes = 74 + 56 + 57 =187
WTrees — PTrees
I:)Trees + PGras + I:)Flowers;

Trees weight can be indexed with the value:

- 0.39%

Trees 18

Similarly, Grass weight can be indexed with the value

o =22 0209,
187
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And Flowers weight can be indexed with the value

> = 0.305
7

Flowers —

Asmentioned before, W +W +W =1 and our computing

Trees Grass Flowers

showed that the total weights of Trees, Grass, and Flowers are as follows:

W, . +W +W,

Trees Grass Flowers

=0.396+0.299 +0.305 =1

Figure 4.4 shows the Plants components (Trees, Grass, and Flowers) weights

which were computed appear inside the closed brackets [].

Low-Level Objects Mid-Level Objects
Trees[0.396]
Grass[0.299] | Plants
Flowers[0.305]

Figure 4.4 Weights of Low-Level Objects

UsingME1 and ME2, we can also compute the weightsof themid-level
objects that belong to a high-level object, with the same process, this is shown

below:
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Suppose that, in 77 images containing Garden in the database, ‘Plants

appeared 77 times as a subset of Garden; ‘Open Area 77 timesand ‘Cloud’ 4 times.

The way of computing the weights of Garden components in Figure 4.5 is

illustrated bel ow.

Pt of the Garden objects components inthisimage = (77 + 77 + 4) = 158

W _ PPIants
For our example, YVPlants — P P P
Plants + Open area + Cloud

Plants’ weight can be indexed with the value

77

WPIants = ﬁ = 0.487 ,

Similarly, Open Area’ s weight can be indexed with the value:

1 ~ (0.487

Open Area = 158

And Cloud's weight can be indexed with the value

4
WCIOud - ﬁ = 0025

Figure 4.5 shows the Garden components (Plants, Open Area, and Cloud) weights

which were computed appear inside the closed brackets[].
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Mid-level Objects High-level Objects

Plants [0.487]

Open Area[0.487] \‘ Garden

Cloud [0.025]

Figure 4.5 Weights of Mid-Level Objects

Figure 4.6 containedlow-level and mid-level objects weights, which were

computed using ME1 and ME2. The weight of the highest-level “Garden” = 1.00

(the sum of Garden components weights).

Low-level Objects Mid-level Objects High-level Objects
Trees[0.396] Plants [0.487]
Grass [0.299] Open Area [0.487] Garden [1.00]
Flowers[0.305] Cloud [0.025]

Figure 4.6 Weights of All Objects within Image
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4.3.2 Object’sSupporting Factor

Objects’ Supporting factor ( S;) is a measure of the dependence of the

appearance of ahigh-level object on this object. The value of the supporting factor

appears beside the arrow connection between objects in figures.
Measuring an Object’s Supporting Factor

Object’s Supporting Factor = lower-level object’s appearances (subset) divided

by the mid- level object’ s appearances (set).

S = (ME3)

Uses of ME3

ME3 computes the supportingfactor ( S;) of the low-level object
(components of the mid-level object), by dividing its number of appearances (P)

by the number of appearances of the mid-level object ( F’J ). Using the same method,

other levels of objects supporting factors can be computed.
Computing an Object’ s Supporting Factor

Computing the supporting factor for Trees, Grass, and Flowers using ME3
where in 77 images containing Plantsin the database, ‘ Trees' appeared 74 times as a

subset of Plants; ‘ Grass' 56 times and ‘ Flowers 57 times.
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Trees supporting factor can be indexed with the value:

S :PTizﬁz%%’
P 77

Plants

Similarly, Grass supporting factor can be indexed with the value

Grass PGrass :£:73%’
P 7

Plants
And Flowers' supporting factor can be indexed with the value

Srims = Priovers — o7 = 74%
P 77

Plants

By adding weights and supporting factors to Figure 4.4, we can build Figure

4.7 shown below.
Low-Level Objects Mid-Level Object(s)
Trees [0.396]
96%
Grass[0.299] 3% Plants

Flowers [0.305] %‘

Figure 4.7 Weights and Supporting Factors of Low-Level Objects
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ME3 can be used to compute the supporting factors of the mid-level objects
(Plants, Open Area, and Cloud), which belong to a high-level object, “Garden”,
using the same technique that is used to compute the supporting factors of the low-

level objects as follows

Plants' supporting factor can be indexed with the value:

S — pPIants — 77 — 100 % ,
77

Plants P
Garden

Similarly, Open Area s supporting factor can be indexed with the value:

~ 7 100%
77

Open Area

And Cloud' s supporting factor can be indexed with the value:

Figure 4.8 contains the weights and the supporting factors of all mid-level

objects, which were computed using ME1, ME2, and ME3.

Mid-level Objects High-level Objects
Open Area[0.487] 00%
Plants [0.487] 100% ', Garden
Cloud [0.025] 50

Figure 4.8 Weights and Supporting Factors of Mid-Level Objects
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Figure 4.9 contains the weights and supporting factors of the low-level and the

mid- level objects together.

Low-level Objects

Trees[0.396]

Grass [0.299]

Flowers[0.305]

Mid-level Objects

Plants [0.487]

Open Area[0.487] |

Cloud [0.025]

100%

5%

High-level Objects

Garden

Figure 4.9 Weights and Supporting Factors of Low-level and Mid-Level Objects

4.3.3 Availability of Primitive Objects

Objects’ availability (A, ) is a measure of the importance of objects inside the

image comparing with the objects in image of the same category and containing all

possible objects to be in this category (expected probability of theobjects’

appearance in an image).

Measuring an Object’ s Availability

The availability (A, ) of alow-level, or of any primitive object from any level

istaken to be 1 because it is directly indexed primitive content (since its appearance

iscertain); ME4 gives the value of the availability of any primitive object.
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N (ME4)

Uses of ME4

ME4 is used to give values to the availability of any primitive object; this

value is equal to one.
Computing the Primitive Objects’ Availability

Trees, Grass, and Flowers arelow-level objects that are categorised as
primitive. Using ME4, we can see that each object’ s availability will be equal to

one.

Trees availability can be indexed with the value:

Ao =1

Similarly, Grass availability can be indexed with the value:

AGras = 1 1
And Flowers’ availability can be indexed with the value:

A =1.

Flowers
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The availability ( Aj ) of anon-primitive object, is defined as the sum of the
values of all its components multiplied by its rule significant factor. It has a value

between 0 and 1( 0 < A; < 1); thiscase will be discussed later.

4.3.4 Object’s Values

An object’s value (V, ) is computed by multiplying together the object’s weight,

availability, and supporting factor.
Measuring an Object’ svalues

MES defines the value of each low-level object as the product of the object’s
weight, its availability, and itssupporting factor, while ME6 computes the total

value that belongs to the one mid-level object.

And,
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Uses of ME5 & MEG

MES5 computes the value of the lower-level object by the product of the

object’ s weight, its availability, and its supporting factor.

MEG6 compute the total values of the lower-level objects that belong to the one
higher-level object, these values are used to compute the availability of the higher-
level object (non-primitive) by multiplying the computed values by the higher-level

object’ s rule significant factor, explained in further detail later in this chapter.

Computing the Object’ s Values

Using ME5, we can compute the value of alow-level object:

VTre&s :WTrees X ATre% x STrees

Trees value can be indexed with the value:

V. . = (0.396 x1.00 x 0.96) = 0.380

Trees

Where the Trees weight = 0.396, and the availability is taken to be 1 because it is
directly indexed primitive content, and the supporting factor = 0.96 (Computedin

Section 4.3.2 of this chapter).

Similarly, Grass' value can be indexed with the value

Vg =(0.299x1.00x0.73) = 0.218
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Wherethe Grass weight = 0.299, the availability = 1, and thesupporting factor =

0.73.

And, Flowers' value can be indexed with the value:

Vv = (0.305 x1.00 x 0.74) = 0.226

Flowers

WhereFlowers weight = 0.305, the availability = 1, and the supporting factor =

0.74.

MES is used to compute the total values of Plants' components, which is used
to compute the Plants availability then multiply the total values of thePlants
components by thePlants rulesignificant factor. L ater on in thischapter we
illustrate how we compute the non-primitive mid-level, high-level and higher-level

objects availability.

In our case study, the total value of Plants components is computed below:

=V +V +V = 0.380 + 0.218 + 0.226 = 0.824

Trees Grass Flowers

MES is used to compute the objects values of the mid-level objects (Plants,
OpenArea, and Cloud), which belong to a high-level object, “Garden” using the
same technique that is used to compute the values of the low-level objects as

follows:

VPIants = WPIants X APIants X SPlants
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Plants value can be indexed with the value:

Vv = (0.487 x 0.824 x1.00) = 0.403

Plants

Where Plants’ weight = 0.487, and the availability = 0.824 (Plants is a non-primitive
object, the rule significant factor for Plants is equal to one since it contain all
possibleobjects that could be found in Plants, the value of it availability will not

change), and supporting factor = 1.00.

Similarly, Open Area's value can be indexed with the value:

Vv = (0.487 x1.00 x1.00) = 0.487

Open Area

Where Open Area’ s weight = 0.487, the availability is taken to be 1 because it is

directly indexed primitive content, and the supporting factor = 1.

And, Cloud’s value can be indexed with the value:

Voo = (0.025 x1.00 x 0.05) = 0.001

Where Cloud’s weight = 0.025, the availability is taken to be 1, and the supporting

factor = 0.05.

In our case study, the total value of Garden components is computed below:

V, =Vo +V + Vo = 0.403 + 0.487 + 0.001 = 0.891

Plants Open Area
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4.3.5 Object’sRule Significant Factor

An object’ s Rule Significant Factor ( Rsf ) isameasure of the total appearance

of all object components in a certain image divided by the total appearances of all
objects for components of the same object’s name in the database. Rsf neededfor

the non-primitive objects to compute its availabilities, Rsf of the primitive objects

isequal to 1.

Measuring an Object’s Rule Sgnificant Factor

ME7 is used to computethe object’s Rsf by dividing the total number of

appearances for all low-level objects that belong to a certain mid-level object in one
case (image), to the number of appearance for all objects that belong to the same

mid- level object name in the database, then:

_B+P+..+P,
P+P+..+PB,

Rsf.

J

,where m>n

Z P Stands for the total number of appearances of mid-level object

i=1

m
components, in our case, “Plants’, and Z P. stands for the total number of
i=1
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appearances of all objects that are components of an object named Plantsin the

database, and so on.

Uses of ME7

MEY is used to compute the object’s rule significant factor ( Rsf ) of the non-

primitive objects, the result is multiplied by the total values of its components results

in an object’ s availability.
Computing the Object’ s Rule Sgnificant Factor

In our example, 77 images containing Plants in the database, ‘ Trees appeared
74 times as acomponent of Plants; ‘Grass 56 times and ‘Flowers 57times. The
Plants in database has only three objects (Trees, Grass, and Flowers) as components

of it.

The total number of appearances of Plants components in this case = 187, and

the total number of appearance of Plants' components in the database = 187. Using
ME7, RS of Plantsin thisimage computed as below:

Zpi Pres + P + P,

RSf — i=1 — Trees Grass Flowers

m
Z P PTre% + PGrass + PFlowers + POthers

Plants RSf can be indexed with the value computed below:
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Ref _ 74+ 56+ 57 187

Plants = = 100
74+56+57+0 187

Inthe case of thePlants components including Trees and Grass only, their

appearances = 74 + 56 = 130.

74+ 56 130

= = 0.695.
74+56+57 187

RSf of Plants in this case =

The total number of appearances of Garden’s componentsin our example is
computed below. The total number of appearances of all objects which are
components of objectsnamed Garden in the database = 290 (the appearances of 20

obj ects were components of objects named Garden in database). ME7 can be used to
computethe object’s rule significant factor ( Rsf ) of the high-level object
“Garden”, with the same technique that is used to compute Rsf of Plants object

(mid-level object):

n

2P P + P

-0

+P
=1 _ Plants Open Area Cloud
e T P + Py + P
Z P| Plants Open Area Cloud Others
i=1
Ref 77+77+4=158;O.545

caden ~ g 290
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4.3.6 Availability of Non-Primitive Objects

Asmentioned before, objects’ availability is a measure of theexpected
probability of the objects appearance in an image, and the availability of the

primitive objects is equal to 1, the availability of the non-primitive objects may be

different from1 (0 < A; <1).
Measuring an Object’ s Availability

The availability (Aj ) of anon-primitive mid-level object is defined as the

sum of the values of all its low-level objects components multiplied by the mid-
level object’s rule significant factor. It has a value between 0 and 1; ME8 or ME9

computes the availability of any non-primitive object.

Uses of ME8 & ME9

MES8 or ME9 compute the non-primitive objects availability by multiplying
the total value of its components by its rule significant factor. The result is the value

of the component contained inside the object.
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Computing the Object’ s Availability

In a previoussection, the values of Plants’ components (Trees, Grass, and

Flowers) were computed as follows:

Vi = 0.380 Vg, = 0.218 , and Viyge. = 0.226, then
V, =V; o + Vg + Ve = 0.380 + 0.218 + 0.226 = 0.824 ,

And the Plants' rule significant factor indexed with the value:

-7 100,

RSf Plants 187

Using MES8, Plants' availability can be indexed with the value:

Acas =V, x Rsf 5 = 0.824 x1.00 = 0.824

Using the same technique, we can compute the availability of Garden (high-

level object) from its components (mid-level objects) asfollows:

SinceV, = 0.891, and Rsf 4, = 0.545, then

Garden’ savailability can be indexed with the value:

Acargen =V, x Rsf — 0.891 x 0.545 = 0.486

Garden
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4.3.7 Object’sWeight in Image

Objects’ weight in image (Wi ;) isameasure of the importance of an object in

an image.
Measuring an Object’s Weight in Image

The weight in image is computed by multiplying the object’s weight by the
weight of the set in which it is a component of and the result follows t he same

procedure and so on until the last level in the image, using ME10.

Wi, =W, W, 5o XW eeeeeeeeeeeeeie (ME10)

Where W, stands for the weight of the lower-level object, W, stands for the
weight of the higher-level object where the lower-level object is one of its
components, and W, stands for the weight of the highest-level object present inan

image, the highest-level object’s weight’ s value is considered to be =1.00 .
Uses of ME10

ME10 is used to compute the weight in image of any object compared with the
whole imageweight, by multiplying its weight by the object’ sweight which it
belongs to, and the result being multiplied by the higher-level weight and so on until

thelast level of objectsin the image.



Chapter 4. Measures of the Reliability of Objects page 130

Computing the Object’ s Weight in Image

As shown in Figure 4.9, the Trees weight (W, ) = 0.396, Plants weight (W, )

= 0.487, and the Garden weight (W, ) = 1.00 since it is the highest level of this

image.

Using ME10, Wii; =W, xW, x...xW]

Then the Trees' weight in image can be indexed with the value:

Wii =W._. _xW xW

Trees Plants Garden

=0.396 x 0.487 x1.00 = 0.193,

Trees

Similarly, Grass' weight in image can be indexed with the value:

Wiy, =0.229x0.487x1.00 = 0.146

And Flowers weight in image can be indexed with the value:

Wi, =0.305x0.487x1.00=0.149 .

Using the same technique, we can compute the weight in image of mid-level

objects as follows, where the Garden weight is equal to 1.

Then the Plants’ weight in image can be indexed with the value:

Wii =W ;i XW =0.487 x1.00 = 0.487 ,

Plants Plants Garden
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Similarly, Open Area s weight in image can be indexed with the value:

Wii =0.487x1.00 = 0.487

Open Area

And Cloud’ s weight in image can be indexed with the value:

Wi, =0.025x1.00 = 0.025,

The weights in image for all objects inside the given image (Figure 4.2) are
shown in Figure 4.10, where these weights appear inside the double closed brackets

[[]] infigures.

Low-level Objects Mid-level Objects High-level Object
Trees[[0.193]] Plants [[0.487]]
100%
Grass[[0.146]] Open Area . Garden [[1.00]]
[[0.487]]
Flowers [[0.149]] Cloud [[0.025]] >%

Figure 4.10 Weightsin Image and Supporting Factors of All Levels of Objects
within Image
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4.3.8 Object’sDensity

One option of image retrieval in our system is to retrieve images containing
objects of various sizes (Density); in this section we explain the objects density and
the way of computing this density that isto be stored in thedatabase. An object’s
density can take any value between 0 and 1, and the density value can fall in one of

threelevels as described bel ow.

Object density (D,) is related to the object’s height and width in an image,

which is equivalent to the area occupied by the object in the image.

The object density takes one of three values as described below:

[0.00]t0[0.20] { for low density
D, = { [0.15]t0[0.40] { for medium density
[0.30]t0[1.00] { for high density

The above values are considered to be reasonable in the present context. In

general, of course, these can be fine-tuned or modified, which may be on the form:

[0.0]to[ a ] { for low density

D, = J [P ]to[y ]{ for medium density ------------ (ME11)
[ ]to[1.0] { for high density
Where 0< B <a <1, & <y
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Density and Fuzzy Indexing & Retrieval

The object density provides users with a means to give priorities to selected
query components in order to optimise the results of the query. Users may want to
further tailor the query results by widening the scope of the result or narrowing the

result.

In order to measure and compute the object’s density, we need to go through
the main step of fuzzy indexing and retrieving, these steps are used to determinethe
density notation and numerical ranges, the degree of membership of density
components (height and width), construction of the fuzzy rules, and finally encode

these rules. We summarized these step ina form illustrated in the following

paragraphs.

1. Specify the Problem and Define Linguistic Variable

In building any expert system, we need to determine theproblem’s input and
output variables and then ranges in order to determine the density level. Table 4.2

specifies the range of our linguistic variables, which has the overall range of [0, 1].

Table 4.2 Linguistic Variables and their Ranges

Linguistic variable: Object’sweight in image

Linguistic value Notation Numerical range
Low L [0.00, 0.40]
Medium M [0.30,0.70]

High H [0.60, 1.00]
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2. Determining the Fuzzy Sets

Determining the initial value of an object’sdensity D, depends on its height
andwidth in image. A triangle or trapezoid shape can often provide an adequate
representation of the expert knowledge and at the same time significantly simplifies
the process of computation. One of the key pointsisto maintain sufficient overlap in
adjacent fuzzy sets, Figure 4.11.

Degree of membership

A
1
0.8
0.6
0.4 Low Medium High
0.2 Al A2 A3
0.2 0.4 0.6 0.8 T
Height/width (H/W)

Figure 4.11 Different Levels of Densities

3. Constructing Fuzzy Rules

We consider an example, having two inputs and one output; it is often
convenient to represent fuzzy rules in a matrix form. The representation takes the
shape of an M x N matrix. We make use of a very basic relation between the height
“h” and the width “w” of the same object in the image; assuming that other input

variables are fixed. Thisrelation can be expressed in the following form:
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If w increases, and h increase, the objectdensity-concept will increase. Thus we

could write ninerules as follows

If the height is X, Widthis Y, then D isZ, and so on asin Figure 4.12, where X and Y

can each take on thevalues L, M, or H.

w

H M M H
M L M M
L L L M

v

Figure 4.12 Density Assignments

For three inputs and one output, the representation takes the shape of an M x N
x K cube, where “K” represents the third dimension of the cube. If we increase the
number of inputs to three and one output, wethen have a Fuzzy Associative
Memory (FAM), which enables us to derive twenty seven rules that represent
complex relationships between al variables used in the expert system. Since images
can be understood and interpreted at multiple levels, they can also be indexed at

multiplelevels.
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4. Encoding the fuzzy sets, Fuzzy Rules and Procedure

To encode the fuzzy sets, fuzzy rules and procedures, we may choose one of
two options. use a programming language, or to apply a fuzzy logic development
tool to encode the fuzzy sets, and the fuzzy rules and procedures to perform fuzzy
inference in the expert system. Most experienced fuzzy system builders prefer the

programming language approach [WITT99], [L195].

The Primitive Object’ s Density

It isrelated to the primitive object size, which is computed using the object’s

height and width in the image. This is equivalent to the area occupied by the object

in theimage.
Measuring an Object’s Density

ME12 computes the primitive object’s density using the product of the height
and width values with its degree of membership, the degree of membership can take

the value between 0 and 1.

2 My X+ > M, (%)%,
D, = 1= e T — (ME12)
ZMh(XlH 2 M, (%)

M, =0
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Where M h (Xl) represents the degree of membership for the height on the
y-axis, which has the value of X; on the x-axis, the degree of membership takesthe
value between 0 and 1. M W(Xz) representsthe degree of membership for the

width on the y-axis, which has the value of X, on the x-axis.
Uses of ME12

ME12 is used tocompute the primitive object density of different objects

levels.
Computing the Primitive Object’ s Density

Suppose that we have a number of objects (i.e. Trees) having the height value
of X;=0.8at point “b” on the x-axis, and the width value of X, =0.32 at point “&’

on the x-axis, where both values of X; and X, can have avalue between 0 and 1.

The degree of membership for the Trees height inA3, M , (x,) =0.91on
the y-axis, and the degree of membership for the Trees' width have two values, the

firstvaluein A1, M (x,) = 0.38 on they-axis, and the second value of width

degree of membershipin A2, M ,(x,) = 0.1 onthey-axis., asshown in Figure 4.13.
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Degree of
membership
1
0.8
0.6 A2 A3
o4 {
Medium High
0.2
0.4 06 b 09 1
Height/width

Figure 4.13 Density Levels and Degree of Memberships

Using ME12, the density of treeswill be computed as follows:

~ (0.1x0.32 +0.38x 0.32) + 0.91x 0.8

o = ~ 0.63
(0.1+ 0.38) + 0.91

D

The Non-Primitive Object’ s Density

After computing the primitive object’ sdensities, the non-primitive object’s

density can be computed from the sum of its component object’s density values.
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Measuring non-primitive Object’ s Density

ME13 computesthe non-primitive object density using the total sum value of

it components' object densities.

Uses of ME13

ME13 computes the non-primitive objectdensity for different object levels

from the sum of its component object’ s density values.

Computing the Non-Primitive Object’s Density

Suppose that we have a number of objects (Trees, Grass, and Flowers) as
components of a higher-level object (Plants), with density values of (0.65, 0.05, and

0.10). Consequently the density of Plants will be computed as follows:

D =D +D +D

Plant Trees Grass Flowers

Then the Plants density can be indexed with the value

D =0.63+0.05+0.10=0.78

Plant

Suppose that the density of Open Area = 0.15 and the density of Cloud = 0.07,
when applying the same ME13, consequentlythe density of Garden will be

computed asfollows
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=D + D + D

Garden Plants Open Area Cloud

Then the Garden object can be indexed with the value:

D =0.78+0.15+0.07 =1.00

Garden

4.4 Summary

This chapter explains in detail the meaning and significance of objects and
their attributes. We created many Mathematical Equations to measure and compute
the different values of objects’ attributes, including the object’s weight, supporting
factor, value, rule significant factor, availability for the primitive and non-primitive

objects, weight in image and density.

The method of using every Mathematical Equation was also explained via
some examples. It is shown how the main step of density and fuzzy indexing and
retrieving can be used for measuring and computing the object density. These steps
are used to determine the density notion and numerical ranges, the degree of
membership of density components, construction of the fuzzy rules, and then
encoding these rules. By showing examples, we illustrate the way of computing the
density of primitive and non-primitive objects. Finally a Mathematical Equations

summary table is shown in Table 4.3.
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Mathematical
Equation #
ME1

ME2

ME3
ME4
MES

MEG6

ME/
MES8 or ME9
ME10
ME11
ME12

ME13

Table 4.3 Mathematical Equations

Uses of Mathematical Equations

Computing the total repetition of object’s components.

Computing the object’s weights which belong to a certain higher-
level object.

Computing the supporting factors.

Determine that the primitive object’ s availability is equal to 1.
Computing the object’ s values.

Computing the total values of lower-level objects which belong to a
certain higher-level object.

Computing the rule significant factor of non-primitive object.
Computing the non-primitive object’ s availability.

Computing the object’ sweight in image.

Determine the level of density duetoitsvalue.

Computing the primitive object’ s density.

Computing the non-primitive object’ s density.



Chapter 5

| mage I ndexing Paradigm

5.1 Introduction

The main premise of this chapter isto design the process of dataindexingin an
easy way to store the image database. The approach process of image indexing and
its advantages are important factors to be discussed in this chapter. We look at the
way of indexing the image components in a suitable manner where the different
index levels will be defined for simplicity in finding an image that we are looking
for. Index levels will then be used to define indices of higher levels. This will be
done so that the indices are organized in a manner alowing for fast and easy
retrieval of any query. The indexing model and its sections shown in Figure 5.1 in
this chapter are very important to explain the path of indexing our data, where the

module’'s part hasitsown role.

142
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The method of indexing the primitive objects and the created objects is
explained in detail in this chapter, the extraction of data and the different object’s
attribute values need to be explained and how to store it in different tables in a
database. The steps of entering the datain the database are listed and examples of

this data are shown within the different tables.

Our approach provides a new and innovative way to specify and view visual
data across the whole spectrum of applications that involve the processing of visual
data. This approach has significantly increased the performance of the retrieval
algorithm, as measured by the proportion of actual retrieved images versus the total

number of images that satisfy the retrieval criteria, the performance optimisation.

5.2 Image Indexing

Our approach to image indexing and retrieval system is to develop algorithms
for the storage and retrieval of image data from stored databases using a
methodology that incorporates implicit image indexing. We devel oped techniques
for the categorization of image components, and the assignment of weights,
supporting objects, densities, and other attributesto these components on a
proportional scale based on their relative importance within the image [AZZA05],

[AZZA04].
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Images are indexed based on the component objects within the particular
image. By extracting a high-level object from the base objects, we develop a set of

high-level indices, which can be used for image retrieval.

The primitive objects which are used to create the mid-level object are of low-
level and their types are equal to 1, the created objects and some of the remaining
objects could be used to create high-level objects that are of mid-level objects and
their types are equal to 2. The high-level objects are of type 3 and so on. Table 5.1

shows the objects levels and its types to be store in the database.

Table 5.1 Objects Levels and their Types

Object Level Object Type

Low-level objects

Mid-level objects
High-level Objects
Higher-level objects

A W N PP

Asdiscussed in Chapter 3 Section 3.3, the image indexing consists of many
discrete object types: low-level objects, mid-level objects, high-level objects, and so
on. We can build a higher-level index from lower level (atomic/primitive) indices
that might be directly recognizable from the image. This indexing mechanism will
avoid inconsistency in human perception of the image concept when the process is
performed manually. For retrieval, a user can take the advantages of these high-

level indices to speed up the searching time and narrow down the search space.
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5.3 Database Structure

In this section we explain our Database Structure, which shows the creation of
some of the tables which hold the data used for object indexing and retrieval in the

database.

Two tables in the database (FACTS and FACTSDATA) are designed to hold
the data that belongs to the different object attribute values, this data is stored in the
mentioned tables and then used to retrieve al information needed for different
options of image search. These values are extracted and computed from different
objects levels within images with the images being stored in a particular folder. The
FACTS and FACTSDATA tables with description of all objects attributes are

shownin Table5.2 and Table 5.3.

Table 5.2 Objectsin FACTS Table with Description

Attribute No. Attribute Name Attribute Description
01 FID Object identification
02 FName Object name
03 TypelD Typelevel

04 Density Object density
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Table 5.3 Objectsin FACTSDATA Table with Description

Attribute No. Attribute Name Attribute Description
01 FID_Child Child object identification
02 FID_Parent Parent object identification
03 Image Name Image address containing the object
04 Weight Object weight due to its object parent
05 Incl Object supporting factor
06 Avall Object availablity
07 Value Object value
08 RSF Object rule significant factor
09 WII Object weight to the whole image

The FACTS table must be created before the FACTSDATA table due to the
foreign key constraint found in the FACTSDATA table. In the FACTSDATA table,
the relationship between different objects is built. The way of creating these tables

using Oracl9i isillustrated below:

Creating FACTS Table

CREATE TABLE FACTS(
FID VARCHAR (20) NOT NULL,
FName VARCHAR (50) NOT NULL,
TypelD NUMBER,

Density NUMBER (6, 3),

CONSTRAINT PK_FID PRIMARY KEY (FID));
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Creating FACTSDATA Table

CREATE TABLE FACTSDATA (
FID_Child  VARCHAR(20) NOT NULL,
FID_Parent VARCHAR(20) NOT NULL,

ImageName VARCHAR(50) NOT NULL,

Weight NUMBER(6,3),
Incl NUMBER(5,3),
Avail NUMBER(6,3),
Value NUMBER(6,3),
Rsf NUMBER(6,3),
wil NUMBER(6,3),

CONSTRAINT PK_CID_PID PRIMARY KEY (FID_Child,
FID_Parent),

CONSTRAINT FK_FID_Child FOREIGN KEY (FID_Child)
REFERENCES FACTS (FID),

CONSTRAINT FK_FID_Parent FOREIGN KEY (FID_Parent)
REFERENCES FACTS (FID));

The FACTS table has a primary key, “FID” and the FACTSDATA table has
the composite primary key, “FID_Child and FID_Parent”. In the FACTSDATA
table, there are two foreign keys, “FID_Child” and, “FID_Parent” and each foreign

key has areferencein the FACTStable, “FID”.
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5.4 Indexing Algorithm

Our indexing module consists of four main sections (Images Collection, Data
Extraction, Objects Attributes’ Values Computation and Data Storing and Indexing).
Every section of this module has its own role and is explained in detail later in this
chapter. Figure 5.1 illustrates the algorithm sections needed to store the data of the

object’ s attributes for all levels.

. (3) Objects Attributes’ Values
(1) Images Collection Computation
(2) Data Extraction (4) Data Storage & Indexing
: Objectsin Images / : _
: . Storein DB
: Textual Feature
.................. — "
: Building Objects Levels/ e
Relationship

Figure 5.1 Indexing Modules
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Thus our indexing algorithm consists of the following steps:

1. Collect the suitable images and store them in an image folder.

2. DataExtraction:

. Determine the primitive objects presented within the image.

e  Create the mid-level, thehigh-level andhigher-level objects (when
possible), which are not primitive.

e  Assign image names (Categories) to the images stored in the image folder

(normally the highest created objects names).

3. Computethe objects’ attributes values (objects weights, supporting factors,
availabilities, values, weights in images and densities).
4. Savethe objects extracted data and the computed values in the database and

perform the indexing.

The sections of our Indexing Modules are explained in depth below, showing

how it works.

5.4.1 Image Collection

The selected images used in our database represent a good selection of multi-
object images, since the selected images have images with two or more objects,

Images with repetitive objects, objects having relationships to each other, and so on.
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No images with one object have been selected, since we are looking for images from
which we can build different levels of objects. The example used in Chapter 3,
Section 3.7, when an image containing the primitive objects. Trees, Grass, Flowers,
Open Area and Cloud in which it has repetitive objects (Trees and Flowers), and
thereis relationship present between objects like: Trees, Grass and flowers from one
side and the Plants from other side, the same with Plants, Open Area and Cloud with

Gardenisshownin Figure 5.4.

5.4.2 Data Extraction

Initially, the object is entered manually or extracted automatically from the
image by human or computer in terms of primitive objects. Depending on the
application, an indexer will have to predetermine to what extent they want to
decompose an image object into primitiveobjects, which will be used to

automatically develop higher-level objects using a knowledge-based system.

For example, applying the knowledge-based system to the example mentioned

in Section 5.4.1 in this chapter, we can create the mid-level object, “Plants’ using

rule” Rlm, ":

R1m,: IFthereare Trees, Grass, and Flowers, then the object is“Plants’
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Objects of Type 1 Objectsof Type 2
Trees
Grass Plants
Flowers

Figure 5.2 Objects of Type 1 and Type 2

And the high-level object, “Garden” using therule“ Rlh, ”:

R1lh,: IFthere are Plants and Open Area, then the object is“Garden”

Objectsof Type 2 Object of Type 3
Plants
Garden
Open Area

Figure 5.3 Objects of Type 2 and Type 3

When using all objects inside the image including the “Cloud” object, which is
not used for the creation of any higher level objects, the final figure containing all
primitive objects including the created (non-primitive) objects, their relationship and

levelsisshownin Figure 5.4
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Objectsof Type 1 Objects of Type 2
Trees Plants
Grass Open Area

Flowers Cloud

Object of Type 3

Garden

Figure 5.4 Objects of al Types Contained within Image

As explained in Section 5.2 in this chapter, these objects are organized in

different types asfollows:

e Grass, Flowers, and Trees are of low-level objects, which take the object type

value of 1.

e The created object, “Plants’, “Open Area’ (primitive) and the remaining object

“Cloud’, which is not a necessary a component of a higher level object, are

considered as mid-level objects; they take the object types value of 2.

e The Garden object, being a high-level object, will take the object type value of

Table 5.4 shows the objects in Figure 5.4 and their types in addition to an object

description.
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Table 5.4 Image Objects, their Types and Descriptions

Object Object Object Type Object

Number Name Description
001 Trees 1 Primitive
002 Grass 1 Primitive
003 Flowers 1 Primitive
004 Open Area 2 Primitive
005 Cloud 2 Primitive
006 Plants 2 Non-Primitive
007 Garden 3 Non-Primitive

Data Extraction Procedure

The primitive objects are entered in the specific table in the database, object
numbers are assigned to all objects; all primitive objects have the initial type of “1”,
their status is “P” as primitive. The current type for all primitive objects is equal to
“1", and their parent number equal to “None’ since a parent is not assigned to any of

them at this point in time. Thisdatais shown in Table 5.5.
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Table 5.5 Primitive Objects of an Image

Object Object Name Initial Status  Current Parent

Number Type Type Number
001 Trees 1 P 1 None
002 Grass 1 P 1 None
003 Flowers 1 P 1 None
004 Open Area 1 P 1 None
005 Cloud 1 P 1 None

Using the knowledge based system; we can create the mid-level object,
“Plants” from its components (Trees, Grass and Flowers) by using therule“ R1m,, ”.
The object number follows the series and follows the last number present in the
database, in this situation the created object will be *006’. The created object has the
initial and current type of “2” and the status of “C1” as created first with the parent
number of “None’. The object number of the created object is assigned to its
components as parent number. The current type of other objects, which are not used
as components of the other objects, is changed to be “2”. The updated data is shown

in Table5.6.

Table 5.6 Primitive Objects and the Created Mid-Level Object

Object Object Name Initial Status  Current Parent
Number Type Type Number
001 Trees 1 P 1 006
002 Grass 1 P 1 006
003 Flowers 1 P 1 006
004 Open Area 1 P 2 None
005 Cloud 1 P 2 None
006 Plants 2 C1 2 None
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Using the same technique, we can create a high-level object, “Garden” from its
components (Open Area and Plants) using the rule “ Rlh,” having the object

number of “007” with initial and current type of “3”. The created object has the
status “ C2” as created second. The object number of the created object is assigned to
its components as their parent number. The parent number of the created object is
“None” and the current type of all objects, which are not used as components of a
higher level object, in this case “Cloud”, are changed to be “3” as shown in Table

5.7.

Table 5.7 Primitive Objects, Mid-Level Objects and the Created High-Level

Object

Object Object Name Initial Status  Current Parent

Number Type Type Number
001 Trees 1 P 1 006
002 Grass 1 P 1 006
003 Flowers 1 P 1 006
004 Open Area 1 P 2 007
005 Cloud 1 P 3 None
006 Plants 2 C1 2 007
007 Garden 3 C2 3 None

If no further rules can be used to create higher level objects from those that are
not components of one with a current type of 3 and the object is not a parent itself
then the current type is decreased by one (from three to two). The parent number of
this object is set to be that of the highest level object, in this case “Garden”. The

most recent created object, being the highest level object is given the parent number
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of itself (object number = parent number) as it can not be a component to further
created objects. The final object numbers, names, types, parent numbers and other

datafor all objects within the image are shown in Table 5.8.

Table 5.8 Fina List of Objects Data Extracting

Object Object Name Initial Status  Current Parent
Number Type Type Number
001 Trees 1 P 1 006
002 Grass 1 P 1 006
003 Flowers 1 P 1 006
004 Open Area 1 P 2 007
005 Cloud 1 P 2 007
006 Plants 2 C1 2 007
007 Garden 3 c2 3 007

5.4.3 Objects Attributes Values Computation

This section concentrates on computing the object’s attribute values. The
computing is performed using the different Mathematical Equations (MEs) shown in
Section 4.3 of Chapter 4. As soon as the Data is extracted, the Object Attribute

Vaue Computation begins.
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The data processing follows the next steps:

1

10.

11.

12.

The objects numbers, names, types and the density of all objects within the
image including the created objects are entered, and the objects density is
computed and entered together with the data extracted. All this datais entered in
the FACTS table as shown in Table 5.9 found in Section 5.4.4 of this chapter.
Other data is stored in the FACTSDATA table as shown in Table 5.10 found in
Section 5.4.4 of this chapter aswell.

In the FACTSDATA table, the object numbers and the parent number of every
object is entered; the image name (image destination) is assigned and entered for
all objects, which will be the samefor all objects within the image.

The weight of all objectsis computed.

The supporting factor of all objectsis computed.

The availability and the rule significant factor are assigned to all primitive
objectsas 1.

The values of al non-primitive objects are computed.

The total value for all components of the created object of mid-level objects is
computed and added to the mid-level object availability.

Therule significant factor for the created mid-level object is computed.

The availability of the mid-level object is computed.

The value for al components of the created object of high-level object is
computed and added to the high-level object availability.

Therule significant factor for the created high- level object is computed.

The availability of the high-level object is computed.
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13. Theweight inimage for al objects (primitive and non-primitive) is computed.

All values of the objects’ weights, supporting factors, availabilities, values,
densities and weights in images of the objects used in the example mentioned in
Section 5.4.2 of this chapter are computed and explained in detail in Section 4.3 of

Chapter 4.

We summarized these values as follows:

The weights of the low-level objects were:

w = 0.396 W =0.299 and W = 0.305

Trees Grass Flowers

The weights of the mid-level objects were:

W, = 0.487 W = 0.487 andW,,, = 0.025 .

Plants Open Area

The weight of the high-level object was:

w =1.00

Garden

The supporting factors of the low-level objects were:

=0.73 andS =0.74

Grass Flowers

S, =09,S

The supporting factors of the mid-level objects were:

Spare =1.00,S =1.00 andSy,, =0.05

Plants Open Area
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The supporting factor of the high-level object was:

S

Garden

=1.00

The availabilities of the low level objects were:

ATre% :1' AGra$ :1’ AFIcrwers :1

The Values of the low-level objects were:

Vi = 0.380 V.. =0.218 and V.. = 0.226

Grass Flowers

The total values of the low-level objects were:

V, =V, + Ve + Ve = 0.824

The Values of the mid-level objects were:

Ve = 0.403 ,V = 0.487 and Vg, = 0.001

Plants Open Area

The total values of the mid-level objects were:

Vt :VPIants +VOpen Area +VCIoud = 0891

The rule significant factors of primitive objects were:

RSfTrees = RSfGrass = Rerlowers = RSfOpen Area — RSfCloud = 100
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The rule significant factors of non-primitive objects were:

Rsf =1.00 And Rsf =0.545

Plants Garden

The availabilities of primitive objects were:

Abras = ATrees = AFIowes = Abpen Area — ACIoud = 1

The availabilities of non-primitive objects were:

A =0.824 ,and A, ., = 0.486

The weights in image of the low-level were:

Wi, . =0.193, Wi =0.146 and Wi =0.149

Trees Grass Flowers

The weights in image of the mid-level objects were:

Wiipas = 0487, Wi pren = 0487 andWiig,, = 0.025,

Plants

The weight in image of the high-level object was:

Wii =1.00

Garden

The densities of the low-level objects were:

=0.05and D =0.10

Grass Flowers

D, =063, D
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The densities of the mid-level objects were:

Drie = 0.78, Dopenpea =015 and Dy = 0.07

Plants
The density of the high-level object was:

D =1.00

Garden

5.4.4 Data Storage and Indexing

When the collection object data of an image is completed, the different level of
objects are built, every level has its own type and the objects attributes' values are

computed.

The data collected and computed isstored in two different tables in the
database. For example: objects numbers, names, object types, and densities are
storedin the FACTS table, as shown in Table 5.9. Other attribute values such as
objects numbers, parent’s numbers, image name, weight, availability, supporting
factors, values, rule significant factors, and weight in image are stored in the

FACTSDATA table, asshown in Table 5.10.

Table 5.9 and Table 5.10 are holding the data of the Garden image which have
three levels of objects and their attributes. The data shown in these tables have been

taken and summarised from the example worked out in Section 5.4, and the un-
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computed data (object number, object name, and image name) from the example

completed in Section 4.3 of Chapter 4.

Once we input al of the objects’ information listed in Table 5.9 and Table

5.10, the search engineisready to perform a search on the database.

Table 5.9 FACTS Table Contained Data

Object ID Object name TypelD Density
001 Trees 1 0.65
002 Grass 1 0.05
003 Flowers 1 0.10
004 Open Area 2 0.15
005 Cloud 2 0.07
006 Plants 2 0.78
007 Garden 3 1.00

Table5.10 FACTSDATA Table Contained Data

FID FID Image Weight Incl Avail Value Rsf Wii
Child Parent Name

001 006 001jpg 0396 0.96 1 0.380 1 0.193
002 006 001jpg 0229 0.73 1 0.218 1 0.146
003 006 001jpg 0305 0.74 1 0.226 1 0.149
004 007 001jpg 0.487 1 1 0.487 1 0.487
005 007 001jpg 0025 0.05 1 0.001 1 0.025
006 007 001jpg 0.487 1 1 0.403 1 0.487
007 007 001.jpg 1 1 0486 0.891 0.545 1
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5.5 Summary

Thischapter explains the approach process of image indexing and its
advantages. An explanation of the way of indexing the image components in a
suitable matter is described. We explained that our method is based on the objects
that contain several atomic indices, which will be able to define intermediate indices
and the intermediate indices will be able to define higher indices and so on. The
benefits of this method are highlighted. Via examples the hierarchy and object’s
types is shown. We explained the database structure, the relation schema, the

primary keys and other attributesin the created tables etc.

This chapter organizes the indices in such a way that it will facilitate fast and
easy retrieval for a query. It explains our indexing model and its sections, each with
its own role. In an example a summary of the different object’s attribute values are
listed and it is shown how these values are stored on different tables in a database.
The steps of entering the data in the database are listed and examples of this data are

shown inside the different tables.

Our approach provides a new and innovative way to specify and view visual
data across the whole spectrum of applications that involve the processing of visual
data. This approach has significantly increased the performance of the retrieval
algorithm, as measured by the proportion of actual retrieved images versus the total
number of images that satisfy the retrieval criteria, the performance optimisation has

also been looked into throughout this chapter.



Chapter 6

| mage Retrieval Paradigm

6.1 Introduction

Our goal in this chapter is to provide amethodology that concentrates on
matching images or subparts of it, defined in a variety of ways, in order to find

particular objects.

The image retrieval service should be an open standard, requiring no
centralized control, allowing any one to access an image service. Security and
authentication issues, including limitation access to proprietary images, will be
addressed initialy; all search images are initially assumed to be public. The interface
used in this research for image retrieval is ssimple to implement and use for simple

image services, but capable of supporting more complex services.

164
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Searching images is organized in a way that will be easy for the user to
understand, easy to access the system and retrieve the desired images. Many users
are from different backgrounds hence this system will allow them to easily retrieve
the images they desire even if their English language is not the same as the language

used in the database using the thesaurus explained later on in this chapter.

6.2 Image Retrieval

Many aspects of imageretrieval are used in this research in order to satisfy all
types of user needs. The first aspect of image search includes displaying images that
may contain specific objects; the user can retrieve imagesthat contain specific
features. This aspectitself hasmany methods, “Joint Objects Search”, wherethe
displayed image may contain specific objectstogether, the “Separate Objects
Search’, where the displayed images may contain one or many of the specified
objectsand the “Backward Objects Search”, where the users search for objects that

may be contained within a specific image.

The second aspect of image search is an option which alows for a specific
object to be included or excluded from retrieved images. The user canretrieve
images without specifying any object; or imagescontaining or not containing
various objects. Images may aso be retrieved with specific weight levels of objects,

availabilities or densities.



Chapter 6. Image Retrieval Paradigm page 166

Specifying supporting objects will help to reduce ambiguities, and retrieve the

most relevant images as explained more thoroughly later onin this section.

The object’s weights, supporting factors, availabilities, densities, and other
attributes, used in different search methods, provide users with a means to give
priorities to selected query components in order to optimise the results of the query.
Applying the values of the higher-level object’s weight, for example, will increase
the value of the object recall rate. Users may want to further tailor the query results

by widening the scope of the result or narrowing the result.

The approach used isto integrate our concept-based image indexing and
retrieval method with the use of many factors; these factors are listed and then

explained below.

e The supporting objects, which help to reduce the ambiguity and retrieve the most
relevant images.

o A fuzzy expert system.

e The thesaurus, which is used when the entered object name is not found in the

database.

Supporting Objects

When the user is searching for an object, they enter the object name and then
submit their search. Some non-relevant images may be retrieved. To avoid these
images from being retrieved, the user can use supporting objects that can be either

included or excluded from the displayed images.
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Using a supporting object such as“Smoke’, which has a high value supporting
factor for Plant (asin Factory) and low value of supporting factor for the Plant (asin

Plant life), will help to reduce the ambiguity, and retrieve the most rel evant images.

Below we illustrate the supporting objects and how they can be used to support
the desired images. The images retrieved depend on which supporting objects are

used and their relevance to the specific images.

Table 6.1 Supporting Factors

Existence of Supporting Object (S.0.) % in Image

Image Name Smoke Trees Workers Pathway Forklift
Plant 70 15 20 3 72
(Factory)
Plant 10 95 0 50 0
(Plant Life)

Referring to the supporting objects in Table 6.1, if the user enters Plant asthe
object name, all images of Plant, if it is Plant, “Factory”, or Plant, “Plant life”, will
be retrieved. When using supporting objects like“Smoke” and “Workers’, the
retrieved images will be only that of the Plant “Factory” since the supporting
existencevalues of Smoke and Workersis high for Plant “Factory” and is either
absent or very low for Plant “Plant Life’. Entering Plant as the object name and
using the supporting objects “Tress’ and “Pathway”, which have a highexistence
valuein Plant “Plant life” and a low existence value in Plant “Factory” will resultsin

only Plant “Plant Life” images being retrieved and displayed.
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All other methods of image retrieval explained later on in thischapter are
additional features for thesupporting objects. Onemethod concerning image
retrieval having the entered object name with supporting objects is the varying of
weights or densities of the supporting objects. Another method is to retrieve images
which exclude specific objects which aid narrowing down the results to optimise the

search.

Linguistic Variables Notations and Ranges

In this research, the fuzzy logic is used in order to determine the Linguistic
variable notations of the objects’ weights, availabilities and densities as well as some
other object attributes and then facilitates their ranges. The linguisticvariable
notations and their numerical ranges are used for image retrieval. Table 6.2 provides
an example of the approach to the linguistic variable notation of one of the objects’

attributes including an example of the overlapping ranges.

Table 6.2 Linguistic Variables Notations and Ranges

Linguistic variable: objects attributes

Linguistic value Notation Numerical range
Low L [0.00 - 0.25]
Medium M [0.20 - 0.45]

High H [0.40 - 1.00]
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The Thesaurus

The Thesaurus is used in this research in cases where the user searches for an
objects and the entered name is not found in the database. The system will check the
entered name in the thesaurus and will search the alternative word or sentence in our
database having the same meaning. All image names matched in the thesauruswill
be displayed providing they satisfy the other conditions like the supporting object
names as their features, similar to that of a normal image search. Figure 6.1

illustrates the thesaurus cycle.

uer
QUEY Thesaurus
Processing | >

Not Found

List of Images

Figure 6.1 Thesaurus Cycle
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6.3 Retrieval Algorithm

As mentioned in Section 6.2 of this chapter, our retrieval algorithm consists of
two main aspects. The first aspect is used to retrieve images that may contain
specific objects, while the second is used to retrieve images containing or excluding

specific objects in addition to object features (weights, availabilities, densities etc)

Figure 6.2 contains the Retrieval Modules; the figure illustrates the algorithm

needed to retrieve images from the database.

The Retrieval Module consists of four main parts, every part of thismodule

hasit own role, which are:

e UserInterface
e DataProcessing
e Output (List of Images)

o Feedback

The aspects of the Retrieval Module are explained in detail below.
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User

|

User Interface

{

Enter the Objects’ Data

Data Processing

Object Identification

Semantic Concept &
Objects Valuesfrom DB
A
Not Found
""""""""""" Found e
List of Images > User > Feedback

Figure 6.2 Retrieval Modules

6.3.1 User Interface

e |mage search consists of twomain aspects, every aspect contains many
methods.
e The user enters the objects names.

e Theuser must enter at least three lettersin the field of the first object name.
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When the user is attempting to retrieve certain images from the database, the
user can enter up to three objects, thefirst object is mandatory whilethe
other two are optional.

The same technique is used when attempting to retrieve imagesfrom the
image collection.

The user aso has the option of entering the objects name aong with
supporting objects to be included or excluded from the retrieved images,
reducing the results to more relevant images.

Another option of image search consists of the user entering the objects
name, as well as the objects weight and availability for a more precise
search. The user may also enter supporting objects and their densities in
order to narrow the displayed images and retrieve more accurate results.

All these methods will be explained in detail in Section 6.4 of this chapter.

6.3.2 Data Processing

When a search is submitted, the systems checks the database for images
corresponding to the entered object name, if found, the object will display all
relevant images. If the entered name is not found in the database, the system
searches the database for synonyms of the entered object name. When these
are found, the system will display all images matching the new object names

found in thesaurus having the equivalent meaning.
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e Checking the names of the supporting objects follows the same process as
for the objects names.

e The values of other data (supporting factors, weights, availabilities and
densities) of the supporting objects are also checked as well to optimise the

result of the search and retrieve more precise images.

6.3.3 Output (List of Images)

e When the data processingis finished, the process is finalised with the
relevant images being displayed in an organised table.

e Theimages are displayed in pages, enabling the user to select a specific page
number by selecting the appropriate link.

e Every image displayed is accompanied by its data (image name, weight, etc,
depending on the search method used).

e Theuser can enlarge any image by clicking on it.

6.3.4 Feedback

The search may be refined online according to the user’s indications of

relevance, meaning the user can obtain more relevant images.
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6.4 Image Retrieval Procedure/M ethodologies

Object searching may approach image retrieval differently. In this research we

used two major aspects of image retrieval and these aspects are explained below.

1. Thefirst aspect is used for searching images that may include specific objects.

2. The second aspect is used for searching images that include or exclude specific

objects, objects of different weights, availabilities and densities.

The image search hierarchy and all aspects and their methods are shown in

Figure 6.3.
Image Search
Approximate Exact
Image Search Image Search
Joint Separate Backward Joint Separate Backward
Objects Objects Objects Objects Objects Objects
Search Search Search Search Search Search
Database Database Database Collection Collection Collection
Including Excluding Including & Objects Object Object
Supporting Supporting Excluding Weights Availability Densities
Objects Objects Supporting
Objects

Figure 6.3 Image Search Hierarchy
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6.4.1 Approximate | mage Sear ch

The Approximate Image Search is an option which retrieves images that may
contain specific objects. However, some of the retrieved images may not contain

these specific objects but objects that are related to those entered in the search.

This aspect of image search begins when theuser entersthe specific object
names in the appropriate field. When the user submits the search, alist of imagesis
displayed using an approach which determines images that are likely of including

thisobject. An example of this approach is demonstrated below.

Suppose that the user is searching for imageswith theobject “Flowers’. The

user enters the object name “Flowers’ and then submits the search.

Suppose that thereare three categories of images in the database containing

“Flowers’ asfollows:

e 77% of the"Garden” category contains the object “Flowers’.
o 28% of the “Wedding” category contains the object “Flowers’.

e 20% of the “Party” category contains the object “Flowers’.

The system will index the images which may contain the object “Flowers’ due
to the supporting factor value of the object “Flowers” in these categories from the
high to the low value as shown in Table 6.3. All images in the Garden category are

indexed first without varying between the image containing and not containing the
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object “Flowers” in thiscategory. Thesecond category indexed is the Wedding

category, and the third category is the Party category, and so on.

Table 6.3 Image Index May Contain “Flowers’ Object

Category
Name

GO1

Gl1

G21

Garden G31
G4l

G51

G61

wo1

w1l

w21

Wedding ws1
w41l

W51

PO1

P11

Party P21
P31

P41

P51

G02
G12
G22
G32
G42
G52
G62
W02
W12
W22
W32
W42
W52
P02
P12
P22
P32
P42
P52

GO3
G13
G23
G33
G43
G53
G63
W03
W13
w23
W33
w43
W53
P03
P13
P23
P33
P43
P53

Go4
G14
G24
G34
G44
G54
G64
w04
wWi4
w24
w34
w44
W54

P14
P24

P44

of Flowers
G05 G06
G15 G16
G25 G26
G35 G36
G45 (46
G55 G56
G65 G66
W05 W06
Wi5s W16
W25 W26
W35 W36
W45 W46
W55 W56
PO5 P06
P15 P16
P25 P26
P35 P36
P45 P46
P55 P56

GO7
G17
G27
G37
G47
G57

W07
w17
w27
W37
w47

P07
P17
P27
P37
P47
P57

G08
G18
G28
G38
G48
G58

w08
w18
w28
W38
w48

P08
P18
P28
P38
P48
P58

G09
G19
G29
G39
G49
G59

W09
W19
W29
W39
W49

P09
P19
P29
P39
P49
P59

The Imagesin Different Categories may contain the Object

G10
G20
G30
G40
G50
G60

W10
W20
W30
W40
W50

P10
P20
P30
P40
P50
P60

# of
images
ina
category

66

56

60

The matched images are displayed in a paged table, every page containing 20

images, and the user could go through these pages by clicking on the page number

located above the displayed images.
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A category containing some images with the object “Flowers’ may not be
displayed if the supporting factor value of the object Flowers in this category istoo

low, due to the low possibility of relevant images within this category.

Another example illustrating the categories containing specific objectsis

explained below:

Suppose that there are four categories (C1, C2, C3and C4) that may contain
theobject “Trees’ as shown in Figure 6.4, where the x-axis represents the various
categories containing some images with the object “Trees’, and they-axisis

representing the object’ s supporting factor’s values as a percentage.

When the user searches for objects containing Trees, these categoriesare
indexed as follows. The category “C1” first, category “C2” second, category “C3”
third and category “C4” fourth. These categoriesare indexed accordingto their

probability of containing the “Trees’ object.

Category “C1” containsthe Trees object of percentage of 95%

Category “C2” containsthe Trees object of percentage of 80%

Category “C3” containsthe Trees object of percentage of 50%

Category “C4” containsthe Trees object of percentage of 30%

The system indexes these categories from highest to the lowestlevel of the

Trees supporting factors' values asin Figure 6.4.
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y A

100

90 1 i First Categor i
80 C1 R ?g__}/___'
70 2 | Second Category !
60 C2 P
S0 3 ! Third Category !
40 C3 L2
30 4 ! Fourth Category !
20 C4 [P,
10

1 2 3 4 >

Figure 6.4 Objectsin Categories

To show how the system displays the images which may contain the entered
objects, the following example explainsthe selectionprocess. Suppose that all
images in the database fall in the positive parts of thex and y axes. Three sets of
images are shown, the set of al images in the database (A), the relevant set (B) and

the retrieved set (C) as shown in Figure 6.5

——————————————————————————————————————————————

.\ The Set of Relevant | Theset of Retrieved 1
W: Imagesin the DB i ImagesfromtheDB !

____________________________________________

! The Images in 1
! theDatabase

e == = =

>

X

Figure 6.5 Relevant and Retrieved Images
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When the user searches for images that may contain a specific object, a set of
images is retrieved. Some of these imagesare relevant and some othersare
irrelevant. The set which is not retrieved may contain both relevant and irrelevant

images as shown in Figure 6.6

RelevantImages
Retrieved

y | Relevantimages
1 Not Retrieved

Irrelevant E
Images Not !
Retrieved '

Figure 6.6 (Relevant & Irrelevant) Retrieved and Not Retrieved Images

The Query Design of object retrieval

The query model is important in conjunctionwith the data model in order to
complete the framework of a database. As explained earlier in this chapter, two
categories of queries are needed, the first query is referring to Boolean queries, and
the second is exact query in nature. In the first category of queries the resultsare

ranked / indexed, in the second query category, the results have to be very precise.
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Query of Approximatelmage Search

The user interface for Approximate Image Search aspect containsthree fields;
the number of entered objects in these fieldsis optional. The search could be used to
match the imageswhich may contain al the entered objects, asin Joint Objects
Search; or it could retrieve images with any of the entered objects, asin Separate

Objects Search.

Joint Objects Search Query Design

This method of image search is used to retrieve images that contain multiple
objects, both within all images retrieved. All images that satisfy the search are
displayed. At the end of the application afilter is used to avoid image duplication as
aresult of multiple objects being entered matching the same image. Two tables need
to be accessed (FACTS and FACTSDATA), which hold the image data. Below is
the query design for the Joint Objects Search shown in Figure 6.7, the queries of

other search will be similar with little differences.

3 -

2 _» 5

User Interface 5 FACTSTable [« FACTSDATA

1 S . Table
7
A

. ]

List of Images [¢ Image Folder

Figure 6.7 Joint Objects Search Query Design
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The Query steps are asfollows:

1. Enter the objects names.

2. Find the objects namesin FACTStable.

3. Find the supporting factor’s values in the FACTSDATA table where object
numbers FID in FACTS table = FID-Child in FACTSDATA table and the
objects names in FACT S table = the entered objects names.

4. Get the FID-Parent from FACTSDATA table where FID in FACTS table =
FID-Child in FACTSDATA table and the objects namesin FACTS table =
the entered objects names.

5. Get the objects namesfrom FACTS table whereFID-Parent numbers in
FACTSDATA table = FID numbersin FACTS table.

6. Get the image address from FACTSDATA table where FID numbers of the
found objects in FACTS table = FID-Child in FACTSDATA table.

7. Search al images having the objects name in the image folder.

8. Display all the matched images.

9. Loop for the higher objects using the found objects names if possible as in

step 2tostep 6 ( O represents aloop).

The query steps aresummarised in two SQL queries in addition to many
functions used in the specific program applied for this method of image retrieval.
The frame of the SQL queries usedfor the Joint Image Search method arelisted

below, which need some adjustment when applied in the program.
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ImagelQuery =
AND factsdata.imagename IN
(SELECT  distinct (imagename)
FROM azzam_asp.factsdata factsdata, azzam_asp.facts facts
WHERE  facts.fid = factsdata.fid_child
AND UPPER(facts.fname) like imageNamel%
AND image2Query, image3Query)

FilterlQuery =
factsdatafid_child IN
(SELECT facts.fid
FROM azzam_asp.factsfacts
WHERE UPPER(facts.fname) like imageNamel%)

FinalSQL =
(SELECT facts.fname, factsfid, factsdata.imagename
FROM azzam_asp.factsfacts, azzam_asp.factsdata factsdata
WHERE  factsfid=factsdatafid_parent and facts.fnamein
(SELECT facts.fname
FROM azzam_asp.facts facts, azzam_asp.factsdata factsdata
WHERE facts.fid=factsdata.fid_parent
AND factsdata.incl>=0.15
AND (filterlQuery, filter2Query, filter3Query )
AND (imagelQuery, image2Query, image3Query)
ORDER BY factsdata.imagename asc))

Separate Objects Search Query Design

This method of image retrieval utilizes the entered objectsseparately. The
query design is quite similar to thedesign used inthe Joint Object Search; the
difference is that there is an extra loop for this method since the application isused
inthe retrieving objects separately (the loop “number 10" of Separate Objects

Search Query Design shown in Figure 6.8). The query designis shown in Figure 6.8.
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Figure 6.8 Separate Objects Search Query Design

Backward Objects Search

This method searches for objects which make up ahigher-level object, for
example, the user may need tosearch for objects which constitutethe object
“Garden”. Up to 50 different component objects could be found in the object
Garden. We could selectively display images containing some of these objects
providing they have certain supporting factor values. The query designinthiscaseis

similar to the Joint Objects Search method.

Collection Object Search

There are three methods for thisobject search; it works similar to the Joint
Object Search, Separate Object Search and Backward Object Search. The difference
Is in the final query. The selected images are displayed from the image collection.
The following query shows the final query of the first method, Joint Object Search

from the collection.
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Finad SQL =
(SELECT imagecollection.fid, imagecollection.fname, imagecollection.imagename
FROM  azzam_asp.imagecollection imagecollection, azzam_asp.factsdata

factsdata
WHERE imagecollection.fnamein
(SELECT facts.fname
FROM azzam_asp.factsdata factsdata, azzam_asp.facts facts
Where facts.fid=factsdata.fid_child
AND factsdata.incl>=0.15 AND imagelQuery)

ORDER BY imagecollection.imagename asc)

6.4.2 Exact | mage Search

Inthis aspect, the user isgiven many methods on how they would like to
retrieve an image. They can make a search using only the image name; this method
retrieves all images that match the same name or synonyms of the enquiry made by
the user. The user can also make a search using supporting objects. This happened
when the user requires a particular object in the image and only images that match
the name searched by the user that include and/or exclude the specific supporting
objects, depending on the user’ s specifications, will be displayed. This technique can
also be used when searching for images including objects of certain weight levels,
objects of certain availability levels, and images including objects of certain density

levels. Each application of Exact | mage Search is explained below.

Image Retrieval Including Supporting Objects

Due to the use of the supporting objects, one of severa number of image
groups areretrieved depending on the entered object name, the entered supporting

object’ s names, the number of supporting objects and many other factors.
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Image Retrieval Including One Specific Supporting Object

When using this method of image search, the retrieved images are those which
correspond to the entered object name that must also include the entered supporting

object. An example of this method is shown in Figure 6.9.
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Figure 6.9 Images Including One Specific Supporting Object

Image Retrieval Including Two Specific Supporting Objects

The second group of images is displayed when the user enters the object name
and enters the names of two specific supporting objects as components of the desired
images, and then submits the search. The displayed images retrieved by the system
will be images that correspond to the entered image name that also include both
entered supporting objects. The displayed images fall in the intersection between the
groups containing the first and the second supporting objects as shown in Figure

6.10.
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Figure 6.10 Images Including Two Specific Supporting Objects

Image Retrieval Including Three Specific Supporting Objects

The third group of images is displayed when the user enters the object name
and enters the names of three supporting objects as components of the desired
images in the search. The group of images displayed will contain images that
correspond to the entered object name that also include all three entered supporting
objects. T he retrieved images will be the intersection between the groups containing

the first, second, and third supporting object as shown in Figure 6.11.
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Figure 6.11 Images Including Three Specific Supporting Objects
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If the user makes any changes to the name of any of the previoudy entered
supporting objects, a new group may be displayed differing from the previous group
as the intersection between the groups containing the supporting objects varies. In
other words, any changesto any of the entered supporting objects may affect the
number of the displayed images as well as which specific images are displayed. | f
the number of supporting objects is changed, the number of displayed imagesisal so

most likely going to vary.

Using more than three supporting objects will follow the same procedureas

when using threein all cases of images retrieval aspects.

Image Retrieval Excluding Supporting Objects

The same techniques used for image retrieval using supporting objects are used
when retrieving images specifically excluding certain supporting objects, differing

with retrieved images not including the specified supporting entered.

ImageRetrieval Excluding One Specific Supporting Object

The group of images that aredisplayed when an object name is entered
followed by a supporting object, which is not to be included in the image will
include all image from the databases that correspond to the entered object name that
do not have the entered supporting object as one of it is components. Thisisshown

in Figure 6.12.
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Figure 6.12 Images Excluding One Specific Supporting Object

Image Retrieval Excluding Two Specific Supporting Objects

The second group of images is displayed when the user enters the object name
and enters the names of two supporting objects to be excluded before submitting the
query. This group will display images that match the object name but exclude the
entered supporting objects, the images fal in the intersection between the groups

which do not contain the first and the second supporting objects as shown in Figure

6.13.
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Figure 6.13 Images Excluding Two Specific Supporting Objects
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Image Retrieval Excluding Three Specific Supporting Objects

The third group of images is displayed when the user enters the object name
and enters the names of three supporting objects to be excluded and then submits the
query. This group will display images that match the object name but exclude the
entered supporting objects, theseimages fall in the intersection between the groups

that do not contain the first, second, and third supporting objects as shown in Figure

6.14.
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Figure 6.14 Images Excluding Three Specific Supporting Objects

Image Retrieval Including and Excluding Supporting Objects

The same techniques used for image retrieval using supporting objects are used
when retrieving images specifically including certain supporting objectsand
excluding other certain objects together, where the displayed images must contain
the first number of entered supporting objects and excludethe second group of

entered supporting objects.



Chapter 6. Image Retrieval Paradigm page 190

Image Retrieval using Objects’ Weights

Since it isinappropriate and difficult for the user to use precisenumerical
values when attempting to retrieve a desired image, for example, the object’ s weight
ina certain imageis equal to 0.33, all possibilities of weight values that are storedin
the database are replaced with threeeasy linguisticvariable notations and their
ranges as shown in Table 6.4. This way the user can select any of them describing
the supportingobject weight’slevels, where every notation has a weight value

between two values.

Table 6.4 Linguistic Variable of Object’s Weight in Image

Linguistic variable: Object’sweight in image

Linguistic value Notation Numerical range
Low L [0.00 - 0.20]
Medium M [0.15 - 0.30]
High H [0.25 - 1.00]

The object’ s weight takes one of three values as below:

[0.00]t0[0.20] { for low weight
W, = < [0.15]t0[0.30]{ for medium weight
0.25]t0[1.00] { for high weight

The above values are considered to be reasonable in the present
context. In general, of course, these can be fine-tuned or modified, which may

be of the form:
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[0.0]to[ o ]{ for low weight
W = 2 [B]to[y ]{ for medium weight
[5 ]to[1.0] { for high weight
WhereO< B <a <y <l PB<d<Ly<l
Due to the use of the different objects’ weights to be included in the desired
Images, several kinds of image groups could be retrieved. If the user uses certain

levels of objectweights to be included within the displayed images, one of three

groups could be matched depending on the objects weights' levels selected as shown

in Table 6.5.
Table 6.5 Probability of Selected Groups
Objects weightsinside the desired images
Group No. Notation Objects weight
1 L L+M+H
2 M M+H
3 H H

Due to the image selection criteria, every image must contain some objects of
ahigh-level weight, which is the essential objects, so we cannot retrieve images that

contain objects with low-level or even mid-level weightsonly.

Figure6.15 shows the three levels of objects weights. L ow-level weights
consist of objects of all levels hence all the images. Mid-level weights consist of
medium and high-level objects. High-level weights are those containing only high-

level objects.
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Figure 6.15 Three Levels of Objects Weights within Images

From Figure 6.15, it is obvious that within the“L” level, the number of images
would usually be more than the images within the“M” level, and the number of
images within the“M” level would usually be more than the images within the “H”
Level. The three groups of images that could be retrieved when searching for
images of different levels of objects are dependent on the object name andthe

selected level of objects.

Image Retrieval Including Low-Level Weights

Thefirst group of imagesis displayed when the user entersthe object name
and selects the low-level-weights “L” for the objects to becomponents of the
retrieved image. This group will display images that match the entered object name
and contain objects of all weight levels (high-level weights, mid-level weights and

low- level weights)
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Image Retrieval Including Mid-Level Weights

The second group of images is displayed when the user enters the object name
and selects the mid-level weight (M). Objectsof high-level weights and mid-level
weights will be displayed. This request narrows down the list of images to be

displayed, eliminating low- level objects.

Image Retrieval Including High-Level Weights

The third group is displayed when the user enters the object name and selects
high-level (H) weights for the images. This group consists of the essentials that an
image must consist of as well assome other of high-level weight objects to be
categorized in those particular retrieved images. This attempts to eliminate all non-
required objects located in the image so that the images retrieved are aprecise

description of what the user is searching for.

Search Images using Availability

Searching images using the object availabilities will follow the same technique
of searching images using the object weights. T he difference is in the value of the
numerical ranges for every notion and the number of levels used. Also when using
objects availabilitiesthere is no use of the supporting objects. Table 6.6 shows the
notion and its numerical ranges. This method of search applies for the non-primitive

objects only, since the primitive objects always have the availability value of one.
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The object availability takes one of five values as below:

[0.00] to[0.35] for low availability
[0.30] to[0.55] for low/mid availablity
A =1:[0.50] to[0.65] for mid availability
[0.60] to[0.75] for mid / high availablity
[0.70] to [1.00] for high availablity

The above values are considered to be reasonable in the present context. In

general, these can be fine-tuned or modified.

Table 6.6 Linguistic Variable: Object’s Availability

Linguistic variable: Object’ savailability

Linguistic value Notation Numerical range
Low L [0.00 - 0.35]
Low/Medium L/M [0.30- 0.55]
Medium M [0.5- 0.65]
Medium/High M/H [0.60 - 0.75]
High H [0.70 - 1.00]

Searching images using availabilities starts when the user entersthe object
name and selects the level of the object availability. The system will check the
object name and its range of availability in which it fallsunder, and then it will

display the relevant imagesin alist.

The greater the value of availability of anobject, the more the number of
component objects present for the specific object and/or the more amount of

component objects with a high repetition value. For example, if a“Garden” object
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has an availability value of 1; it means that thisobject containsall itspossible
component objects, but if it has an availability value of 0.70, it means that the total
number of repetition of all objects making up this object divided by the total number

of repetition of all component objects of “Garden” in the database is equal to 0.70.
Image Retrieval using Objects’ Densities

Searching images by usingthe objects densities follows the same procedure
aswhen combining image retrieval using supporting objects. The user entersthe
object name, the supporting objects and then selects thelevelsof density for the
supportingobjects. The value of the numerical range for every notion of the
densities is different from the numerical range for every notion of the weights. Table

6.7 shows the densities notion and its numerical ranges.

The object density takes one of three values as below:

[0.0]t0[0.4] { for low density
[0.3]t0[0.7]{ for medium density
[0.6]t0[1.0] { for high density

D

The above values are considered to be reasonable in the present context. In

general, certainly, these can be fine-tuned or modified, which may take on the form:

[0.0]to[ o ] { for low density
D, =) [P ]to[y ]{ for medium density
[5 ]to[1.0] { for high density
Where O0< B <a <y <1 B<d<y<l
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Table 6.7 Linguistic Variable: Object’s Density

Linguistic variable: Object’s density

Linguistic value Notation Numerical range
Low L [0.0, 0.4]
Medium M [0.3,0.7]
High H [0.6, 1.0]

Image Retrieval Including One Supporting Object with Densities

Searching images using densities starts when the user entersthe object name
and the first supportingobject with itsdensity. Four groups of imagesmay be
displayed depending on the selected level of density of the supporting object (L, M,

H, and A) as shown in Table 6.8.

Table 6.8 Probahility of Selected Groups using One Supporting Object

Level of densities of one Supporting Objects (SO)

Group No. Selected Level
1 A
2 L
3 M
4 H

Image Retrieval Including Two Supporting Objects with Densities

When the user applies two supporting objects, one of sixteen groups (4 x 4)

may be displayed depending on the selected level of densities of both supporting
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objects. For example, if no level is selected for both supporting objects, it meansall
levels (A) will be selected at once for both supporting objects, as in group number 1

shown in Table 6.9 and so on.

Table 6.9 Probability of Selected Groups using Two Supporting Objects

Level of Densities for Two Supporting Objects (S.0.)

Group Number 1% S.0. level 2" S.0. level
1 A A
2 A L
3 A M
4 A H
5 L A
6 L L
7 L M
8 L H
9 M A
10 M L
11 M M
12 M H
13 H A
14 H L
15 H M
16 H H

Image Retrieval Including Three Supporting Object with Densities

For three inputs and one output, the representation takes the shape of an M x N
x K cube. If we increase the input to three inputs and one output, we have afuzzy
associative memory (FAM), which enables us to derive sixty-four rules that

represent complex relationships between all variables used in the expert system
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[HWAROOQ]. Since images can be understood and interpreted at multiple levels, they

can also be indexed at multiple levels.

Table 6.10 contains four groups out of the sixty four possible combinations for

the density levels of three supporting objects in conjunction.

Table 6.10 Probability of Selected groups using Three Supporting factors

(Four rows out of 64 rows)

Level of Densities for Three Supporting Objects (SO)

Group No. 1% S0 2" so 3950
1 A A A
2 H H H
3 M M M
L L L L

Searching Process

If the user applies threesupporting objects with different densities, one of

sixty-four groups may be displayed depending on the user’ s selection.

When the user enters the object name, the names of the supporting objects and
selectstheir density levels (A, L, M, or H), then submitstheir search, the system will
search the object name in the database. The system will check the name of the first
supporting object and its density in the database. The same technique will follow for
other supporting objects, when found, a list of images will be displayed which

satisfy all condition of the user’s query.
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6.5 Summary

Our method concentrates on matching the user’s desired images, defined in a
variety of ways, in order to find particular objects. The use of fuzzy logic and
supporting factors lead to improvements of both precision and recall. This approach
provides a new and innovative way to specify and view visual data across the whole

spectrum of applications that involve the processing of visual data.

Our approach has significantly increased the performance of the retrieval
algorithm, as measured by the proportion of actual retrieved images versus thetotal

number of images that satisfy the retrieval criteria.

Inthis chapter we explained that competent retrieval system should retrieve
images that satisfy the user’s needs. Tables that contain linguistic variables notion

for objects’ attributes and their ranges using the fuzzy logic are created.

All methods of image search may contain different number of objects and
retrieving images from specific image collection. Using supporting objects is a great

advantage in order to be specific when searching for particular images.

The use of the thesaurus in our retrieval system is outlined, which is used
when the user searches for images where the object name is not found in our

database.
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Retrievingimages can make use of supportingobjects, which are to be
included or excluded within the retrieved images. T hesupporting objects can also
have specific weightlevelsto be included within the retrieved images. Using
specific levels of object availability and supporting objects with specific density

levels can be further used for amore precise search.

Finally the chapter had explained the retrieval algorithms and the data retrieval

in depth, as well asretrieval modules and its componentsin detail.
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System I mplementation

7.1 Introduction

Implicit Concept-based Image Indexing and Retrieval System ICIIRis
provides easy access to a collection of images in a database. It uses a smple and
comprehensive indexing and retrieval method which facilitates the building of easy
to use user and/or staff interfaces. Underlying thisis a model of the indexing and
retrieval process which allows the user and/or the staff to move between analysis
gueries, retrieve and browse the images in a natural and flexible manner. The users
have the ability to use many options of image retrieval that can be found in the

interface, according to their preference.

The ICIIR system was developed to run on a Microsoft Windows-based
personal computer. The system was not intended for use by a single group of users

but rather developed for use by alarge and varied group.

201
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Our method concentrates on matching subparts of images, defined in a variety
of ways in order to find particular objects. These ideas have been explained with a
variety of examplesin this chapter. The use of the fuzzy logic and supporting factors
lead to improvements of both precision and recall and is also explained in further

detail.

7.2 Environment

In this section we thoroughly explain the programming language used in our
project and how the system works. We describe the system specifications software
and hardware’ and explain the database used “Oracle9i” for storing our data,
discussing the issues involved with using the programming language and Oracle9i.

Below we explain the components of this environment in detail.

Active Server Pages (ASP)

ASP, the programming language used in this research is a very powerful, easy-
to-learn, server-side scripting language. T his language enables us to createa
dynamic Website, fast and interactive without needing to be concerned with the
capabilities of our client’s browsers, which becomes a major issue when using
client-side scripting such client-side Visual Basic Scripts (VBScript) or client-side

JavaScript. Processing of an Active Server Pagesis shown in Figure 7.1.
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An ASPfile hasan “asp” extension instead of “htm” or “html” to denote the
server-side code to the hosting Web server. Because an ASP file is atext file with
the extension “asp” that contains a combination of text, HTML tags, and ASP script

commands, we can use any text editor to create or change an ASPfile.

ASP runs on four platforms: Personal Web Server (PWS) for Windows 95-98,
Window NT Workstation, Internet Information Server (11S) on Windows NT
Servers and Chilli! ASP for running ASP on various Web servers. Each of these

platforms has dlight differences in functionality, with 11S being the most powerful

Web server available from Microsoft.

Client
HTTPresponse HTTP request
\ \ Web Server
- VB Script
ActiveX Data s < >
Object ) P < . .
JECts < » JavaScript
A A
< A\ 4 N . — .
N ——— ActiveX Scripting Engines
Database
v
] ] ]
ASP File

Figure 7.1 Processing of an Active Server Pages
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When a client requests a page ‘ X.asp’ from the server, the Web server checks
the file extension to see whether a special program (such as the Active Server Page
engine) must be invoked to process the request. If thereis an “asp” extension, the

Web server determines that it should invoke ASP to process this page.

If this page has never been requested before or has been changed since the last
request, it must be parsed and the syntax checked and compiled by the Web server.
Otherwise, the page might be read from a cache of recently processed pages, which
aids in performance. During the parsing process, the HTML and scripting code are
separated. 11S determines which scripting engine is responsible for which part of the
script and delegates the work of syntax checking and compiling to the proper

scripting engine.

After executing the codes using the appropriate scripting engine withresources
from the I1S, which is hosting the scripting engines, all objects that the language
engine cannot handle are requested from I1S, which is aso responsible for handling
inputs and outputs for external ActiveX objects that are created and used inside the
script. If it isunable to supply the object, an error is generated. Script output and
static Hypertext Mark-up the HTML language code in the ASP file and merge them.

Thefinal HTML is sent back to the user in an HTTP response.
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7.3 System Specifications

The hardware and software used in our project in order for it to operate and

function are listed below.

7.3.1 Hardwar e Specifications

e Intel Pentium IV, 2.8GHz processor
e 80 GB Hard Disk
e 256MB of RAM

e CD-ROM 24X speed and 256MB USB flash drive.

7.3.2 Softwar e Specifications

e Microsoft Windows XP
e Microsoft Internet Explorer for Personal Web Server
e Microsoft Visual Studio.NET and EditPlus 2

e Oracle9i software.
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7.4 System Architecture

The overall architecture of the ICIIR system can be divided into a number of
managers. Every manager has its different purposes and is used for indexing and
accessing the system. The access parts provide a user interface to accept users’
instructions. The access part of the system access the image database operating the
indexing database to output the retrieval results. The system managers are as

follows:
e User Interface (Ul)
e Transaction Manager (TM)
e Storage/Retrieval Manager (SRM)
* Query Manager (QM)
e Display Manager (DM)
¢ Interpretation Manager (IM)
The overall organization of our system is shown in Figure 7.2; the connection
between parts describes the dependency of every manager to the others. Every

manager of the model isidentified and its purpose is explained in details later onin

this chapter.
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Figure 7.2 Overall Model of the System (System Architecture)
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7.4.1 User Interface

The User Interface is used forthe image/object search, maintaining the
database and enabling the user to contact the administrators and the research group.
The User Interface is connected with two managers; the Transaction Manager and
the Query Manager. The User Interfaceis displayed in al pages created by this
system; these pages are connected to each others as shown in Appendix A. Every
page performs a specific role “ Add, Modify, Delete and Display records, etc” and all

pages are explained in detail with appropriate diagrams.

7.4.2 Transaction M anager

The Transaction Manager receives requests from the different interface pages,
which are used to add, modify and delete records from the different files in the
database. To add new records, the Transaction Manager is used to compute some of
the data and thentransmit the computed and non-computed data tothe
Storage/Retrieval Manager in order to store it in the database. Some of this data
cannot be accepted unless some other adjacent data is entered. For example, the
system checks the existence of object numbers in the FACTS file before any further
process in the FACTSDATA file are undertaken for the same object number. If the
type of any of the entered data does not match the specific type for every field, it
will not be accepted. When the Transaction Manager is used to modify and delete

recordsfrom the different files, it receives therequest (the record number to be
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modified or deleted) from the User Interface and conveysit Storage/Retrieval
Manager, which forward it back to the User Interface when a full data record is
found, giving users the ability to modify or delete the records. The users are then
able to send the modifications of the record or the request of deleting the particular

record to the Storage/Retrieval Manager to finalise the process.

7.4.3 Storage/Retrieval M anager

The Storage/Retrieval Manager is connected withtwo parts of the system
(Transaction Manager and Query Manager) in addition to the database. When the
Storage/Retrieval Manager receives requests fromthe Transaction Manager for
addition, a modification or deletion of records, the Storage/Retrieval Manager
processes the query and sends it to the database for storing, modifying or deleting.
The Storage/Retrieval Manager also receives the query from the Query Manager to
retrieve data, the Storage/Retrieval Manager processes the query and transmits it to
the database and waits for the result. When Storage/Retrieval Manager receivesthe

result from the database it will forward it to the Query Manager.

7.4.4 Query Manager

The Query Manager receives the query data from the User Interface, the query

will be parsed and processed by the Query Manager, which will interpret it and then
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send it to the Storage/Retrieval Manager. The Query Manager then receivesthe
results of the query from the Storage/Retrieval Manager, which will be processed
and sent to the database. The Query Manager finalises the process by sending the

received result to the Display Manager (if there is any).

7.4.5 Display M anager

The Display Manager’s purpose is to receive results of queries from the Query

Manager and display the results for the user.

7.4.6 Interpretation Manager

The Interpretation Manager is a connection between the database and the
thesaurus. As the Storage/Retrieval Manager sends the query to the database, if the
entered object or/and supporting objects names are not found, the entered names are
checked in the thesaurus; when found, the system will look for al images having the
name found in the thesaurus and processes the query. If no images are found in the
database and the thesaurus, a message is sent to the User Interface suggesting no

relevant images were found.

The indexing and retrieval of images was implemented to perform different

interactive indexing and retrieval strategies based on the use of image indices. The
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indexing and the layout are divided into many windows as illustrated in the next

section.

7.5 System Pages

This section explains all pages used in the system and how to use them. The

pages consist of four levels explained in Appendix A.

Thefirst level isthe Home page.

e The second level is the Image Search, Image Maintenance, Contact us, and the
Research Group.

e Thethird level isthe sub-options of the Image Search and the Maintenance.

e The fourth level is the sub-option of the third level category (sub-optionsof

Image Search and Image Maintenance' s sub-options).

The first page in the system is the home page which explains what every page

inthe systemis, their uses and how the user can implement the particular page.

The image search options are also explained in detail with particular reference

to the method of enlarging the image and the differences between options.

An explanation of how the staff and administrators can access their pages to
maintain the database through the many options and sub-options is available. Add,
delete, modify and display records from different files are explained thoroughly in

order for the staff to maintain the system.
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Information on how to contact us will also be available as well as information
about the research group. Most pages contain notes for easier option selections.

These pages are given in the appendix A.

7.6 ICIIR Evaluation and Search Criteria

ICIIR is the research engine used in our thesis. It has concentrated on
providing the best search facilities, resisting the temptation to become a portal. The
different options of image search make the search favoured by many users; the user
can select the preferred option of image search that they desire. In this section we
examine our system using the evaluation criteria, and explaining al of them in

details.

7.6.1 System Scope

Our database contains approximately 1000 images. These images are stored in
one folder, not in separated categoriesin order for images to be retrieved from
different angles rather than storing the same image several times. Our method of
image indexing saves more space and prevents the duplication which could happen
at some stage. Updating, deletion and modification can be done when needed, and
al of them will be automatically done when any new images are inserted at a later

stage (when the content of images is automatically determined).
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7.6.2 System Sear ch Options

There are many options of searching imagesin our system, for several of them,
we use the filtering mechanisms. There are no images in the image collectionsthat
are to be excludedfor a particular group of people. We could increase the Image

Search optionsif required at any timein order to satisfy the user’ s requirements.

7.6.3 System Performance

Since our database contains a small number of images, the results are quickly
returned. It is possible to view all the results and the results always match the query.
The image quality is good and is displayed in atable. Queries are very accurate and

since the administrator is always logged on, there are no dead links.

7.6.4 System Presentation

The results are presented as thumbnails, every image contains some
information relating to it and depending on the query. Images used in our system are
for research purposes and are collected from different free sources enabling anyone

to use them as they are not restricted by copyright laws.
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7.6.5 System Support

In every search option, there is some information to show how to use the

search; in addition there are two different links, one for the administration and the

other for the research group enabling theuser to contact any of them for queries

about the services.

A summary of the criteria and the overall evaluation can be found in Table 7.1,

where, ICIIR test refer to the result of the test performed by “Implicit Concept-based

Image Indexing and Retrieval system (ICIIR).

Criteria

Scope

Search
Options

Performance

Presentation

Support

ICIIR test

Table 7.1 Summary of the Evaluation Criteria

Overall
Evaluation

Small

Good

Good

Good

Good

V. Good

Comments

There are 1000 images used that can easily be
increased at any time.

All options are simple to use. Some options of ICIIR
search engine actually allow the users to view all
images under the entered name in the Database.

A good result was obtained, the datais small, and the
repose to the query was very fast.

The images are displayed as thumbnails in a table of
four columns and a number of rows within a number
of pages which is Limited and determined for every
search.

Help for every option isavailable on the site with
online help.

Find all images needed, and the number of displayed
images depending on whether the option used in
retrieving images was reasonable. The results were
good.
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7.7 Summary

This chapter starts with the introduction, which explains our search engine,
and the advantages that make users use this engine, a web based search engine that

isagreat development in the use of image indexing and retrieval.

A description of the system’s specifications is also available; the hardware and
software used are listed. The programming language and the database used for
implementing the system and the reasons of selecting them areaso thoroughly

explained.

The system architecture, its components and the implementation of the system

are explained in detail.

We applied the evaluation criteria to the ICIIR engine, and explained all of

them in detail, and we summarized this evaluation in atable.
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Experimental Results

8.1 Introduction

We have conducted experiments using various image collections to measure
the performance of the Implicit Concept-based Image Indexing and Retrieval system
(ICHIR). The image collection criteria and the image resources are explainedin

detailsin Sections 3.2.1 and 3.2.3 of Chapter 3.

Different aspects can be used to display imagesin our search engine in order to
test the ICIIRsystem; every aspect uses different methods of image retrieval
explained in Section 6.4 of Chapter 6. We will use the “ Approximate Image Search”
aspect in this research, where one aspect allows the retrieval of images that may
contain specific objects. Basically, when a certain object is entered, if the supporting

factor value of this object in this category is above a certain value, then all the

216



Chapter 8. Experimental Results page 217

images in this category will be displayed. Thisis why some of the images displayed
may not contain the entered object. Another method of thisaspect is toretrieve
Images containing certain objects that constitute the entered object name, even if it is
in a different image category. Examples for all the methods are shown later in the

chapter.

Approximate Image Search

This aspect uses different methods of image retrieval and these are as follows:

Joint objects Search

This method of image retrieval is used to retrieve images which may contain a
specific number of objects jointly. If the user uses one object, a number of images
are displayed; most of them containing the used object, while some others do not.
When two objects are used, the search engine combines the two objects, searching
for images which may contain both objects. Again a number of images without the
specified objects will be displayed. The same technique is also applied when using

three objects. The user must enter at |east one object.

Separ ate Objects Search

This method of image retrieval is used to retrieve images which may contain a
specific number of objectsseparately. If the user uses one object, a number of
images are displayed; most of them containing the used object but some others could
possibly not include it. When two objects are used, the search engine searchesfor

images containing each object as separate searches. The images retrieved may
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include both objects together, only one of the objects or possibly without any of the

entered objects. The sametechniqueis also applied when using three objects.
Backward Objects Search

This method of image retrieval is used to retrieve images using the backward
technique. For example, a user may want to search for some objects, which are
usualy includedin the “Garden” images. The user enters the object nameas
“Garden”; many images could be displayed, with some of them not being in the

Garden category, but contain objects that may be found inimages of Garden.

In the next sections, all of these techniques are tested and the resultsare

reported.

8.2 Experimental Results

All methods of “Approximate Image Search” mentioned in the introduction of
this chapter are tested fully in this section using the ICIIR system. For every method
we used the maximum possibility of testing criteriain order to investigateeach
technique from different stand points. We recorded the results of every methodin
differenttables, and some graphical figures were utilized in order to clarify our

results.

The experiments tested the existence of the entered objectsnames, the

intersection (Joint) of the used objectsand the union (Separation) of the used
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objects, as well asthesupporting factorsof the objects in order to meet the users’

requests.

One important issue covered in our experiments is to test the ratio of relevant
retrieved images to the retrieved images (Precision). The ratio of relevant retrieved
images to the relevant images (Recall) is not tested because in open collectionsit is
not physically measuring the Recall. This test is agood way to investigatehow

relevant the retrieved images are to the user’ sdesire.

The results from the users' queries regarding the methods used in Approximate
Image Search fromthe new collection and Approximate Image Search from the
database are reported in different tables. Two examples for each image search are

reported later in this chapter.

For al methods used in the examples, only the first 120 of the retrieved images
are tested and reported for their relevance because in some cases the number of

images retrieved isvery large.

Table8.1 shows different columns each representing a certain result
concerning the number and relevance of the retrieved image when a certain search is
used. Each column is described in more detail below. This same table format is used
throughout the next examples in order to determine important features about each

search.
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Table 8.1 Retrieved Images from Image Collection
Using Different Objects
Number and Percentage of Retrieved Images using Different Objects
Object Name #of retrieved  Relevant Relevance Irrelevant  Irrelevance
images images % images %

Trees 120 73 60.83 47 39.17
Flowers 120 57 47.50 63 52.50
Car 120 36 30.00 84 70.00

e The first column lists the names of the used objects when searching thedesired

images.

e The second column is used to report the number of retrieval images (120 images

inal tables).

e Thethird column is used to report the number of relevant images.

e Thefourth column isused to report the percentage of the relevant images.

e Thefifth column isused to report number of irrelevant images.

e Thesixth column is used to report the percentage of the irrelevance images.

8.2.1 Approximate | mage Search using Non-I ndexed

Objects

The images used to test the methods under this aspect are collected randomly

from the Google Web site. The objects contained within the collected images are not

fully indexed (Implicitly indexed).
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Example 1A:

Asmentioned in the introduction of this chapter, thisaspect usesthree

methods of image retrieval, these methods are as follows:

Joint Objects Search

Retrieving images using objects that may contain specific objects beginswhen
the user enters the objects names that may be present in some images and submits
the query. The system checksthe objects names in the database, if not found, the
system will check the entered names in the thesaurus, which searches the alternative
words or sentences in the image collection with the equivalent meaning for the word
or the sentence. When found it will search the image under the new name displaying
all images that match the new name. Many images could be retrieved; the number of
retrieved images could vary depending on the entered objects names, as well as the
amount of objects used. Numerous testing of the system were carried out using

different numbers of objects, up to three. Thisis shown in the following:
Using One Object

In this case, the user enters the object name and then submitsthe query. A
number of images that match the user’s query are displayed, most of theseimages
are relevant, hence they contain the entered object, while some others are irrelevant,
meaning they do not contain the entered object as shown in the first row of Table

8.2. Inthis case there are no joint objects since only one object is used.
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Using Two Objects

In this case, the user enters two objects names and then submits the query; a
number of images that match the user’ squery are displayed with many of them
containing the entered objects but some others do not posses them asin the second
row shown in Table 8.2. Relevant images are those containing both objects in the

same image.

Using Three Objects

In this case, the user enters three objects names and then submits their query; a
number of images that match the users query aredisplayed, with a small majority
being relevant to the required search by containing all three desired objects, as in
third row shown in Table 8.2.

Table 8.2 Retrieved Images from Image Collection
Using Joint Objects Search — Example 1A

Number and Percentage of Retrieved Images, Relevant and Irrelevant , using
Different Number of Joint Objects from Image Collection

Object Name #of retrieved  Relevant Relevance Irrelevant  Irrelevance
images images % images %
Trees 120 73 60.83 47 39.17
Trees
AND 120 36 30.00 84 70.00
Flowers
Trees
AND 120 2 01.66 118 98.33
Flowers
AND

Cars
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In Table 8.2, the low percentage of the retrieved and relevant images does not
mean that all other images are irrelevant but commonly partially relevant. For instance
entering three objects may see the retrieval of some images with one or two of the

entered objects which are theoretically irrelevant but actually have partial relevance.

Figure 8.1 displays the information presented in Table 8.2 in agraphical form

for theretrieved (relevant and irrelevant) images using different number of objects.

Figure 8.1 Joint Objects Search - Example 1A
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Separate Objects Search

This method of searchingimages is similar to “Joint Objects Search”; the
difference being that the search engine, searches for the images with each object
separately. The user enters the objects names and submits their query. Many images
could be retrieved; the number of retrieved images could vary depending on the
entered object name, as well as which and the amount of objects used. Numerous

testing of the system were carried out using different numbers of objects as follow:

Using One Object

This case of image search isthe same as*“Joint Objects Search” when using

only one object, the results are shown in the first row of Table 8.3.

Using Two Objects

The user enters two objects names and then submits the query; a number of
images that match the user’s query that may contain the entered objects are displayed

as shown in the second row of Table 8.3.

Using Three Objects

This case follows the same technique as when using two objects, the user
enters three object names and then submits the query, and a number of images that

match the user’s query are displayed as shown in the third row of Table 8.3.
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Table 8.3 Retrieved Images from Image Collection
Using Separate Objects Search — Example 1A

Number and Percentage of Retrieved Images, Relevant and Irrelevant, using
Different Number of Separate Objects from Image Collection

Object Name  #of retrieved Relevant  Relevance Irrelevant  Irrelevance
images images % images %
Trees 120 73 60.83 47 39.17
Trees
OR 120 91 75.83 29 24.17
Flowers
Trees
OR 120 92 76.67 28 23.33
Flowers
OR
Cars

Figure 8.2 displays the information presented in Table 8.3 in agraphical form

for theretrieved (relevant and irrelevant) images using different number of objects.

Figure 8.2 Separate Objects Search - Example 1A
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The number of retrieved images (relevant and irrelevant) are most likely going
to vary from the displayed images when using two or three objects with the same
name in “Joint Objects Search”. In this case, the objects don’t have to be in the same
image together, the presence of one object is enough to classify the image as

relevant.

Backward Objects Search

This method of image search requires retrieving images which contain certain
objects that constitute the entered object name. The objects found are displayed,
some of them could be found in the same category as the entered object and some of
them could be found in some other categories. In this case the number of displayed
images is usually large. The user enters the object name and then submits the query;
anumber of images that match the user’ s query are displayed as shown in Table 8.4.

Table 8.4 Retrieved Images from Image Collection
Using Backward Objects Search

Number and Percentage of Retrieved Images, Relevant and Irrelevant, of Object

Components
Object # of retrieved Relevant Relevance Irrelevant  Irrelevance
Name images images % images %
Garden 120 96 80.00 24 20.00

Soccer 120 84 70.00 36 30.00
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Example 2A:

Below, another example with different objectsis used for Approximate Image
Search using the same technique as in all the methods used in the previous example

(1 A). Theresults for this example are also reported in the same fashion.

Table 8.5 displays the results for retrieved images (relevant and irrelevant) for

the objects used in this example.

Table 8.5 Retrieved Images from Image Collection
Using Different Objects — Example 2A

Number and Percentage of Retrieved Images using Different Number of Objects

Object # of retrieved Relevant Relevance % Irrelevant  Irrelevance

Name images images images %
Soccer 120 69 57.50 51 42.50

Ball

Field 120 53 44.17 67 55.83
Goals 120 27 22.50 93 77.50
Joint Objects Search

The results for a varying number of entered objects are shown in Table 8.6

using the Joint Objects Search method.
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Table 8.6 Retrieved Images from Image Collection
Using Joint Objects Search — Example 2A

Number and Percentage of Retrieved Images, Relevant and Irrelevant , using
Different Number of Joint Objects from Image Collection

Object Name #of retrieved Relevant Relevance  Irrelevant Irrelevance
images images % images %
Soccer Ball 120 69 57.50 51 42.50
Soccer Ball
AND 120 29 24.17 91 75.83
Field
Soccer Ball
AND 120 15 12.50 105 87.50
Field
AND
Goadls

Figure 8.3 displays the information presented in Table 8.6 in agraphical form

for theretrieved (relevant and irrelevant) images using different number of objects.

Figure 8.3 Joint Objects Search - Example 2A
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Separate Objects Search

The results for a varying number of entered objects are shown in Table 8.7

using the Separate Objects Search method.

Table 8.7 Retrieved Images from Image Collection
Using Separate Objects Search — Example 2A

Number and Percentage of Retrieved Images, Relevant and Irrelevant, using
Different Number of Separate Objects from Image Collection

Object Name # of retrieved Relevant Relevance  Irrelevant Irrelevance
images images % images %
Soccer Ball 120 69 57.50 51 42.50
Soccer Ball
OR 120 93 77.50 27 22.50
Field
Soccer Ball
OR 120 96 80.00 24 20.00
Field
OR
Goals

Figure 8.4 displays the information presented in Table 8.7 in agraphical form

for theretrieved (relevant and irrelevant) images using different number of objects.
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Figure 8.4 Separate Objects Search - Example 2A
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8.2.2 Approximate | mage Sear ch using I ndexed
Objects

The images used to test this method are collected randomly from different web
pages. The objects within the collected images are fullyindexed (Explicitly
indexed); every object has many attributes extracted and computed using different
Mathematical Equations explained in Section 4.3 of Chapter 4. Thedata for these
attributes is indexed in different tables in the database (image database). Thishas
been done to test theresults obtained from the implicitly indexed imagecollection
with an explicitly indexed image collection in order to evaluate the effectiveness of

using ICIIR system.



Chapter 8. Experimental Results page 231

Approximate image search using explicitly indexed objects is very similar to
Approximate Image Search from Image Collection; the difference isthat the images
are retrieved from the database. Table8.8 shows the number of retrieved images

from the image database, the relevant and the irrelevant images and their percentage

when using different objects.

Table 8.8 Retrieved Images from Image Database
Using Different Objects

Number and Percentage of Retrieved Images using Different Number of Objects
Object Name #of retrieved Relevant Relevance  Irrelevant

Irrelevance
images images % images %
Trees 120 115 95.83 05 04.17
Flowers 120 89 74.16 31 25.84
Cars 120 41 34.17 79 65.83

Example 1B:

Joint Objects Search

The procedure follows the same application as for the first two examples of
Joint Objects Search, except that in this case the images are retrieved from an

explicitly indexed database. The results obtained are presented in Table 8.9.
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Table 8.9 Retrieved Images from Image Database
Using Joint Objects Search — Example 1B

Number and Percentage of Retrieved Images, Relevant and Irrelevant, using
Different Number of Joint Objects

Object Name #of retrieved Relevant Relevance  Irrelevant Irrelevance
images images % images %

Trees 120 115 95.83 05 04.17

Trees

AND 120 57 47.50 63 52.50

Flowers

Trees

AND 120 7 05.83 113 94.17

Flowers

AND

Cars

Figure 8.5 displays the information presented in Table 8.9 in agraphical form

for the retrieved (relevant and irrelevant) images using different number of objects.

Figure 8.5 Joint Objects Search - Example 1B
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Separate Objects Search

The procedure follows the same application as for the first two examples of
Separate Objects Search, except that in this case the images are retrieved from an
explicitly indexed database. The results obtained are presented in Table 8.10.

Table 8.10 Retrieved Images from Image Database
Using Separate Objects Search - Example 1B

Number and Percentage of Retrieved Images, Relevant and Irrelevant, using
Different Number of Separate Objects from Image Collection

Object Name #of retrieved Relevant Relevance  Irrelevant Irrelevance
images images % images %

Trees 120 115 95.83 05 04.17
Trees

OR 120 117 97.50 03 02.50
Flowers

Trees

OR 120 118 98.33 02 01.67
Flowers

OR

Cars

Figure 8.6 displays the information presented in Table 8.10 in a graphical form

for the retrieved (relevant and irrelevant) images using different number of objects.
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Example 2B:

Below, another example with different objects is used for Approximate Image

Search with fully indexed objectsusing the same technique as in al the methods

used in the previous example. The results for this example are also reported in the

samefashion. Table 8.11 displays the results for retrieved images (relevant and

irrelevant) for the objects used in this example.

Table 8.11 Retrieved Images from Image Database
Using Different Number of Objects — Example 2B

Number and Percentage of Retrieved Images using Different Number of Objects
#of retrieved Relevant
images

Object Name

Soccer Ball
Field
Goal

images
120
120
120

105
108
65

Relevance
%

87.5
90.00
54.17

[rrelevant
images
15
12

55

Irrelevance
%

12.50
10.00
45.83
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Joint Objects Search

The results for a varying number of entered objects are shown in Table 8.12

using the Joint Objects Search.

Table 8.12 Retrieved Images from Image Database
Using Joint Objects Search — Example 2B

Number and Percentage of Retrieved Images, Relevant and Irrelevant , using
Different Number of Joint Objects from Image Database

Object Name #of retrieved Relevant Relevance  Irrelevant Irrelevance
images images % images %
Soccer Ball 120 105 87.5 15 12.50
Soccer Ball
AND 120 92 76.67 28 23.33
Field
Soccer Ball
AND 120 44 36.67 76 63.33
Field
AND
Referee

Figure 8.7 displays the information presented in Table 8.12 in a graphical form

for the retrieved (relevant and irrelevant) images using different number of objects.
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Figure 8.7 Joint Objects Search - Example 2B
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Separate Objects Search

The results for a varying number of entered objects are shown in table 8.6

using the Separate Objects Search.

Table 8.13 Retrieved Images from Image Database
Using Separate Objects Search - Example 2B

Number and Percentage of Retrieved Images, Relevant and Irrelevant, using
Different Number of Separate Objects from Image Collection

Object Name #of retrieved Relevant Relevance  Irrelevant Irrelevance
images images % images %
Soccer Ball 120 105 875 15 12.50
Soccer Ball
OR 120 111 92.50 9 07.50
Field
Soccer Ball
OR 120 115 95.83 5 04.17
Field
OR

Referee
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Figure 8.8 displays the information presented in Table 8.13 in agraphical form

for theretrieved (relevant and irrelevant) images using different number of objects.
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8.3 Interpretation of Experimental Results

Referring to our experiments and the result of the number of retrieved images
using different aspect of image retrieval as shown in Sections8.2 of this chapter,
varying image numbers and relevant images are obtained for the different methods

of the searches. Below, the results obtained for each method are explained.

8.3.1 Joint Objects Search

The number of retrieved images when using one object only is quite high. The
number of retrieved images as well as the number of relevant images was reduced
gradually as the number of objects isincreased. The reason for thatis: Anincrease
in the number of objects means that the retrieved images have more conditions to
follow; hence the relevant images retrieved from the image collection are narrowed
down. As for relevant images being reduces with increasing number of used objects,
this is due to the fact that not every image containing the first object will also
containthe other objects. In the case where two objects are used, the images
containing only one of the objects, ifretrieved, will be considered irrelevant.

Therefore the number of relevant images will be less as more objects are used.
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8.3.2 Separ ate Objects Sear ch

The number of retrieved images when using one object isalso quite high. In
contrast to Joint Objects Search, the number of retrieved images and relevantimages
were increased as the number of objects increased. The number of retrieved images
increased because performing a Separate Objects Search using more than one object
is like performing a single object search for each object separately and combining
the retrieved images together, naturally excluding image duplication. Therefore
adding extra objects would display the same images as well as possibly extra image
categories. As for relevant images increasing with more objects, this is because
adding objects could mean that images retrieved earlier not having the specified

objects (irrelevant) may have the new object making it now relevant.

8.3.3 Backward Objects Search

The number of retrieved images in this type of search depends only on the
entered object since only one object can be entered. When an object is entered, each
one of its component objects which have a supporting factor value above a certain
threshold will be displayed even if it isfound in images of a different category in the
database or image collection. As the images may be displayed from any category,

the number of images displayed is usually high.
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8.3.4 Performance of Implicitly Indexed | mage

Search

Referring to the results obtained from the implicitly indexed data, some
relevant images are still being retrieved despite the objects used to retrieve these
images not being indexed in the image collection. In addition, it is found that the
results obtained from the implicitly indexed objects are still quite accurate in
comparison to the results obtained from explicitly indexed objects. For example:
Searching for the object, “ Trees’ using the Joint Objects Search. As the objectsis
not indexed the search isexpectedto retrieve no images, yet some images are
retrieved as shown in Table 8.2, where the percentage number of relevant images is
(60.83%). The percentage of relevant images value obtained for the object, “Trees’
using the Join Objects Search from an indexed databaseis (95.83%). This ensures
that our system produces excellent results. Even using two non-indexed objects,
“Trees’ and “Flowers’ sees the retrieval of afair amount of relevant images
(30.00%) in comparison to (47.50%) obtained using indexed objects. The same

applies when using three objects.

As for the Separate Objects Search and the Backwards Objects Search, the
results for Implicitly Indexed Objects are also comparatively accurate in relation to

Explicitly Indexed Objects.
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8.4 Precision and Recall

After completing image search, one must ask, whether the imagesretrieved are

relevant.

Unfortunately in al image search engines, retrieving all relevant images, while
avoiding irrelevant ones is difficult, if not impossible. However, it is possible to
measure the performance of a search with respect to two main parameters: Precision
(purity of retrieval) and Recall (completeness of retrieval). Empirical studies of
retrieval performance have shown a tendency for precision to decline as Recall
increases. Analysis of the relationships between Recall, the number of images
retrieved, and Precision shows that there is a definable region for all reasonable
retrieval results. For all cases of consistently better-than-random retrieval, Recall
curves tend to follow an increasing curve rising from the origin, and atrade-off
between Precision and Recall is inherent. More generally, a trade-off between
Precision and Recall may not be involved in the case where as the total number of
images retrieved increases, retrieval performance is equal to or better than overall

retrieval performance thusfar, atypical exampleisshown in Table 8.14.

Table 8.14 Relation between Precision and Recall

No of query Precision % Recall %
1 20 20
2 65 40
3 50 60
4 40 80
5 20 100
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Figure 8.9 displays the information presented in table 8.14 is a graphical form.

Figure 8.9 The Relation between the Precision and

Recall
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Based on the discussion in this section it is obvious that Precision and Recall
are the basic measures usedin evaluating search strategies; the remaining

experimental result isevaluated in term of precision and Recall defined as follows.

Precision consists of the proportion of target images that are retrieved up to the
last correct one, which corresponds to 100% Recall. A high value of precision

therefore indicates that the top-ranked hits all contain target images.

number of relevant retrieval images
number of retrieval images

Precision =

(A)

Recall consists of the proportion of target images (images from the same class
as the query) that have been retrieved among all the relevant images in the database,
given a certain value of weights (for example), this measure is clearly monotonically

increasing with weight and attains 100% when weight includes the whole dataset.
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number of relevant retrieval imageem(B)
number of relevant images

Recall =

Supposethat R, = Retrieval relevant images, Rn = Retrieval irrelevant

images, and Nr = Not retrieval relevant images. Then:

The equations of Precision and Recall can take the following form:

P: Rr Xloo ............... (A)
Rf+ n

R: Fzl’ Xloo ............... (B)
R, + N,

Figure 8.10 illustrate the retrieved and relevant Images, while Figure 8.11

illustrate Relevant (retrieved and not retrieved) and retrieved irrel evant images.

The Set of images refrieved

The zet of relavant images
in the database

Figure 8.10 Retrieved and Relevant Images in the Database
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Irrelavant images - refrieved

Relavant images - refrieved
Relavant images - not retrieved

Figure 8.11 Relevant (Retrieved and Not Retrieved) and Retrieved Irrelevant
Images

As mention earlier in this chapter (Section 8.2), one important issue covered in
our experiments is to test the ratio of relevant retrieved images to the retrieved
images (Precision). The ratio of relevant retrieved images to the relevant images
(Recall) is not tested because in open collections it is not physically measuring the
Recall. The result of relevance percentage of images of Example 1A in Section 8.2.1
and Example 1B in Section 8.2.2 in this chapter is reported in Table 8.15 and Table
8.16. This result gives agood way to investigate how relevant the retrieved images

areto the user’ sdesire.
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Table 8.15 Percentage of Retrieved Images using Different Number of Objects
“Joint Objects Search” (Examples 1A & 1B)

Percentage of Retrieved Images using Different Number of Joint Objects

Object name Relevance % Relevance %
(Explicit Indexed) (Implicit Indexed)
Trees 95.83 60.83
Trees
AND 47.50 30.00
Flowers
Trees
AND 05.83 01.66
Flowers
AND
Cars

Figure 8.12 displays the information presented in Table 8.15 in a graphical form.

Figure 8.12 Precision of Indexed and Non-Indexed Objects
"Joint Objects Search" - Examples 1A & 1B
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Table 8.16 Percentage of Retrieved Images using Different Number of
Objects “ Separate Objects Search” (Examples 1A & 1B)

Percentage of Retrieved Images using Different Number of Joint Objects

Object name Relevance % Relevance %
(Explicit Indexed) (Implicit Indexed)

Trees 95.83 60.83
Trees

OR 97.50 75.83
Flowers

Trees

OR 98.33 76.66
Flowers

OR

Cars

Figure 8.13 displays the information presented in Table 8.16 in a graphical form.

Figure 8.13 Precision of Indexed and Non-Indexed Objects "Separate
Objects Search" - Examples 1A & 1B
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The evaluation of our system using Precision shows that the results we
obtained were very accurate. A reasonable number of desired images are retrieved

and some of irrelevant images are displayed.

8.5 Summary

Thischapter introducesthedifferent aspects used inthe ICIIR system.
Experiments to validate different aspects of our research are provided. Experiments
andresults are listed in tables for different aspects, an explanation for every
experiment is provided in detail. Furthermore, graphical representations of the tables
are provided to explain the difference of retrieved images (relevant and irrelevant)

when using various objects and different number of objects.

We applied the evaluation criteria to our system, all points are explained in

detail, and we summarised them in atable.
The important features in ICIIR System are:

e The images stored in our system are not duplicated. In other words, some
images may be placed in more than one category yet it only appears once in
the database. Thiswill assist in saving some space.

e Asfor objects in the images, every category has some essential objects that
must be contained in the image. Also as in most images other non-essential

objects could be present.
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e Using conditions such assupporting factor values when retrieving images
will result in a more precise search reducing ambiguities. The outcome will
be the retrieval of more relevant and less irrelevant images.

e The results obtained from the experimentsensured quite accurate image
searches to match the user’s needs. Furthermore, the precision results are

quite fine verifying quite good search accuracy.



Chapter 9

Conclusion

9.1 Summary of Contributions

Implicit Concept-based Image Indexing and Retrieval is one of the most
important functions of Visual Information Systems. In this thesis, we developed an
improved method for theimage storage and retrieval. This method involvedthe
construction of a new algorithm, which involved the development of techniques to
enable components of an image to be categorised on the basis of their relative

importance. Thus the storage of images involved an implicit, rather than an explicit,

indexing scheme.

Retrieval of images will then be consequence by application of an algorithm
based on this categorisation, which will allow relevant images to be identified

quickly, and thus alow these images to be researched for reguireddetails.

249
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Conseguently, the search time involved in locating target images will be considerably
reduced, providing a more responsive and more productive system. A secondary aim
is to research existing methods of storing and retrieving images from a database, and
to quantify the performance characteristics of the most effective existing methods, in
order to provide a basis upon which to evaluate the performance of the algorithm

developed inthisthesis.

We summarized the major points and contributions of this thesis below:

Literature Review

There are two methods of modelling and retrieving images:

e Concept-based methods: Allows the search for images using keywords or form of
natural language.
e Content-based methods: Allows the search for images by image contentsusing

characteristics such as colour, shape or texture.

Both methods are indexed and retrieved in a different manner. Thereare

problem with each method for both aspects of indexing and retrieval:

o Concept-based methods problems: Sometimesbriefly include, descriptive
difficulties of images, time consuming and incomplete text description in some
cases.

e Content-based methods problems: Include errors such as, shapeand colour

complications and the method is also not rich in image semantics.
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The concept-based method has been selected in our research due to itshigher
success rate in many important areas. It also provides a technique for incorporating

domain knowledge into auser’s query.

Forward and backward chaining are two storage and retrieval methods. Forward
chaining involves beginning from the known data and proceeding forward with the
data. Backward chaining, on the other hand, involves an expert system setting a goal

with the inference engine attempting to find the evidence to establish it.

I mage Organization

The image collection and the selection rules are presented. Our current system
isused for categorizing images in collections, where images tend to fall into multiple

categoriesin thereal world.

Theimage collection contains multi-objects, and the rules control the image
categories. There are certain relationships between objects in an image, which are; a

Composite Relationship, Is-A Relationship and Aggregation Relationship.

Image indexing consists of many discrete object types, where there are three
object types (Low-level object, Mid-level object and High-level object), which gives
agood presentation. The object levels are built in a way that, some low-level objects
constitute a mid-level object, and in turn, some mid-level objects congtitute a high

level object.

An image can be located in any category provided that it contains objects

satisfying the category rules.
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M easur es of the Reliability of Facts

Every object is given multiple attributes; these attributes are extracted and
computed in order to be stored in the database. The attributes will be used for

retrieval of desired objects. These attributes are as follows:

e Objects Number: The principal means of identifying objects within an object set.

e Objects Name: Suitable description of an object.

e Objects Image: The image address.

e Objects Weight: A measure of the significance of an object in its set in an image.

e Objects Availability: A measure of the expected probability of the object’s
appearance in an image.

e Objects Supporting Factor: A measure of the dependence of the appearance of a
high-level object on this object.

e Objects Value: Computed by multiplying together the object's weight,
availability and supporting factor.

e Objects Rule Significant Factor: A measure of the total appearance of all object
components in a certain image divided by the total appearance of all objects for
the same object’ s name in the database.

¢ Objects Weight in Image: A measure of the importance of an object in the image.

e Object’sDensity: Equivalent to the area occupied by the object in the image.

e Object’s Type: An object’s type describes the object level in an image (low- level,

mid- level, high-level objects, etc).
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Mathematical Equations were created and used to compute the different object

attribute values.

Imagelndexing

The images must be indexed in a way that is easy to store and retrieve. Our
indexing method is based on the fact that several atomic indices, which will be able to
define intermediate indices and intermediate indices will be able to define higher
indices. This approach involved developing algorithms for the storage and retrieval of
image data from databases using a methodology that incorporates implicit image

indexing. A higher level index can be built from lower level indices.

The basic steps of the indexing algorithm are as follows:

e Suitable images collected and stored in image folder
o Dataextraction
e Computethe fact attributes' values

e Savetheinformation

ImageRetrieving

Our method concentrates on matching subparts of images, defined in a variety
of ways, in order to find particular objects. It is obvious that the use of fuzzy logic

and supporting factors lead to improvements of both precision and recall.

Theretrieval algorithm follows four steps:

e Userinterface: User enters details about their specific search.
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e Dataprocessing: Details will be processed and checked.
e Output: Matched images are displayed along with extrainformation.

e Feedback: User states feedback to help improve search in the future.

There are twoman searching aspects used, both having many methods

involved. These aspects are:

e Approximate image search: When a user enters a certain object with a supporting
factor value above a threshold, the entire category is displayed, including those
images without the entered object. This also applies for multiple objects. A few
methods can be applied for this search, which are; the Joint ObjectsSearch,
Separate Objects Search and Backward Objects Search.

e Exact Image Search: The user can enter an object name as well as many
supporting objects to be components of the entered object. The user can also
specify certain details about the supporting objects such as weight, density and

availability. Theresult is an exact match of the user’s entered data.

System | mplementation

The programming language used to implement our system is Active Server

Pages (ASP). Asfor the database to store our data, Oracle9i is used.

The architecture of the ICIIR system can be divided into a number of managers
which are; User Interface (Ul), Transaction Manager (TM), Storage/Retrieval
Manager (SRM), Query Manager (QM), Display Manager (DM) and Interpretation

Manager (IM). These are thoroughly explained in Chapter 7.
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The ICIIR Engine Evaluation is assessed with various criteriaincluding; System
Scope, System Search Options, System Performance, System Presentation and

System Support. These are used to evaluate our system and determine its efficiency.

Experimental Results

This chapter experiments the different methods of the Approximatelmage
Search. The datais entered in different tables and graphs, reporting the relevance and
irrelevance of the images displayed, when different objects or different number of

objects are used.

The datafor implicit and explicit indexing is compared. Our research makes use
of implicit indexing, which was found to be reasonably accurate despite the objects
used to retrieve images not actually being indexed. We tested the precision to ICIIR,
and the results were found to be quite accurate in retrieving images meeting the user’s

gueries.

9.2 Limitations

The high-level abstractions and concepts can be easily expressed in concept-
based methods, the query can be easily issued and the user interface is very ssimple,
and the standard text retrieval techniques can be used for image searching, where the
text retrieval techniques have been highly developed inthe information retrieval
system. There are many more advantages of the concept-based retrieval system, but it

still suffers from anumber of limitations, some of which are:
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e The understanding of animage depends on different levels of knowledge and
experience.

e Organising the description of a picture’s subject matter in such a way that the
picture can be most certainly and efficiently retrieved has to beconsidered
carefully.

¢ Itistediousand time-consuming to associate keywords or text with each image.

e Some features are very difficult to describe with text, some special textures and
complex shapes can’t be clearly represented.

e Text description is sometimes incomplete. It is possible that some image features
may not be mentioned in textual description, and thisis time consuming.

e Text description is sometimes subjective. Different indexers or even the same
indexer may describe the same features with different terms or different features
with the same terms.

e Decomposing the image to its components is not easy and many experts can use
different ideas, for example, some indexers may consider a table' s objects to be
primitive, while others may decompose the table to many objects.

e Determine the objects inside images is still suffering from many problems, this
leads the indexer the do this job manually, which is another time consuming task

e Therelationship between objects makes it difficult when making any changes and
inserting any new images, which may lead to the need of changing some or all of
the objects’ values.

e The collection of images which satisfy our rules sometimes require that copyright

fees are met, which will cause the loss of more funds.
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9.3 FutureDirections

Many theoretical and practical research methods may be possible in the future.

Some of these are listed below:

Sore the data in XML documents it is easy to edit data by making use of a text
editor rather than a complicated database tool. XML files can be easily backed up,
uploaded and downloaded by/to the clients. When a relational database is used,
installing and supporting a separate server process is required that needs a
database administrator. The knowledge of SQL queriesis required for relational

databases. Entity relationship schema or normalizing the tables is not required for
XML. XML format is hierarchical rather than relational which is used in
traditional relational databases. If one element contains another element then they
are treated as parent and child elements and are designed in a structured manner
rather than using a join table. XML becomes a stronger and programmer friendly
database for storing, browsing and searching.

Objectsrecognition: when using a system thatis able to recognize the objects
inside the image and then store these objects automatically, the objects values of
al its attributes will be automatically computed and stored in the database, this
will save time.

Combinebetween content-based and concept-based methods: combining our

systemwith the content-based method could help describe the objects alittle

more.
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Appendix A: System Pages
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Search - DB Search -DB Collection Search - Col. Search - Col.
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Records Records Records Records

Figure A.1 The System’ s Pages Structure
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The Main Page

As usua every project has a home page with all the other pages linked

together, which can be accessible viathis home page. The first page in this project is

home.asp, its address appears in the browser address field as shown in Figure A.2.

/3 home.asp - Microsoft Internet Explorer o [=[ B}
File Edt Wew Faworites Tools Help ‘ f,’

3 R 1
@Back > R |£| Ig l\l | /-  Search ‘;\}_’ Favarites ‘T

Tt ) 'ﬁ

Address I@j http:fisuzuld, vu.edu, aufimageproject2004/home. asp

j Go |Lmks

GDLJg]E-I j||G\Search - @ glﬁsblocked "fcheck - I Autolink ~ || AutoFl EOptiuns &
vl j @ Find it ﬁ Reference “. Highlight [_g 12blocked ~ Screensavers.com @ Games @ Smileys

VICTORIA | ANEW
UNIVERSITY | tHouckt Image Indexing and Retrieval Systems

THE MENU Welcome

This page created by School of Computer Science and Mathematics at Victoria University of Technology. any one
welcome to use this page to search images adventured by us. User comments are highly required to improve our system

to mest our users neseds,

Research Purpose:

Thiz research focuses on Implicit Concept-based Image Indexing and Retrieval (ICIIR), and the objects of it are two-fold:

1. The primary aim is to develop an improved method for the storage and retrieval of images, This method will invalve
the construction of algarithm, which involves the development of techniques to enable components of an image to
be categorised on the basis of their relative impaortance. Thus the storage of images will invalve an implicit, rather
than an explicit, indexing scheme, Retrieval of images will then be effected by application of an algorithm based on
this categaorisation, which will allow relevant images to be identified quickly, and thus allow these images to be

researched for required details,

. & secondary aim is to research existing methods of staring and retrieving images from a database, and to quantify
the perfaormance characteristics of the most effective existing methods, in order to provide a basis upon which to

evaluate the perfarmance of the algorithm developed in this research.

Today's date is: Sunday, January 01, 2006 Time: 5:47:30 PM

FYAdobe - Y_’ - é-l j Search |- | - &2 | FAmal ~ itd Finance ~ @ My Yahoo! ~ <ZMews - §bMusic ~ B Movies -

School of Computer Science and Mathematics

-
[ &] Dane [ ’_’_’_’_ # Internet v
i start D8 % Msh Messenger | g’) RealPlaver: hathehi lala. .. | ) PhD-2005-Dec- - FINAL | @ Appendix A - Pages Str... “@ home.asp - Microsoft... é ‘ « j! %%& N s47pm

Figure A.2 Project’s Main Page
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The home page “ Project’sMain Page” contains many options including:

Home Page: the starting point.

e |Image Search: To search for and display desired images from theimage
collections. This option contains many sub-options of image searching, with
every image incorporated with some information.

e |mage Maintenance: This option is used by the Staff/Administrators and alows
themto add, modify or deleterecords and give them the power to display all
records in tables from the database.

e Contact us: Display the methods of contacting the Staff/Administrators.

e ResearchGroup: Display the researchgroup and related information (e-mail

address, wed site, etc).

The following sections explains the uses of all options and sub-options of our
system and examines their purposes, how to use them and includes theimage of

different pages used for every option.

| mage Sear ch

The user selects the ‘Image Search’ option; the main page of Image Search

appears containing two main options as shown in Figure A.3.
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Image Search
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+ Approximate Image Search
Display images may contain the entered object{s) nameis). Anyway, the display images could not contain the
entered object(s). The displayed images is indexed form the image group may contained the entered object(s)
from high to less

+ Exact Search Image
Display images matches the entered object name and contained the entered supporting object(s) as
compaonents of the entered object, the display images must containfor does not contain the supporting objects
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Figure A.3 Image Search Main Page

Approximate Image Search

When the user selects the first option of Image Search, an Approximate Image
Search page appearswith six sub-options under this option, three of them used for
different search objects from our database and the remaining three used for search
objects from specific image collection, these sub-options are shown in Figure A .4.

and are;

e DB Joint Objects Search.
e DB Separate Objects Search.

e DB Backward Search.
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e Collection Joint Objects Search.
e Collection Separate Objects Search.

e Collection Backward Search.

2} Search Images - Microsoft Internet Explorer ol x|
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Approximate Image Search
Your are here: Home > Image Search »Approximate Image Search
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« DB Joint Objects Search:

Display images from the database that may contain the entered object(s) ar relative objects

« DB Separate Objects Search:
Display images from the database that may contain the any of the entered ohject(s) or relative objects

« DB Backward Search:
Display images that may contain objects within the entered object from the image database "Backward"

Collection Joint Objects Search:
Display images that may contain any of the entered object{s) from the image collection

Collection Separate Objects Search:
Display images that may contain the entered object(s) from the image collection.

Collection Separate Ob

TS « Collection Backward Search:
|&] Done [ [ [ | |4 meemet 7
:t;'startl D8 » 38 MSh Messenger | G2 RealPlayer: ha... | () PrD-2005-Dec... | ) appendix - ... [[&]search tmag.. ] 0ocumenti - ... | #Medtpios-[Lefe.. | 2|« BEIEHER AN s53pm

Figure A.4 Approximate Image Search Main Page
DB Joint Objects Search.

By selecting the first sub-option of the Approximate Image search, a “Joint
Object Search” page appears, the user enters the objects names that may be found in
some image categories and then submits the search, a list of imagesis displayed,
theseimages are displayed in pages as shown in Figure A.5, with every page
containing 20 images. The number of pagesmay contains relevant images is aso

displayed, giving the user the ability to a specific page.
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Search May Contai crosoft Internet Explorer
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Figure A.5 DB Joint Objects Search

e AN sisarm

The user can enlarge any image of the displayed images by clicking on it; the

image enlargement is shown in Figure A.6.
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Figure A.6 Image Enlargement
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DB Separate Objects Search.

Thissub-option uses the same imageretrieval method as “Joint Objects
Search” with the query varying as the * Separate Objects Search” searches for any
imagethat may contains the entered objects, commonly resulting in a greater

amount of retrieved images such asfigure A.7.
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DB Separate Objects Search

Your are here: Home > Image Search > Image Search May Contain Object(s)

Enter the object {5) name(s) may contain in some images, the images could contain the entered object(s) and found in
the collection will display, and then press the Submit button to get a list of images if matched. To enlarge any image,
click on it (Click the picture to see a larger version of it).
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Figure A.7 DB Separate Objects Search

DB Backward Search

The third sub-option of Approximate Image Search isused to search objects

which may beincluded in a specific object; this option is called “Backward Objects
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Search”. Figure A.8 show the displayed images when searching for the objects that

may contain in the object of “Wrestling”.

E il
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DB Bakward Object Search

Your are here: Home > Image Search > Tmage Search May Contain Object{s)

Enter the object (£) name(s) may contain in some images, the images could contain the entered object(s) and found in
the collection will display, and then press the Submit buttan to get a list of images if matched, To enlarge any image,
click on it {Click the picture to see a larger version of it).

Enter First Object Name
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Figure A.8 DB Backward Objects Search

The last three sub-options of the Approximate Image Search are similar to the
first three sub-options. The first three sub-options retrieve images from the database

where as the | ast three sub-options retrieve objects from a specific image collection.
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Exact Image Search

‘Exact Image Search’ page appears containing many different sub-options explained

in details in this section. These sub-optionsare listed below and shown in Figure

Whenthe user selects the second option of ‘Image Search Home Page, the

A.9:

Search Images Included Specific Supporting Object(s).

Search Images Excluded Specific Supporting Objects.

Search Images Included and Excluded Specific Supporting Objects.
Search Images using different weights of Supporting Objects.
Search Images using Images Availabilities.

Search Images using different densities of Supporting Objects.

2 search Images - Microsoft Internet Explorer =101 x|
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Exact Image Search

Your are here: Home > Image Search >Exact Image Search

Search objects included specific supporting object(s):
Display images matches the entered object name and contained the entered supporting object(s), if there is any.

upporting Objects

Search objects excluded specific supporting object(s):
Display images matches the entered object name and does not contain the entered supporting object(s), if there
isany

Search objects included and excluded specific supporting object(s):
Display images matches the entered object name and contained the first group of entered 5.0s. and does not
contain the second group of the entered supporting object(s), if there is any.

Search objects contained specific supporting object(s)’ weights:
Display images matches the entered object name and the selected level of objects to be contained in the
entered ohject (the displayed images)

Search objects by availablity: =
& bone: - e

page 284
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Figure A.9 Exact Image Search Main Page



Appendix A. System Pages page 285

Image Search Including Specific Supporting Objects

When the user selects the first sub-option of the Exact Image Search, a new
page will appear. The user enters the desired object name in the first field. Inthe
next fields, the user can enter up to six supporting object names to be components in
the desired images, which are optional and then submit the query. Thesystem
checks the object name, if not found it will check the thesaurus for the entered name
and when found, the system will look for all images having the name found in the
thesaurus. The same procedure used to check the object name is used for the entered
supporting objects names, if there are any. The images that match the user’ ssearch

will be listed on the screen as shown in Figure A.10.
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Search Images using Supporting Object{s)
Your are here: Home > Search Images > Using Supporting Object(s)
Enter the object name, the first supporting object, the second supporting object, ..., the sisth supporting object (all
optional), which contained in the entered object, and then press the Submit button to get a list of images if matched,
To enlarge any image, click an it
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Figure A.10 Image Search using Supporting Object(s)



Appendix A. System Pages page 286

Image Search Excluding Specific Supporting Objects

When the user selects the second sub-option of Exact Image Search Page, a
new page will appear. The user enters the desired object name in the first field. On
the other fields, the user can enter the supporting objectsnames that are not
contained in the desired images, and then press the Submit button. The images that

match the user’s search will be listed on the screen as shown in Figure A.11.
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Search Images without Supporting Object(s}

Your are here: Home > Search Images > Using Supporting Object(s)

Enter the ohject name, the first supporting object (Optional), the second supporting ohject (Optional), ..., the sixth
suppaorting object (Optional), which not contained in the entered object, and then press the Submit button to get a
list of images if matched .. To enlarge any image, click on it.
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Figure A.11 Image Search without Supporting Objects

Image Search Including/Excluding Specific Supporting Objects

Thethird sub-option is to display images which containing specific objects and

exclude some other specific objects. The user enters the object name and then enters



Appendix A. System Pages page 287

up to three supporting objects to be represents in the display images and also enters
up to three supporting objects that are to be excluded in the display images. The
procedure is similar to any sub-option of searching images which contain supporting
objects or searching images which do not contain specific supporting objects, this

sub-option shown in Figure A.12.
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Your are here: Home > Search Images > Using Supporting Object{s)
Enter the object name, and then the supporting objects. The first three field is for the supporting objects to be within
the display images (Optional) and the othere three filed is to omit the images which contain any or all of the entered
supporting objects (Optional). Press the Submit button to get a list of images (if matched) .. To enlarge any image,
click an it
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Figure A.12 Image Search with/and without Supporting Object(s)

Image Sear ch using Weights of Supporting Objects

When the user selects the fourth sub-option of the Exact Image Search Page, a
new page will appear with two variables (fields). The user enters the desired object

name, and then selects the supporting objects’ weights levels to beincluded in the
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displayed images from the drop-down menu and then submit the search. The system

checks the entered object name and the selected weight level, when found, a list of

imagesis displayed as shown in Figure A.13.
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Search Images Using Objects' Weights

Enter the object name and select the ohjects weights’ level{s) to be contained in the retrieved images, and then press the
Submit button to get a list of images if matched .. To enlarge any image, click on it.

A = all levels of objects’ weights, M = medium and High levels of objects’ weights, and H = high levels of objects® weights

Your are here: Home > Search Images > using Objects’ Weight
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Figure A.13 Image Search using Objects Weights

Image Search using Availabilities

The user selects the fifth sub-option of the Exact Image Search Page; the
Search Images using Availability sub-option is displayed. The user enters the object
name and selects the object availability levels from the drop-down menu then submit
the search, the system checks the entered object name and the selected availability

level, when found, alist of imagesis displayed as shown in Figure A.14.
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/A Display Images using Avail. - Microsoft Internet Explorer = [l |
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Search Images Using Availabilities

Enter the object name and select its availability, and then press the Submit button to get a list of images if matched .. To
enlarge any image, click on it.

Your are here: Home > Search Images > By Availablity
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Figure A.14 Image Search using Availabilities

Image Search using Densities

This sub-option of image searching uses density functions in the same manner
as search images using supporting objects; it usesan extra condition for every
supporting object, which isthe level of its density to be selected from the drop-down
menu. The user enters the image name, the supporting objects and selects the density
levels of the entered supporting objects and then submits the search in order to get a
list of desired images. The system checks the entered object name, the supporting
objects names and the density level of every entered supporting object, and when

found, alist of images displayed as shown in Figure A.15.
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Search Images using Supporting Objects' Densities

Enter the object name and select its density, the first supporting object and select its density (OPTIONAL), the second
supporting object and select its density (OPTIONAL), and then press the Submit button ta get a list of images if matched .. To
enlarge any image, click on it.
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Figure A.15 Search Images using Supporting Objects’ Densities

Image Maintenance

The Image Maintenance option is the second optionof the Home page

navigation menu. This page consists of many sub-options, and each sub-option has

its specific role. The sub-options of Image Maintenance dtart

when

staff/administrators clicks the Image Maintenance option from the Home page, a

Login page appears as shown in Figure A.16.
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THE MENU
Staff / Adminstration Section

Yourarehere: Home > Seardh Inages

Please enter your user name, password and then click the Login button to access the maintenance page

Staff/ A trator only
User Name .

|Password |[eeeese |
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If forget your passwaord please contact administratar
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Figure A.16 Staff/Administration Main Page

The staff/administrator has to enter user name and password, if an eligible user
name and password are entered, the next page displayed will contain thedifferent
sub-options of the Image Maintenance page as shown in FigureA.17, if not
successful, they must either try again or check their user names and passwords with

theadministrators.
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Images Maintenance Transactions
MAINTENANCE MENU

Your are here: Home > Image Mainienance

+ Facts data Transactions
used to add, modify and delete low-level fact revords.
+ Facts details Transactions
used to add, modify and delete facts detads & inelusion factor recard/s.
+ StaffMembers Transactions
used to add, modify and Delete staff membess recard/s.
+ Display Records Transactions
used to display all zecazds from the different levels.
+ Help Option
used for additional option.
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Figure A.17 Image Maintenance Transaction Main Page

The staff/administrator maintains the database from time to time; they create
new records, modify and delete records as well as display records of the different
object levels of objects in database. The maintenance transactions sub-optionsare

illustrated in this section.

Object Data Transactions

When the staff/administrator selects the Object Data Transaction option, the
Object Data Transaction page will appear as shown in Figure A.18. This page has
two sub-options; the first sub-option is used to add a new record and the second sub-

option isto modify and delete arecord from an object datafile.
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‘our are here: Home > Maintenance » Fact Dats Transactions

Object Data Transactions

e Add New Record:
used to add fact data record/s to the fact data fils
+ Modify / Delete Record:
used to modify or delete fact data record from the fact data file

sl ]
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Figure A.18 Object Data Transaction Page

e Add a New Record

If the staff/administrator selects the first option, Add a New Record Page
appear, as shown in Figure A.19. The staff/administrator fills the form and then
presses the Submit addition button, the record will be saved in object data file; here

the staff/administrator can enter as many records as needed.
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Fill in the Fact data form, then press the submit button, and do the same i you have more than one recard,
Fact Number |Gar001 Fact Name |Flowers
FactType |1 Fact Density |3
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Figure A.19 Add New Record “Object Data’

e Modify or Delete Record

The next page is used to modify and/or to delete a record. When the
staff/administrators choose the second sub-option of Object Data Transaction Page,
a Modify/Delete Record Page will appear as shown in FigureA.20; the
staff/administrator enters the object number in which they wish to modify or delete,

and then submit their query.
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Figure A.20 Modify or Delete Record “ Enter Object Data Number”

The system checks the entered number, if found, a new page will display as
shown in Figure A.21, containing the desired record, at the end of the appeared

record there are alinks to Modify or Delete the record.
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‘ur are here: Home > Maintenance > Update | Delate Object Datails

ModifiDelete Record
Enter the fact numbez, then press the Submit button to get the record you want to modify/delete

Note: This page allows you to display, edit and delete record from facts file.
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Figure A.21 Modify /Delete Record “ Display Object Data Record “
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If the staff/fadministrator selects Modify link, a new page will appear

containing all the information about the desired object as shown in Figure A.22, the

staff/administrator can make the required changes and click the Update button to

save the changes.

fsuzuki.vu.edu.au/imageproject2004/updatefacts.asp?fid=gar001 - Microsoft Internet Explorer
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atalls
e —
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Figure A.22 Modify Record of Object Data

When the staff/administrator selects the Delete link, a warning messagewill

displayed, if the staff/administrator selects the delete option, the record will be

deleted from the database and a message will appear showing that the record has

been deleted successfully.
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Object Details Transactions

When the staff/administrator selects the second option of Image Maintenance
Main Page, the Object Details Transaction option page appear, the Object Details

Transaction page will appear as shown in Figure A.23. This page contains four sub-

options as follow:
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‘our are here: Home > Maintenance = Cbject Details Transactions
Object Deteils Transactions
+ Add New Record:
used to add object data record/s to the obiect data file
+ Modify  Delete Record:
used to modify or delete object data record from the object data e
« Inclusion Faciox:
update the inclusion Factor
« Change weight:
update the cbject weight.
|
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Figure A.23 Object Details Transaction Page

e Add a New Record

The first sub-option of the “Object Details Transaction” is the “Add New

Record” option used to add new record.
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Theprocedures of adding a record to the object details file follow the same
procedure as in Object Data Transaction explained previoudy in this section. The

Add Object Details record transaction is shown in Figure A.24.
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School of Computer Science and Mathematics

VICTORIA ANEW
UNIVERSITY | TiouGHT Image Indexing and Retrieval Systems

Add New Records for fact details file

Fill i the Fact data form, then press the submit button, and do the same if you have more than one record,

Child Mumber gar01 Parents Number |gar003
Image Address garh01 jpg Fact Weight |3
Fact Availability 1 Notes Flowers|

Submit addiion

I]
& [ [@ mtermet P

[ ;
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Figure A.24 Add Object Details Record

The Modify/Delete Record from an Object Details file option is follow the

same procedure used to Modify/Delete Record from an Object Data file which was

explained earlier in this section.

e Add Supporting Factor

The third sub-option of the Object Details Page is used to add the supporting
factors, which build the relationship between different objects (the higher-level

object and its components of the lower-level objects). When the administrator
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selects the third sub-option, the Add Supporting Factor page will appear as shown in

Figure A.25.
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Inclusion Factor Transactions

Fill in the Inclusion Factorss details form then press submit button, and do the same if
you have more than cne record.

Inclusion Factor Details
Lower-Level Ohject's Number ||gard01

Higher-Level Object's Number|[garid3

Inclusion Factor Value 074

Submit I
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Figure A.25 Add Supporting Objector

The administrator fills the form and then submits the transaction, the
supporting factor value will be saved in the object details file; and then some other

computed value will occur.

e Update Objects Weight(s)

Thefourth sub-option is used to update theobjects weight. When the
administrator selects the fourth sub-option of the Object Details Page, the Update
Objects Weight page will appear as shown in Figure A.26. The administrator fills

the form, which contains the new objects’ weight and then submits the changes, the
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entered objects weight will be saved, and the objects’ value will be recomputed
based on the new weight. The new computed value of the lower-level objectwill

replace the object’s old value in the higher-level availability field, which it belongs

to.
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‘our are here: Home = Maintenance = Lpdat weight Transactions,
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Figure A.26 Update Object’ s Weights

e Update Objects Availabilities

The user can update the Object’ s availability, which is normally used for the
non-primitive objects by selecting this sub-option, the user enters theobject’s
number and the object’s parent number and then the rule significant value of the
object, when the user presses the Submit button, the object’s availability will be

updated, Figure A.27 shows the page used for updating the availabilities.
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Figure A.27 Update Object’ s Availabilities

Staff/IMembersTransactions

When the administrators select the Staff/Members Transaction option, the

Staff/Members Transaction page will appear as shown in Figure A.28. This page

has two options:

These are the * Add new record’ and ‘Modify/delete record’ and are used by

the administrator to add or change data from the administrator’ s/staff’ sfile.
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our are het Low-level Transactions

Staff { Members Transaction

+ Add New Record: used to add low-level record/s to Staff / hembers file

« Modify / Delete Record: used to modify or delete low-lewvel tecord from the Staff/ Members file
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Figure A.28 Staff/Administrators Main Page

e Add New Record

If the administrator wants to add a new record, the administrator must choose
the first option; an *Add Record’ page will appear as shown in Figure A.29. The
administrator fills the form and then submit the transaction, the record will be saved
inthe staff/members file; here the administrator can enter as many records as

needed.
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Figure A.29 Add New Member

Modify or Delete Record

When the administrator chooses the second option, a Modify/Delete Record

page will appear; the administrators need to enter the staff/member number, and to

submit the transaction. The system will check the entered details and if found will

display the record. At the end of the displayed record there is a link for Modify and

Delete. If the Administrator wants to modify the record, thenthey will select the

modify link, a new page will appear containing all the information about the object,

the

administrator will make the required changes and submit the changes to be

saved. This procedure is the same as we did for the Object Data and Object Details

files.
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Display Records Transaction

When the Administrator selects the Display Records Transaction sub-option,
the Displayed Records Transaction page is displayed as in Figure A.30, this option
contains four sub-options. Display low-level records, display mid-level records,

display high-level records, and display all records.
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Display Records Transactions

* Display Low-level Records
used to display all Jow-level record/s
+ Display Mid-level Recoris
used ta display all mid-level record/s
+ Display High-level Records
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Figure A.30 Display Records Transactions Main Page

If the administrator selects the first sub-option (Display low-level records), all
records of low-level objects in the database will be displayed; thisis clarified in the
table shown in Figure A.31. The object types are al equal to 1 meaning they’re al
low-level objects. To display all records of mid-level objects and high-level objects,
the administrators have to select the second or third sub-option; it will follow the

same technique of displaying all records as the low- level objects.



Appendix A. System Pages page 305

o [= )
File Edt View Faworites Tools  Help ‘ "
@k - ) - (%] (2] (0| O searh §prevartes 63| 2- L2 LI B
nddress [&] ¢ u,2dU geproject20 rds ap 8= ‘ﬁ
Google - | || [Clsearch +| 52 Sh1345blocked | A check - Autolink ~ | AuicFl B Options
- [27sep19%0 =] (& Findit (@ Reference . Highight @ 6blocked - Screensavers.com @Y Games () Smieys
FAdobe - YW - & T[searct [-|E3- @4 &7 | Eamal -+ i Finsnce < @ Myvehoo! - & News - T Music - & Sport -

School of Computer Science and Mathematics

VICTORIA &#‘E

UNIVERSITY | ThouGi Image Indexing and Retrieval Systems

-
=2

[*our are here: Home = Maintsnance = Display all Records

Display All Low-Level Facts Records

Object No. Object Name pe | Density | Weight | Awvailability | Value | Weightinimage | Image Address
1 02

500 test through Oracle 1 062 0.6 1 test

beall Sand 1 02 0.5 1 05 0.9 bealllLjng

beall2 Water 1 06 05 1 05 0.9 bealllLjpg

bealld Sand 1 02 0.5 1 05 031 bealliZjpg

beall9 Water 1 07 05 1 05 031 bealliZjpg

beall3 Sand 1 02 0.5 1 03 0.143 beallldjog

beal2] Sand 1 03 0.5 1 03 0.133 bealld.gif

beal2d Water 1 02 0.5 1 03 0.133 bealld.gif

beal33 Sand 1 02 0.5 1 03 0.163 beald.gif

beal3d Water 1 03 0.5 1 03 0.163 beald.gif

beald2 Sand 1 [ 0.5 1 03 0.193 beallifjpg

bealdd Water 1 03 0.5 1 03 0.193 beallifjpg

bealst Sand 1 0.5 0.5 1 03 0.19 bealll7jpg

beals?2 Water 1 [ 0.5 1 03 019 bealll7jpg

beal3t Sand 1 02 ] 1 03 0.5 beall8 gif

beansd Water 1 03 03 1 03 0.5 beall8 gif

bealét Sand 1 03 0s 1 03 02 beallljpg

bealsd Water 1 05 05 1 03 03 bealld jpg

beal? Sand 1 02 0s 1 03 019 beallljpg =
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Figure A.31 Displays Low-Level Object Records

If the administrator selects the last option (Display all-levels of records), all
records of different levels of objects in the database will be displayed, this is shown
in Figure A.32, the object types of all records vary, the number of each type relates
tothe object level, 1 = low-level objects, 2 = mid-level objects, 3 = high-level

objects.
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[*our are here: Home = Maintsnance = Display all Records

Display All Records for all levels

Object No. Object Name pe | Density | Weight | Awvailability | Value | Weightinimage | Image Address
1 02

500 test through Oracle 1 062 0.6 1 test

beall Sand 1 02 0.5 1 05 0.9 bealllLjng

beall2 Water 1 06 05 1 05 0.9 bealllLjpg

beall3 Shore z 03 038 1 038 038 bealllLjpg

bealld Open Area z 05 038 1 038 038 bealllLjpg

beall3 Trees z 02 023 1 013 023 bealllLjpg

bealld Beach 3 1 1 059 039 1 bealllLjpg

el Sand 1 02 0.5 1 03 031 bealliZjpg

beally Water 1 07 0.5 1 03 031 bealliZjpg

bealld Shore z [ 0.42 1 042 0.42 beallizjpg

bealll Open Area z 0.5 0.42 1 042 0.42 bealliZjpg

beall2 Movuntaing z [ 0.6 1 0.06 0.6 beallizjpg

bealld Beach 3 1 1 [ 09 1 bealliZjpg

bealls Sand 1 02 0.5 1 03 0.143 beallldjpg

beadl? Shore 2 ] ] 1 03 0.143 bealll3jpg

beadl? Shore 2 03 029 1 020 029 bealll3jpog

beall8 Open Area 2 0s 029 1 02 029 beallldjpg

bealld Trees 2 02 017 1 01 017 beallldjpg
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Figure A.32 Display All Records

A.5.4 Other Options

The user may want to contact the administrators for any further inquiries. The

user may select one of the remaining options (Contact Us or Research Group).
Contact Us

When users selects the option “Contact Us”. The next page will appear as
shown in FigureA.33. If the user wants to send a message to the

staff/administrators, they can use the link “ Send Email”.



Appendix A. System Pages

page 307

2} UnContact.asp - Microsoft Internet Explorer ol x|
File Edit View Favortes Taols Help ‘ -
Q- O 2 & (| Do oo B[ L B B

Address [ €] Ftepiifsuzuki. v edu. aufimagepraject2004fUnCantact asp B> E ‘ﬁ
Google - | || [Clsearch +| 52 Sh1345blocked | A check - Autolink ~ | AuicFl B Options

- [27sep1o%e =] (& Findit (@ Reference . Highight @ 6blocked - Screensavers.com @Y Games () Smieys

[ (S =T

4l Finance = @ My ahoo! ~ T Music + (3 Sport -

& isws -

School of Computer Science and Mathematics

Image Indexing and Retrieval Systems

Contact Administralors
Victoria University
School of Computer Science and Mathematics
Phore: +61 3 9688 4000 / 9919 4400 Fax: +61 3 9689 4069,/9919 4050
P.0.Box 14428
Melbourne City MC VIC 2001

AUSTRALLA

Send Email

&

[ [ [ mtemet

4

Figure A.33 Contact Administrators

Research Group
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To contact the research group for further inquiries, a user can also select the

‘Research Group’ option, The Research Group pagedisplayed shown in Figure

A.34.

If the user wants to send a message to the research group, he/she will press the link

“Email Contact” which is located under the particular member’s details. The user

can also enter the contact’ sweb page if oneis available.
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Research Group
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Prof. Clement Leung

BSc(Math), McGill University - Canada

M.Sc (Statistic), University of Oxford - UK

PhD (Computer Science), University College, Landan University - UK
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BSc{Hons), M5c, DinComp,

Diploma of Education, Melb University
PhD, Manash University

P on : Senior Lecturer
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Figure A.34 Research Group
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