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Abstract 

 This thesis focuses on Implicit Concept-based Image Indexing and Retrieval 

(ICIIR), and the development of a novel method for the indexing and retrieval of 

images.  

 Image indexing and retrieval using a concept-based approach involves 

extraction, modelling and indexing of image content information. Computer vision 

offers a variety of techniques for searching images in large collections. We propose a 

method, which involves the development of techniques to enable components of an 

image to be categorised on the basis of their relative importance within the image in 

combination with filtered representations. Our method concentrates on matching 

subparts of images, defined in a variety of ways, in order to find particular objects.  

 The storage of images involves an implicit, rather than an explicit, indexing 

scheme. Retrieval of images will then be achieved by application of an algorithm 

based on this categorisation, which will allow relevant images to be identified and 

retrieved accurately and efficiently.  

 We focus on Implicit Concept-based Image Indexing and Retrieval, using fuzzy 

expert systems, density measure, supporting factors, weights and other attributes of 

image components to identify and retrieve images.  
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Chapter 1 

Introduction and Overview  

 

 

 

1.1 Objectives 

 The objectives of this thesis are two-fold: The primary aim is to develop an 

improved method for the storage and retrieval of images. This method will involve 

the construction of a new algorithm, which involves the development of techniques to 

enable components of an image to be categorised on the basis of their relative 

importance. Thus the storage of images will involve an implicit, rather than an 

explicit, indexing scheme. Retrieval of images will then be achieved by application of 

an algorithm based on this categorisation, which will allow relevant images to be 

identified quickly, and thus allow the search for specific details of images. 

Consequently, the search time involved in locating target images will be considerably 

reduced, providing a more responsive and more productive system. A secondary aim 
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is to research existing methods of storing and retrieving images from a database, and 

to quantify the performance characteristics of the most effective existing methods, in 

order to provide a basis upon which to evaluate the performance of the algorithm 

developed in this thesis. 

 Due to the rapid increase in hardware and Internet capability, visual 

information, incorporating image storage and retrieval, has become a feasible source 

of information for many consumers. The technology for Visual Information Systems 

(VIS) is more urgently needed than ever before. What is needed are new 

computational methods to retrieve, index, compress and uncover pictorial 

information, new algorithms to allow access to very large databases of digital pictures 

and videos, as well as new systems with visual interfaces integrating the above 

components in new types of image databases. The construction of VIS represents a 

radical departure from building conventional information systems, and its architecture 

will incorporate fundamentally new capabilities for organising, processing, searching, 

querying and presenting information.  

  Visual Information Systems has a large market with many professions, which 

regard this form of information storage of major importance to their activities. For 

example, the medical profession uses large volumes of digital images to improve 

patient care. Mapping Systems use high levels of spatial data for producing detailed 

maps. VIS is used in advertising, education and training, entertainment, and video 

clips. Satellites and Australian Technology Network (ATN) enable 

videoconferencing, remote database management, distributed image storage and 

processing, plus much more.  
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 Many applications are empowered using visual representations of objects or 

situations, since both experts and naive users can obtain at first glance, more 

information than by reading textual descriptions. 

 Information in a visual form differs from traditional database information in 

many important ways. It requires more space for storage, is highly unstructured, and 

needs some kind of decoding process to determine its semantic content [SETH95], 

[LEUN92]. 

 Management of visual information poses several challenges with respect to its 

storage and retrieval, its delivery and presentation, as well as its querying and 

searches. In order to satisfy the need of new requirements to retrieve images 

efficiently in large databases, many visual information retrieval systems have been 

developed, where the queries are based on both visual content and textual annotation 

in these systems.  

 In the past few years, the increase of picture data has encouraged research into 

the development of image retrieval systems. The limitation of the current image 

analysis techniques necessitates that most image retrieval systems use some form of 

text description provided by the users as the basis to index and retrieve images. These 

techniques are rather primitive at present and they need further development and 

refinement [HWAR00], [LIN99], [BARB95], [BARB94].  

 Many different methods and techniques that have been proposed, largely fall 

into two categories; concept-based methods, which is a text-based approach that 

allows users to post their query either simply using keywords or using natural 
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language, and content-based methods, which is pixel-based that allows user to post 

their query by an example or by image contents (colour, shape, texture, etc.). In this 

research, the focus will be on the concept-based method.  

 Current approaches are not as efficient as is desired for a technology that has 

become increasingly important in the processing of Visual Information System. For 

example, content-based methods have many disadvantages, which are explained with 

more detail later on in this thesis. These disadvantages include: images returned from 

query could be totally different from the target images, ambiguities with a multiple 

domain recall, and restricted access because these methods are not rich in image 

semantics. With concept-based methods, problems exist when extracting meaning 

from images in database applications. It is sometimes difficult to derive an image, 

which captures the meaning and context that the database user desires.  

 Hence, a more effective and more efficient algorithm to store images, which 

will be easy to retrieve, is urgently required.   

 

1.2 Thesis Aims  

 The main aim of this thesis is to develop algorithms for the retrieval of image 

data from stored databases, using a methodology that incorporates implicit image 

indexing and retrieval.  

 We focus on implicit concept-based image indexing as a storage mechanism and 

retrieval as a query mechanism, with the major aim to develop a methodology for 
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enhancing the retrieval effectiveness and overcome many of the current problems 

involved with the retrieval of images in databases. In particular it aims to provide new 

mechanisms for building image data index, which will facilitate query processing and 

retrieval. 

 Since the search effectiveness in an image database is always a compromise 

between the indexing cost and semantic richness, a solution that provides a significant 

degree of semantic richness that simultaneously limits the indexing cost will be 

investigated. 

 We developed mathematical rules that can be used to define image structure by 

analysing image components and assigning weights, supporting factors, densities and 

other properties to the components based on their relative importance within the 

image. This is followed by the computing of the values for each image using the 

mathematical rules to be stored in the database, which can be used to efficiently 

retrieve the desired images.   

 An additional goal in this thesis is to provide a methodology that concentrates 

on matching subparts of images, defined in a variety of ways, in order to find 

particular objects. The approach used is to integrate our concept-based image 

indexing and retrieval method with the use of a fuzzy expert system. From the initial 

returned images, users can select images using partial or complete objects related to 

the images [TURK92].  

     As fuzzy logic is a multi-valued logic that deals with degrees of membership 

and degrees of truth, and uses a continuum of logic values between zero and one, it 
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enables us to qualify the imprecise data represented by subparts of an image. In this 

thesis fuzzy logic is used to compute object densities, which are used for indexing 

and retrieving the images [COX94]. 

 

1.3 Contribution to Knowledge 

 This thesis develops an innovative approach to the indexing and retrieval of 

image data. Current retrieval methods rely primarily on extensive and exhaustive 

descriptions of image data at the point of storage, which is labour intensive and 

considerably reduces the flexibility of retrieval. The proposed research makes use of 

semi-automatic indexing which significantly raise the efficiency of indexing while 

providing richer semantic to aid image retrieval. 

 This approach provides a new and innovative way to specify and view visual 

data across the whole spectrum of applications that involve processing of visual data.  

 

1.4 Summary of Significance  

 This thesis provides new methodologies that increase the performance of 

retrieval algorithms, as measured by the proportion of actual retrieved images to the 

total number of images that satisfy the retrieval criteria. The proportion of successful 

retrievals is increased thus enhancing the effectiveness of applications that 

incorporate these algorithms. Its significance lies both in terms of more efficient 
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image retrieval methodologies and also in terms of a more effective means of 

indexing image data consequent to the point of storage.  

 

1.5 Thesis Organization  

This thesis is organized as follows.  

 Chapter 2 , examines the methods and problems for modelling and retrieving 

images: the concept-based methods and the content-based methods. It also explains 

the reasons for selecting the concept-based method for our research together with 

retrieval engines and evaluation criteria.  

 Chapter 3, describes the image collections used in this research and rules 

construction. It shows that the image collection must represent a good selection of 

multi-object images and also be related to one another. Furthermore, it is shown how 

the rules used to determine the images categories are constructed. The image 

representation is described where the image index consists of many discrete object 

types (low-level objects, mid- level objects, high- level objects etc), which determines 

how different levels of objects were built. The object attributes and relationships 

between objects and its levels are explained as well.  

 Chapter 4, explains in detail the objects and their attributes, and present 

Mathematical Equations used for measuring and computing the different values of the 

objects’ attributes.  These attributes are: the object’s weight, supporting factor, value, 

rule significant factor, availability, density, and weight in image. This chapter 
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demonstrates how the main step of density and fuzzy indexing and retrieving can be 

used for measuring and computing the object density, the steps used to determine the 

density levels and numerical ranges, the degree of membership of density 

components, construction of the fuzzy rules, and the encoding of these rules.  

 Chapter 5 discusses the process of implicit image indexing and its advantages. It 

shows various approaches for image indexing and retrieval system compared with our 

approach. Our method is based on the object that several atomic indices will be able 

to define intermediate indices, which in turn will be able to define higher indices and 

so on. The benefits of this method are also explained.   

 The data structures, creating the tables holding the data collected and computed 

from different level of objects within images are presented and the indexing algorithm 

are developed. 

 Chapter 6 provides a methodology that concentrates on matching images 

defined in different ways in order to find particular objects. This chapter also explains 

that a competent retrieval system should retrieve images that satisfy the user’s needs. 

Tables containing linguistic variables notion for objects’ attributes and their ranges 

using the fuzzy logic are constructed. The supporting objects and the advantage of 

using them when retrieving images are explained. The use of a thesaurus, controlled 

and uncontrolled vocabulary are explained in detail.  

 Chapter 7, describes the system specification; including the hardware and 

software used.  The programming language and the database used for implementing 

the system and the reasons for choosing them are explained. The system architecture 
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and relationship and the roles of all mangers contained in the system architecture are 

explained in detail. We explain our image retrieval engine and evaluation criteria. 

 Chapter 8, experiments to validate different aspects of our research a re  

provided. Analysis of Concept-based Image Indexing and retrieval System is 

discussed with precision and recall being used for evaluating our search strategies. 

 Chapter 9, ends the thesis with the conclusions, the limitation and direction for 

future research.  



10 

 

 

Chapter 2 

Literature Review 

 

 

 

2.1  Introduction 

 Present day information systems are mainly based on alphanumeric 

information. The effective use of visual information for organizational applications 

has been limited and mostly confined to highly specialized applications. Visual 

information systems (VIS) not only substantially enhance the value and usability of 

existing information, but also open up a new horizon of previously untapped 

information sources. Future information systems in commercial and scientific 

applications can be expected to comprise a high visual content, and it is important to 

integrate the visual and image components into the architecture of organizational 

information systems. Although there has always been a demand for visual 

information, the technologies for such systems were either insufficiently mature or 
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unavailable in the past. VIS is now becoming increasingly feasible because of rapid 

advances in hardware and software technologies. The construction of VIS represents 

a radical departure from building conventional systems, and many novel, 

fundamental, and architectural issues will need to be addressed [LEUN99], 

[LEUN97a], [LEUN97b]. 

 There is a popular maxim that “a picture is worth a thousand words”. Not 

surprisingly, the demand for digital photos on Web portals has continued to increase 

as the users are looking for better interfaces. As more digital multimedia archives 

are developed, they require specialized search engines that can index and search for 

these items. Since many image collections are indexed or annotated for data storage 

and retrievals, there is a great need for automated methods that could help users 

retrieve, browse, or structure image databases [ENSE95], [HOWA95].  

    A computer’s degree of visual interface has grown exponentially within the 

past decade, producing tools that enable the retrieval of visual information; 

especially the capture of objects with no accompanying structural, administrative, or 

descriptive text information has become the prime focus of developers. Internet has 

become a common channel for the transmission of graphical information that moves 

visual information rapidly from stand-alone workstations and databases into a 

networked environment. The use of the Web to provide access to the search and 

retrieval mechanisms for visual and other forms of information has spawned the 

development of emerging standards for metadata about these objects as well as the 

creation of commonly employed methods to achieve interoperability across the 

searching of visual, textual, and other multimedia repositories. 
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    The construction of VIS represents a different approach from building 

conventional information systems, and its architecture will integrate primarily new 

capabilities for organising, processing, searching, querying and presenting 

information.  

  

2.2  Methods of Modelling and Retrieving Images 

    Many different methods and techniques have been proposed for modelling and 

retrieving images [SUTA99], [JORG98], [YANG97], [GUDI97], [SHAK96]. They 

largely fall into two categories, namely, concept-based methods and content-based 

methods, and the approach taken in this thesis is concept-based. 

· Concept-based methods are mainly text-based approaches, which allow users to 

post their query by either simply using keywords or by using a form of natural 

language.  

· Content-based methods, on the other hand, are pixel-based which allow users to 

post their query by an example or by image contents using such characteristics as 

colour, shape or texture.  
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2.2.1 Concept-based Methods  

 The design and implementation of concept-based image retrieval systems is 

studied in [CHUA94]. Concept-based image retrieval includes the following, which 

are based on free-text description: 

· The use of concept-based search engine, for the retrieval of concept and images. 

· The use of relevance feedback to update the concept representations and image 

description.  

 A text-based query system, based on the Ternary Fact Model (TFM) database 

was proposed and developed in [SUTA99], [LEUN95], which makes use of visual 

entity-relationship index representations, rule-based conceptual hierarchy, and other 

features to support semi-automatic indexing. It also provides mechanisms to 

enhance query performance using a thesaurus system, relevance feedback 

mechanism, and user-tailored weighting components.  

 Ternary Fact Model is different from conventional text-based systems that rely 

solely on keywords for database index and query. Using the entity-attribute-

relationship model, the main semantic concept of entity, attribute and relationship 

can be represented. These correspond very closely to the noun, adjective and verb, 

which are the essential components of a simple description of a picture.  I t  also 

allows the concept of relationships between two or more objects within a picture to 

be represented in the database. 
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 An image can be also retrieved using common names of entities that appear in 

it [SHAK96]. In many cases, a query is the formal expression method of label-based 

image retrieval request. An image is abstracted into a hierarchy of entity names and 

features, showing how relations are connected between entities visible in the image.  

 A fuzzy logic is a multi-valued logic that deals with degrees of membership 

and degrees of truth. It uses the continuum of logic value between zero and one. 

Classical binary logic can be considered as a special case of multi-valued fuzzy logic 

[COX94]. 

 A fuzzy matching technique is used that compares semantic queries to image 

abstractions by assessing the similarity of context between the query and the 

candidate image. The objective of this matching technique is to distinguish between 

abstraction of different images that have the same labels but are different in context. 

From the initial returned images, users can select images using partial or complete 

objects related to the images [TURK92]. 

 An Enigma information system is proposed to retrieve images on the basis of 

geometrical or iconical indexes consisting of an image indexing and retrieval 

component [GEVE92]. This image indexing consists of automatically generating 

semantic representation of an image.  

 A semantic image database system, which is designed by using semantic 

database techniques for images with inner structure and contents, is presented in 

[YANG97]. The database system describes the structure and contents of images by 

incorporating type constructors and functions between types and inheritances. It 
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supports composite modelling for entities, which consists of pictorial as well as 

alphanumeric attributes. 

 In [HWAR00], two ways of forming conceptual descriptions from images are 

proposed.  

· Monitoring, just follow the flow of data from data images to interpretation, 

having little need for top- level control. 

· Watching, this emphasizes the use of top-level control and actively selects 

evidence for task-based description of the dynamic scene. 

 A simple Picture Description Language (PDL) based on the entity-attribute-

relationship (EAR) model is given in [LEUN92]. It furnishes degrees of 

standardisation that facilitates the indexing and storage of pictorial features in 

relational database.  

 A Picture Description Language allows the content of pictures to be 

systematically represented, and the resultant representation can then be stored for 

subsequent processing. It starts from a position of man-machine cooperation 

whereby users perform the processing, while the computer manages the storage and 

retrieval of the results.  
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2.2.2 Content-based Methods 

 The searches in image content use different low-level image features such as 

shape, colour, and texture. A content-based image retrieval system uses information 

from the content of images for retrieval and helps the user to retrieve database 

images relevant to the contents of a query image [SHAH04]. 

 Images can be retrieved by an example image using edge or colour 

information; the system can also retrieve images using sketch [ABDE96].  

 In retrieval by an example image, for example, one image can be chosen from 

the database as query. A query can also be composed from images in the database 

using copy and paste. The system retrieves images with similar colour composition 

or similar edge information. 

 The clustering mechanism can categorise the images into different clusters 

based on their heterogeneous features (shape, colour, texture…etc). Database images 

are then classified based on their heterogenous feature. A database image is included 

into a feature sub-cluster only if the image contains all the features under the same 

cluster [SHEI98].  

 A system that uses a modified geometric hashing technique is given in 

[HUAN98], and that is to retrieve similar shaped images from the image database. It 

can retrieve the similar images from the database by using scaled, rotated or 

mirrored sketched query images. 
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 A colour-base image retrieval approach, by which a user can specify colour 

regions and their spatial information in a query picture, where the desired images 

that partially or exactly satisfy the user-specified query, can be retrieved. New 

regular-texture image retrieval approaches, where users can retrieve regular-texture 

image from a database, which are most similar to a sample query. In this approach, 

texture primitives and their displacement vectors are extracted from the query and 

each regular image in the database. This technique and these images that satisfy 

perceptual similarity to the users query can be retrieved from the database [LIN99].

  

2.3 Image Indexing and Retrieval  

 The number of digital images is rapidly increasing. Many years ago some 

researchers were estimating that as many as one million digital images were being 

produced every day [YONG99], [JAIN93]. Government agencies, educational 

institutions, museums, and the commercial sector are all creating image-bases. 

Images are being captured, converted and stored in digital format in diverse fields 

and disciplines such as medicine, geography, law-enforcement, art, space science, 

journalism, and mass communications.  

 The current interest in accessing digital visual materials is also spurred by the 

widening use of multimedia in education and entertainment, and by a broadening 

focus in classification and information retrieval research beyond text-based materials 

towards more non-traditional perceptual modalities such as motion and sound. The 

growth of the World Wide Web over this period has produced unprecedented 
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opportunities for accessing and sharing digital images. However, the technologies 

for creating collections of digital images at present exceed our capabilities for 

effective and efficient retrieval of these images. End-user access is a topic of vital 

concern to all those involved in building image-bases. 

 The increasing availability of image and multimedia-oriented applications 

clearly impacts image/multimedia file and database systems. Image data are not  

well-defined keywords such as traditional text data used in searching and retrieving 

functions [CHAN01], [ORLA00], [SONG99], [KIM99], [ZIMB98]. Consequently, 

various indexing methodologies must be defined based on the characteristics of 

image data. Pictorial spatial database has been attracting growing interest; spatial 

relationships represent an important feature of objects in an image.  

 Some image collections are very large, like medicine (ultrasound, CAT scans), 

architecture (building plans), geography (aerial photos, maps), art (paintings, 

cartoons), business (trademarks), and history (photographs). Indexing collections of 

this size can be extremely time-consuming, and unlike text, images cannot be 

searched by keywords.  Many automatic indexing systems have been developed, but 

what computers can currently extract from images are mostly low-level features like 

color, shape, and texture [RUI99]. 

 Searching an image library can be difficult and a major difficulty lies in 

designing powerful features to represent images in the library. Manual annotation 

works only for small library collections and does not scale to large ensembles. 

Furthermore, it is not clear what aspects of an image would be of interest to a 
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particular user and the possible image descriptions can vary. Many studies are 

geared toward solving this problem and a few are even considered to be performance 

standards. The difficulty in designing powerful features is further aggravated if: 

· Query images and images in the database can appear different due to non-

essential environment changes, such as rigid motion, affined shape deformation, 

change in explanation and perspective.  

· The objects in the database are similar in appearance, requiring highly selective 

description to tell them apart.  

 Many current systems for image indexing do not address the above two 

difficulties satisfactorily [GRAH99], [HAMP97], [PENT96], [FLIC95].  

 A variety of features have been used to index and retrieve images on contents, 

keywords, textual description or captions [SMEA96], [SETH95], [LEUN92].  

 Research on the information needs of users and on human perception of 

images may, in time, contribute the knowledge needed to produce the most precise 

and efficient retrieval systems possible.  In the meantime, search engines contending 

with image collections have to make decisions about how best to provide access to 

them.  Currently, there is no universal consensus in search engines.  

 Efficient indexing and retrieval of multimedia data are necessary to a 

successful multimedia system. A competent retrieval system should retrieve images 

that satisfy the user’s needs. It should measure image similarity in a manner 

consistent with human perception. The development of innovative retrieval 
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approaches for access to visual information is among the most significant of 

technological, conceptual, and institutional challenges for information science 

community. From an institutional standpoint, libraries, archives, and museums have 

entered into digitization projects, varying in scope and scale, the results of which are 

beginning to challenge the manner in which information is described, stored, and 

delivered [LONG01], [LONG01a], [PAYN99]. The next section describes different 

methods of Image indexing and retrieval. 

 Image retrieval is one of the most exciting and fastest growing research areas 

in the field of visual information systems (VIS). Visual information, incorporating 

image retrieval, has become a preferred source of information for many consumers 

[AZZA04].  

 Research in image retrieval has, so far, been divided between two main 

categories; "concept-based" image retrieval, and "content-based" image retrieval.  

The former focuses on using words to retrieve images (e.g. title, subject heading, 

keyword, and caption), while the latter focuses on the visual features of the image 

(e.g. size, colours, textures, etc.) [SUTA99], [JORG98], [GUDI97], [YANG97], 

[SHAK96], [CHUA94].  

 On a conceptual level, it is clear that humans employ a variety of socio-

cognitive processes, as well as sensory skills, in the retrieval and evaluation of 

visual information. Content-based indexing has the advantage of providing a higher-

level analysis of the image content but is expensive to implement and suffers from a 

lack of inter-index consistency due to the subjective nature of image interpretation. 
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Concept-based indexing uses controlled vocabulary or natural language to express 

what an image is or what it is about [ZHEN99], [MA98]. 

 A method of evaluating image similarities, based on the modified "longest 

common subsequence" algorithm, is presented by many researches, but the proposed 

evaluation method cannot only separate out those images of which all icons and 

their spatial relationships are in full agreement with query images. The 

representation model and similarity evaluation also simplify the retrieval progress of 

linear transformations, including rotation and reflection, of images [SAME90], 

[CHAN87], [GUTT84]. 

 The ability for users to express their search needs accurately and easily is 

crucial in any retrieval system. Image retrieval is no exception to this, though it is by 

no means obvious how this can be achieved in practice [RABB89]. 

 The ability to refine searches online in response to user indications of 

relevance, i.e. relevance feedback, is particularly useful in image retrieval, even 

though it was originally developed for text [LU00]. This is because users can 

normally judge the relevance of a set of images displayed on the screen within 

seconds, and because so few current systems are capable of matching users’ needs 

accurately first time round. The usefulness of relevance feedback for image retrieval 

was first demonstrated within a keyword-based system [PRIC92]; the facility has 

now been successfully implemented in several image retrieval systems [SMIT97], 

[SMIT97a], [RUI97]. However, there is still considerable scope for more research 

into improved interfaces for image retrieval systems, in particular the development 
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of better methods for users to convey individual notions of image similarity 

[SANT97]. 

 

2.3.1 Concept-based Image Indexing and Retrieval  

 Indexing and abstracting are fundamental concepts in image retrieval, since 

they decide the effectiveness and efficiency of the retrieval process and results. In 

many scientific database applications, the information content of images is not 

explicit, and it is not easily suitable for direct indexing. In particular, the large scale 

image databases emerge as the most challenging problem in the field of scientific 

databases [OBEI01]. 

 Concept-based is an improvement over keyword based indexing because it 

removes the ambiguities between keyword senses due to synonymy. Concept-based 

indexing is a primarily verbal and abstract identification of high- level concepts in an 

image. This type of indexing requires the recognition of meaning and is primarily 

performed by humans. Most production- level library systems rely on concept-based 

indexing using keywords. Manual keyword indexing is, however, expensive and 

introduces problems with consistency [RASM97].  

 In this section, we explain image indexing and retrieval with the use o f  

‘Moving Picture Expert Group (MPEG)’, and also some various web search engines 

that are used for indexing and retrieval methods.  
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Moving Picture Expert Group (MPEG) 

 The Moving Picture Expert Group (MPEG) is a working group that is in 

charge of the development of international standards for compression, 

decompression, processing, and coded representation of moving pictures, audio and 

the combination of both. MPEG files use less memory compared to other coding 

format for the same quality, which is advantageous [HWAR00]. 

  MPEG-7 offers a comprehensive set of audiovisual Description Tools like the 

Description Definition Language (DDL), Description Schemes (DSs), and 

Descriptors (Ds), which form the basis for applications enabling the effective and 

efficient access to multimedia content. MPEG-7 consists of description schemes 

based on XML (Extensible Mark-up Language) as the language used for the purpose 

of Structured Annotations.  MPEG-1, MPEG-2 and MPEG-4 make the content 

available while MPEG-7 helps in finding the content [FRAU01]. 

 The MPEG-7 structured annotations provide a way to describe in XML the 

important concepts relating to an image in order to facilitate indexing, searching and 

filtering. The general requirement within MPEG-7 is that it should be based on 

XML syntax [MPEG02]. MPEG-7 Description Tools allows the creation of 

descriptions of content that may include: 

· Low-level feature information of the content like colours, textures, sound 

timbres, melody description. 

· Conceptual information of the contents such as objects and subjects, 

relationships among objects. 
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 There are two ways of presenting the XML documents on the browser, the first 

is to display XML documents by transforming from XML format to HTML format; 

and the second when using a transformation language such as XSLT that is part of 

XSL [AZZA04a]. 

 MPEG-7 description tools are used to extract the content feature and also for 

effective and efficient searching, filtering and browsing of the content according to 

the user needs as shown in Figure 2.1. 

 

 
 
 
 

 

 

 

 MPEG-7 description tools include the use of the Structured Annotations 

Description Schemas to define the nature of XML schemas and their component 

parts. The Structured Annotation is treated as a data type of XML. Structured 

Annotations gives the images textual description of events, people, animals, objects, 

places, actions, purposes, times, attributes, behaviour and relations among them. It 

provides a structured format that is simple but is also an expressive and powerful 

annotation tool. Syntactic relations such as subject, direct object, indirect object, and 

verb modifiers between actions and objects can be described. In addition the 
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Figure 2.1 Scope of MPEG-7 



Chapter 2.  Literature Review                                                                                                          page 

______________________________________________________________________ 
 

25 

modifiers can be described for people, animals, objects, places, actions and times 

[AZZA04a]. XML schemas and their component parts are explained as follows. 

Subjects 

 A subject is referred to as the textual description of the grammatical Subject of 

visual data, often representing living beings (people, animals), for example,  “A 

Koala sitting on the tree” and “the tree shedding its leaves”. 

    <SUBJECT> koala </SUBJECT> 

   <SUBJECT> tree </SUBJECT> 

 Subjects can also have attributes like colour or size that can further describe 

the subject and can be specified by referencing the corresponding textual description 

of behaviour using the modifier attribute (grammatically speaking it is an adjective), 

for example, “The grey koala sitting on the tree” and “The tall tree shedding its 

leaves”  

 <SUBJECT modifier = grey> koala </SUBJECT> 

 <SUBJECT modifier = tall > tree </SUBJECT> 

Objects  

 An Object is referred to as the textual description of the grammatical object of 

visual data. The objects can be divided into direct objects and indirect objects, e.g.” 

The batsman drives the cricket ball with his bat”. 
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   <OBJECT> cricket ball </OBJECT> (referring to direct object) 

   <OBJECT> bat </OBJECT> (referring to indirect object) 

     Similar to subjects, objects also have attributes covering all aspects of modifiers, 

For example, “The batsman drives the white cricket ball with his bat”. 

   <OBJECT modifier = white> cricket ball </OBJECT> 

Actions 

 Actions are referred to as the textual description of the grammatically 

occurring Action of the visual data corresponding to verbs, e.g. “The player lifting 

the Australian open trophy, his national flags are waved by the crowd.” 

   <ACTION> lifting</ACTION> 

   <ACTION> waved </ACTION> 

 Actions also have attributes, which can be specified by using the modifier 

attribute. Attributes of actions grammatically correspond to adverbs,  e .g .  “The 

player proudly lifting the Australian open trophy, his national flags are waved by 

the crowd.” 

   <ACTION modifier = proudly> lifting</ACTION> 

Sub-elements 

 Apart from the main elements like Subject, Object, and Action there can be 

Sub-elements such as: when, where, how, and why, which are used to describe more 
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specifically the aspects corresponding to the Action. The Sub-elements can also 

have attributes, which can be specified by using the modifier attribute. Below is an 

example of the presentation for the data type as shown in Figure 2.2.  

 

 

 

<TextAnnotation> 

<FreeTextAnnotation xml:lang="en"> The children  throwing the basketball. 

The children playing basketball </FreeTextAnnotation> 

 <StructuredAnnotation> 

     <Subject href=Image_location/img001.jpg"> 

   <Name xml:lang="en">Children</Name> </Subject>   

   <Object> <Name xml:lang="en">Basketball</Name> </Object> 

  <Action> <Name xml:lang="en">throwing</Name> </Action> 

   <Action> <Name xml:lang="en">playing</Name> </Action> 

 </StructuredAnnotation> 

</TextAnnotation>  

     

Figure 2.2 Playing Children Image 
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 Here is another example shown in Figure 2.3 of the presentation for the data 

type containing multi-subjects and modifiers.  

 

 

<TextAnnotation>  

 <FreeTextAnnotation xml:lang="en"> The boxer in the white jersey punches 

 the boxer in black jersey. The referee and scorer are watching the game. 

   </FreeTextAnnotation> 

 <StructuredAnnotation> 

     <Subject modifier=”white jersey” href=Image_location/img002.jpg"> 

        <Name xml:lang="en">the boxer</Name> </Subject> 

  <Object modifier=”black jersey”>  

   <Name xml:lang=”en”>the boxer</Name>  

  </Object> 

     <Action> <Name xml:lang="en">punches</Name> </Action> 

     <Subject> <Name xml:lang=”en”> referee</Name> </Subject> 

    <Subject> <Name xml:lang=”en”> scorer</Name> </Subject 

    <Object > <Name xml:lang="en"> game</Name> </Object > 

  <Action> <Name xml:lang=”en”> watching </Name> </Action> 

 </Structured Annotation>  

</TextAnnotation> 

Figure 2.3 Boxing Image 
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Web Engines and Image Retrieval 

 Image search engines are based on existing search engine technology, but they 

use additional strategies to identify, categorize and rank images. A search engine's 

indexing of images is done automatically, rather than using human indexers, so it 

must find ways to predict the image's content. It might take into account its filename 

or any accompanying ‘ALT’ image tags (The ALT text provides alternative or 

substitute text, for use when the image is not being displayed). It might look for 

clues from the image's context, for example, the words or phrases that are close to 

the image, or the ‘META’ tags found at the top of the HTML coding. The 

characteristics of the Web site and its server will also often be taken into account 

[TASI03]. 

 Analysis of an image's text and context can be used to exclude images as well 

as include them, for example, an image engine will usually consider an image's 

context and associated words when it is blocking out adult material. 
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2.3.2 Content-based Image Indexing and Retrieval 

 In content-based methods, images can be retrieved according to their 

superficial visual appearance, not their semantic meaning. In content-based images 

concept, features are extracted from the images during population of the image 

database. The features extracted are based on low-level features like shape of objects 

in the image, image colour and image texture. These features are used to index the 

images. When making a search, the user enters a query into the system and features 

are extracted from the query image. The query image is compared with the database 

image by the image retrieval system on the basis of the closeness of the extracted 

features and the best matched images which are presented to the user. Since the 

images are rich in information, integrated approach incorporating a number of 

features are required [SAJJ97].  

 Visual properties of an image are extracted into victors according to some low-

level features, such as colours, textures and objects shape [RUI96], [SMIT96], 

[ZHAN04]. In such a way, images are transformed into one or several points in a 

high dimensional feature space. Some similarity functions can then be defined to 

measure the distance between points, and the images whose points have the shortest 

distance are deemed the most similar to each others; colour is one of the most 

important features of an image [STRI95].  

 The most commonly used colour representation is colour histogram, where the 

colour spectrum is divided into a number of bins and the value of each feature 

represents the number of pixels in an image in that colour range [SWAI91]. The 



Chapter 2.  Literature Review                                                                                                          page 

______________________________________________________________________ 
 

31 

colour sets approach offers fast search because colour set feature vectors is binary, 

and shape representation can be classified as boundary-based and region-based 

representations. Boundary-based shape representation uses outer boundary of the 

shape, while region-based shape presentation uses the entire shape interior 

[FENG04]. 

  

2.3.3 Search efficiency  

 A significant limitation of current Concept-Based Image Retrieval (CBIR) 

technology is the problem of efficiently retrieving the set of stored images most 

similar to a given query. One of the many fundamental ways in which CBIR differs 

from text retrieval is that it is based on a fundamentally different model of data. 

Most text retrieval systems associate each document with a variable number of 

descriptors representing its content.  

 Most current CBIR systems work on a completely different principle. Stored 

images are typically characterized by fixed- length real-valued multi-component 

feature vectors, each image having a value for every feature in the database. In this 

case, searching consists of calculating the similarity between feature vectors from 

query and stored images, a process of numerical computation. As [SANT97] pointed 

out, the primary aim of traditional text retrieval systems is to partition a database 

into two sets “relevant items and non-relevant items”, even if members of the first 

set may later be ranked by relevance.  
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 By contrast, the prime aim of CBIR systems is to sort the database in order of 

similarity to the query. Finding index structures which allow efficient searching of 

an image database is still an unsolved problem [FALO94]. None of the index 

structures proposed for text retrieval has proved applicable to the problem.  

 The most promising approach so far has been multidimensional indexing, 

using structures such as the R*-tree [DICK98], the TV-tree [LIN94] and the SS +-

tree [KURN97]. A more recent approach, which seems to offer better prospects of 

success, is the use of similarity clustering of images, allowing hierarchical access for 

retrieval and providing a way of browsing the database as a bonus [JIN98], 

[VELL98].   

 

2.3.4 Thesaurus  

 A Thesaurus is a list of synonyms a search engine can use to find matches for 

particular words if the words themselves don't appear in the databases.  

 In a database, a thesaurus uses the terms you choose to search on to lead you to 

other terms you may not have considered (related terms). While the book-type 

thesaurus presents you with a larger variety of words to choose from, the goal of a 

database thesaurus is to funnel your search into the unique, official language of the 

database “subject headings”. For example, a database thesaurus might suggest that 

you use the word “automobiles” instead of the words such as Car, Cars, Autos, 

Vehicles, etc.  
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 In some search tools, the terms you choose to search on can lead you to other 

terms you may not have thought of. Different search tools have different ways of 

presenting this information, sometimes with suggested words you may choose 

amongst and sometimes automatically. The terms are based on the terms in the 

results of your search, not on some dictionary like thesaurus. 

 

2.3.5 Controlled and Uncontrolled Vocabulary 

 When users’ perform Internet searches they tend to look for general topics. 

This is because they may be unsure of what they are looking for exactly, or may 

want to collect as much information about a topic as they can to familiarise 

themselves with it. Studies conducted on users have found that they tend to do 

searches for general topics and then use only one or two of the resources (Controlled 

and Uncontrolled Vocabulary) retrieved. 

Controlled Vocabularies 

 Controlled vocabularies are one of a variety of tools and techniques that are 

used to improve information retrieval accuracy, and handle the problem of mass 

retrieval. A controlled vocabulary is a set of standard terms used to describe a 

resource. They can be a simple list of defined terms from which a metadata creator 

chooses a suitable term.  On the other hand, a controlled vocabulary might be a 

complex thesaurus made up of hierarchical relationships and synonyms. Controlled 

vocabularies can be used by query engines to help users define their subject area as 
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closely as possible, and in a way that is as consistent as possible. Professional 

indexers add controlled vocabulary terms from a standard list to records as they are 

entered into the database, so that all the records on the same topic can be retrieved 

using the same search term. The controlled vocabulary terms are entered into a 

special field in each record. In library catalogues, controlled vocabulary terms are in 

the subject headings field. In other databases, they are often in fields labelled 

descriptors or subjects. 

 When you find a record that you like in a database you may look at its 

descriptor or subject field to find what controlled vocabulary terms were used to 

index that record. If any of the terms are appropriate to your topic, they can be used 

to expand your search. Another way to find controlled vocabulary terms is to search 

or browse the same standard list that professional indexers use. This list is called a 

thesaurus.  

Uncontrolled Vocabularies 

 Uncontrolled vocabulary indexing is often referred to as free text indexing 

since the index term is usually derived from the documents themselves, this 

approach used for software reuse [FRAK88],  o n the other hand has taken the 

opposite approach by developing a controlled vocabulary using a faceted 

classification scheme [PRIE87]. While uncontrolled vocabularies will tend to be less 

expensive to implement, the performance tradeoffs between controlled and 

uncontrolled vocabularies are unknown for collection of reusable components.  
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 Experiments with document retrieval systems beginning in the early sixties 

have shown that uncontrolled vocabularies produce retrieval results that are 

comparable to those produced with controlled vocabularies [SPAR81], [SALT83].   

 A database thesaurus is similar to a language thesaurus; it lists synonyms and 

indicates relationships among terms. It has additional features that help with 

searching: 

· It often includes definitions, or scope notes, for the chosen terms, explaining 

their meaning in the database.  

· It also lists synonyms that are not used in the database and directs the user from 

those to the chosen terms.  

· Under a chosen term, it lists other chosen terms that are more specific or more 

general.  

· It may also list equally specific terms that are used for another facet of the 

chosen term.  

Controlled Versus Uncontrolled Vocabularies 

 The advantages and disadvantages of searching using controlled and 

uncontrolled vocabularies are as follows: 
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The main advantages of using a controlled vocabulary for searching are:  

· Greater focus and level of relevancy 

· Structure allows greater precision searches 

· Lower recall 

· Fewer missed citations because of terminology problems 

· Not having to think of all the ways a topic maybe described 

· Avoids problems with spelling variations 

· Allows use of hierarchical searching (i.e. start broad and get narrower) 

The main disadvantages of using a controlled vocabulary for searching are: 

· Some citations may be missed if an inappropriate controlled vocabulary term is 

chosen. 

· New or unusual topics are not well represented. 

· Very specific and well-defined topics are not well represented. 

· The constantly evolving nature of human knowledge means controlled 

vocabularies have to be updated regularly.  

· Users need to be made aware that a controlled vocabulary is available when 

performing a search and need to learn how to use it.  

· Searches that use controlled vocabulary can search the subject or descriptor 

fields only. 

· Takes longer to perform a search using controlled vocabulary, as all terms 

related to a topic must be searched for.  
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The main advantages of using an uncontrolled vocabulary for searching are:  

· Subject, title and abstract fields can be searched. 

· Any term that is keyed in may be searched. 

· Allows searches on novel topics for which there may be no controlled 

vocabulary available. 

· Ability to perform very specific searches if the exact subject can be well-

defined. 

· Can often provide more results in a shorter time span, as there is no need to 

search through controlled vocabulary subject headings. 

The main disadvantages of using an uncontrolled vocabulary for searching are:  

· Low precision search. 

· May retrieve many irrelevant items. 

· No standard agreed terms for particular topics. 

· Have to think of all the terms that could cover one topic, meaning that time 

must spent preparing the search strategy. 

· In order to search successfully keywords , it should be used in conjunction with 

Boolean and proximity operators  

· Specialist knowledge may be required in order to use these operators correctly 

and successfully. 
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2.3.6 Image Retrieval Engines and Evaluation 

         Criteria 

 In reviewing image search engines, it is helpful to use an evaluation criteria 

and a standard set of search terms. Although the exercise is still subjective, these 

will offer some basis for comparison. The evaluation criteria mainly depend on four 

points illustrated below; every point has its own requirement to satisfy the 

evaluation [TASI03]. The evaluation criteria, standard terms, and some of the major 

search engines offering image search options are shown later on in this section.   

1. Scope  

· Size and range: how big and comprehensive is the index? Is this clearly stated? 

· Currency: how often is the index updated? Is this clearly stated? 

2. Search Options  

· Simple and advanced: are simple and advanced search options available?  

· Sophistication: is it possible to conduct Boolean, phrase and wildcard or 

truncated searches?  

· Filtering:  can searches be limited before and after the search?  

3. Performance 

· Speed: the results quickly returned?  

· Number of hits: Does the number of results seem reasonable given the size and 

scope of the index? Is it possible to view all the results?  
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· Relevancy: how well do the results match the query?  

· Quality: how good are the images supplied?  

· Currency: are there any missing images or dead links?  

· Duplication: is there any obvious duplication of images? 

4. Presentation 

· Thumbnails: are the results presented as thumbnails or just text links?  

· File Information: do the results include any of the following useful information: 

file format, file size, image dimensions and colour information?  

· Other Metadata: do the results include any of the following: caption, filename, 

alt tag, page title or other associated text?  

· Copyright: is it clear who owns the copyright and how the images can be used? 

Is it possible to link to the original source of the image?  

· Adverts: is the page cluttered with adverts? Are the results skewed in favour of 

commercial images? 

 Currently, the main English- language-based search engines offering image 

searches in the Web are AllTheWeb, AltaVista, Google and Lycos. Yahoo (strictly 

speaking a directory rather than a search engine) offers a picture search. HotBot, 

Web Search, and MSN Search do not offer true image search features; they simply 

enable users to limit their search results to 'only pages with images' [TASI03].  

Image search engines attempt to give access to the wide range of images 

available on the Internet. For those used to viewing well- indexed collections of 

quality images, the results of the large automated image search engines will 
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probably disappoint. The poor quality of their offerings is not surprising, since they 

reflect the randomness and unevenness of the Web. The frequent irrelevancy of their 

results is also understandable, since the automated engines are guessing at their 

images' visual subject content using indirect textual clues 

 Anything, then, that enables the user to have more control over their image 

searching is helpful. The ability to filter a search, to include and exclude items, is 

important in any searching, but particularly so when searching for images. An image 

search engine also needs to return a reasonable number of results, since in any given 

search a fair amount of the images found are likely to be irrelevant or of insufficient 

quality. Here is where the meta- image search engines tend to fail their users. They 

deny them sophisticated filtered searching and generally only bring back a handful 

of the results they find. Internet search engines can be useful in identifying the best 

image search engine for a particular task, but the final searching is better done 

directly, using the source search engines themselves. Google performed well in this 

review, but it is worth trying some of the others. As TASI's and our evaluation 

suggestions, they each have strengths and weaknesses. 

 Collection-based image search engines include images selected for quality and 

indexed by hand. The images they contain are seldom found within the results of 

general Web search engines. Collection-based engines, then, will usually offer much 

better results than their search engine counterparts. The commercial and copyright 

issues will also be much clearer, although many users seem to prefer to look to 

image search engines for images they can freely reuse, as if easy access and absent 

copyright notices lets them off the moral and legal hook. True copyright-free images 
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are rare on the Web, and many image search engines do operate on commercial 

imperatives, even subtly skew their results towards commercial ends. The Web is a 

fast changing environment, so it is likely that some of the information in this review 

may become outdated in short time. The reader is well advised to check the sites 

themselves and to ask the kind of questions listed in the evaluation criteria, done in 

this chapter. 

 

2.4 Problems of Existing Image Indexing and 

Retrieval Methods 

 There are many problems and disadvantage of existing image indexing and 

retrieval systems in both “concept-based” and  “content-based” methods; we state 

some of these problems and disadvantages for each method. 

 

2.4.1 Problems of Concept-based Methods 

 The image indexing and retrieval system still suffers from a number of 

limitations [LEUN92], some of which are:  

· The understanding of an image depends on different levels of knowledge and 

experience.  
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· Organising the description of a picture’s subject matter in such a way that the 

picture can be most certainly and efficiently retrieved has to be considered 

carefully. 

· It is tedious and time-consuming to associate keywords or text with each image. 

· Some features are very difficult to describe with text, some special textures and 

complex shapes cannot be clearly represented. 

· Text description is sometimes incomplete. It is possible that some image feature 

may not be mentioned in textual description. 

· Text description is sometime subjective. Different indexer or even the same 

indexer may describe the same feature with different term or different feature 

with the same term [ROBE94]. 

 A computational model for exploring the interaction of textual and 

photographic information in document understanding, where textual captions are 

used as collateral information in the interpretation of the corresponding photographs, 

is given in [SRIH93]. The final understanding of the image and caption reflects a 

consolidation of the information obtained from each of the two sources and thus can 

be used in intelligent information retrieval tasks. Problems often occur when 

performing a general-purpose search without adequate a priori knowledge.  

 Most users wish to search images in term of semantic concepts rather than 

visual contents; work in image retrieval research has begun to shift from query-by-

example (QBE) to query-by-keyword (QBK). QBK allows the users to search 

images by specifying their own query in term of a limited vocabulary of semantic 

concepts [FENG04], [SMIT03]. The problem with such approach is the need to 
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annotate images with semantic concepts accurately and completely. The traditional 

approach is to manually annotate images, which is very tedious and time-

consuming. Hence, it is desirable to automatically assign semantic concepts 

(Keywords) to images. 

 

2.4.2 Problems of Content-based Methods 

 A typical content-based image retrieval system works basically on low-level 

visual features such as colour, texture, shape or regions. It is hard to link these low-

level features to high- level concepts that correspond to objects and their semantics 

information within an image [CARS99], [SMIT96]. Content-base representation and 

retrieval provides only insufficient solutions to the problem of images retrieval 

[DENG04], [SMIT96a]. 

 Naturally image search engines working on low-level features alone may 

sometime produce a great deal of nonsense results [SANT98]. Techniques such as 

spatial colour features, joint histograms, image classification and conceptual 

description have been proposed [HIRA00], [MUKE00], [CORR99], [PASS99], 

[HUAN98], [HUAN98a].   The difference in description and meaning between 

content-based representation and semantic description of images is still hard to 

overcome [SMEU00]. 

Performance of traditional content-based image retrieval systems is far from 

user’s expectation due to the semantic gap between low-level visual features and the 
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richness semantics [LIU05], [CHEN03], [MOJS01], [ZHOU00]. The success of 

content-based image retrieval is largely limited by the gap between low-level 

features and high- level semantics [QIN05].  

 The problem of content-based image searching has received considerable 

attention in the last few years. Thousands of images and multimedia are now 

available on the Internet, and many domain-specific applications require multimedia 

data searching. Sample domains include sports and entertainment, agriculture, e-

commerce, weather prediction, medical imaging, and satellite imagery. Yet, in spite 

of the growing need for multimedia search capabilities, such technology is still 

largely unestablished as a mainstream field, nor is it widely used by search engines. 

Many of the major problems for this poor acceptance are inconsistent retrieval 

quality and poor usability. The content-based method suffers from a number of 

limitations [LEUN92], some of which are:  

· Query-By-Example (QBE), for instance, it is suitable if a user has a similar 

image at hand, and a query will recall entities having similar image 

characteristics. However, depending on the meaning of similarity it would not 

perform well if the image is taken from a different angle, having a different 

scale, or placed in a different setting. It is often difficult to query by image 

content where users have to provide a colour composition, outline the drawing, 

select a texture etc. Because content-based methods are not rich in image 

semantics, it is difficult to use it to query high- level visual concepts like an 

image of a Melbourne Spring Festival. For the content-based disadvantage 

explained in this section, it is obvious that text-based queries are much better 
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than QBE and Query-By-Image-Contents (QBIC) in this regard. Text-based 

queries are also very much faster than QBE and QBIC because text processing 

only takes a small fraction of time compared to image processing. Another 

advantage of text-based queries is the ease with which user could prepare the 

query, because it uses the same language as everyday human queries [SUTA99].  

· One of the disadvantages of the content-based approach is that images returned 

from query could be totally different from the target images using shape concept 

[DICK98]. For example, users asking for images similar to ‘doors’ may receive 

images that semantically were not ‘doors’ at all.  

· For the shape retrieval mechanism, many edge maps contain irrelevant edges, 

and the sketch comparison algorithm cannot calculate the similarity score very 

correctly. 

· Multiple domain recall is another disadvantage of approaches, like QBIC using 

colour concept [BARB95], [FLIC95], [BARB94]. For example a query of 70% 

of blue colour and 30% of white colour may return an image of a white car 

parked behind a blue wall, and a white book on a blue table, and image of a 

beach with white sand, etc.   

· Users can’t specify that the absence of a colour from a certain region mean that 

the image is irrelevant. The position information is not taken into account in the 

algorithms. Since exact colour match is performed by the histogram intersection 

algorithms, score zero will be returned for images that do not contain the exact 

same shades of colour. The efficiency of the histogram intersection is not good; 

the response time will be poorer for larger database. 
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· In some methods like Two Dimension (2D) strings, which are used to express 

the image features and the query, the 2D strings cannot be generated 

automatically, because it is difficult to identify objects represented in the 2D 

strings without human intervention. Since objects are represented by points in 

2D strings, some special relationship, such as DISJOINT, JOIN, CONTAIN, and 

BELONG between two objects, may not be determined correctly [TANG96]. 

· Another disadvantage of content-based methods is that they are not rich in image 

semantics; therefore it is difficult to use them to query high- level visual 

concepts. 

 

2.4.3 Selection of Concept-based Method 

 Concept-based approach is used in many production library systems, while the 

content-based approach is dominant in research and in some newer systems. In the 

past, content-based indexing supported the identification of "low-level" features in 

an image. These features frequently do not require verbal labels. In many cases, 

current computer technology can create these indexes. Concept-based indexing, on 

the other hand, is a primarily verbal and abstract identification of "high- level" 

concepts in an image. This type of indexing requires the recognition of meaning and 

is primarily performed by humans. Most production- level library systems rely on 

concept-based indexing using keywords. The concept-based query provides an 

interesting technique for the user to incorporate domain knowledge into their 

queries. This incorporation overcomes the problem of incomplete knowledge in 
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most knowledge-based systems. The domain knowledge may be stored in the 

database with no special effort from the designer, and the user may reuse his own 

concepts in another queries. 

In addition to the disadvantages of the content-based methods, the high- level 

abstraction and concepts can be easily expressed in concept-based methods, the 

query can be easily issued and the user interface is very simple, and the standard text 

retrieval techniques can be used for image searching, where the text retrieval 

techniques have been highly developed in information retrieval system. These are 

additional advantages of concept-based retrieval system that leads us to select the 

concept-based retrieval system in our research.   

 Comparing to content-based image retrieval, text-based retrieval is more 

successful and mature, with successful application in many important areas, 

including Web search engines. Content-based image retrieval is still some way 

behind text-based retrieval in most criteria, including search precision and recall 

[ZHAN04]. 
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2.5 Rule-Based Approach 

 In a rule-based system, the domain knowledge is represented by a set of IF-

THEN production rules and data are represented by a set of objects about the current 

situation. The inference engine compares each rule stored in the knowledge base 

with objects present in the database, when the IF “condition” part of the rule 

matches an object, the rule is fired and its THEN “action” part is executed. The 

matching of the rule IF part to the objects produces inference chains; the inference 

chain indicates how rule-based system applies the rules to reach a conclusion. To 

evaluate the rules, the inference engine requires that all of the conditions be satisfied 

as shown in Figure 2.4. It is possible that more than one rule will apply to an image 

[DETE00]. Figure 2.5 shows an inference chain. 
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Object: A is x 

 
 

Rule: IF A is x THEN B is y 
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Figure 2.4 Inference Engine Match-Fire Cycles using a Match-Fire Procedure 
 

Object: B is y 
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2.5.1 Forward Chaining  

Forward Chaining (FC) is data-driven reasoning. The reasoning starts from the 

known data and proceeds forward with that data, each time only the topmost rule is 

executed, and when fired, the rule adds a new object to the database.  Any rule will 

be executed only once; the match-fire cycle stops when no further rules can be fired. 

An example of FC is shown in Figures 2.6, Figure 2.7, and Figure 2.8. 

    FC is a technique for gathering information and then inferring from it whatever 

can be inferred; however, in forward chaining, many rules may be executed that 

have nothing to do with the established goal. Therefore, if our goal is to infer only 

one particular object, the forward chaining inference technique would not be 

efficient. 
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Rule 1:   
  If         F is true 
  AND   G is true 
  THEN H is true 
 

Rule 2: 
  If         C is true 
  AND   D is true 
  AND   E is true 

  THEN F is true 

Rule 3: 
  If         A is true 
  AND   B is true 

  THEN C is true 

F 

Figure 2.5 Inference Chain 
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Figure 2.6 Forward “Rule 2.1” 
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If there is Computer, Printer, and Modem, then the object is Computer System 

If there is KBD, CPU, and VDU, then the object is Computer 
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Figure 2.7 Forward “Rule 2.2” 
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2.5.2 Backward Chaining  

 Backward Chaining (BC) is goal-driven reasoning. In backward chaining, rule-

based system sets the goal and the inference engine attempts to find the evidence to 

establish it.  First, the knowledge base is searched to find rules that might have the 

desired solution. Such rules must have the goal in their THEN (action) parts.  If such 

a rule is found and the IF (condition) part matches data in the database, then the rule 

is fired and the goal is proved. However, this is rarely the case. Thus the inference 

engine puts aside the rule it is working and sets up a new goal, a sub-goal, to prove 

the IF part of this rule, and then the knowledge base is searched again for rules that 

can achieve the sub-goal. The inference engine repeats the process of stacking the 

rules until no rules are found in the knowledge base to prove the current sub-goal. 

An example of Backward Chaining is shown in Figures 2.9, Figure 2.10, and 2.11. 
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Figure 2.8 Forward “Rule 2.3” 
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Figure 2.9 Backward “Rule 2.4” 
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Figure 2.10 Backward “Rule 2.5” 
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Rules for Problem Solving  

The human mental process is internal, and it is too complex to be represented 

as an algorithm.  However, most experts are capable of expressing their knowledge 

in the form of rules for problem solving. 

 IF the road is open, THEN the action is go 

 IF the road is closed, THEN the action is use another road 
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Figure 2.11 Backward “Rule 2.6” 
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Rules can represent the following aspect:  

1) Relations. 2) Recommendations. 3) Directives. 4) Strategies. 5) Heuristics. 

Here below are examples for each aspect. 

Relation  IF the ‘fuel tank’ is empty, THEN the car is dead. 

Recommendation IF the season is autumn AND the sky is cloudy AND the  

   forecast is drizzle, THEN the advice is ‘take an umbrella’. 

 Directive  IF the car is dead AND the ‘fuel tank’ is empty, THEN the  

   action is ‘refuel the car’. 

Strategy  IF the car is dead, THEN the action is ‘check the fuel tank’; 

   THEN step1 is complete. 

   IF step1 is complete AND the ‘fuel tank’ is full, THEN the  

   action is ‘check the battery’; THEN step2 is complete.  

Heuristic    Heuristic rules can be applied unsuitably if some condition is 

   omitted with some understanding of the problematic system, 

   these inadequacies could be overcome. 

   IF the spill is liquid AND the ‘spill pH’ < 6 AND the ‘spill  

   smell’ is vinegar, THEN the ‘spill material’ is ‘acetic acid’. 
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Decision Trees and Rule Generation 

 Decision tree is a classifier in the form of a tree structure (Figure 2.12), where 

each node is either: A leaf node, which indicates the value of the target attribute of 

examples, or a decision node, which specifies some test to be carried out on a single 

attribute-value, with one branch and sub-tree for each possible outcome of the test. 

A decision tree can be used to classify an example by starting at the root of the tree 

and moving through it until a leaf node, which provides the classification of the 

instance. Decision tree induction is a typical inductive approach to learn knowledge 

on classification. The key requirements to do mining with decision trees are:  

· Attribute-value description: object or case must be expressible in terms of a 

fixed collection of properties or attributes; this must have been provided in the 

algorithm.  

· Predefined classes (target attribute values): The categories to which examples 

are to be assigned must have been established beforehand (supervised data).  

· Discrete classes: A case does or does not belong to a particular class, and there 

must be more cases than classes.  

· Sufficient data: Usually hundreds or even thousands of training cases. 

 A decision tree takes as input an object or situation described by a set of 

properties, and outputs a yes/no decision. Decision trees therefore represent Boolean 

functions. Functions with a larger range of outputs can also be represented. Similar 

are applied in our system when indexing and searching images with different 

aspects.   
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 A decision tree takes as input an object or situation described by a set of 

properties, and outputs a yes/no decision. Decision trees therefore represent Boolean 

functions. Functions with a larger range of outputs can also be represented. Similar 

are applied in our system when indexing and searching images with different 

aspects.  Decision trees are powerful and popular tools for classification and 

prediction. The attractiveness of decision trees is due to the object that, in contrast to 

neural networks, decision trees represent rules. Rules can readily be expressed so 

that humans can understand them or even directly used in a database access 

language like SQL so that records or images falling into a particular category may 

be retrieved.  

C = false 

K = x 

A = blue A = red 

C = true 

K = y 

A 

K = x  K = x 

K = y K = x 

B < 8.1 B >= 8.1 A < 4.5 B >= 4.5 

Decision node 

Leaf node 

C 

B 

B 

B 

Figure 2.12 Simple Decision Tree of Rule Generation 
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 In some applications, the accuracy of a classification or prediction is the only 

thing that matters. In such situations is not necessarily of concern how or why the 

model works. In other situations, the ability to explain the reason for a decision is 

essential. In marketing one has described the customer segments to marketing 

professionals, so that they can utilize this knowledge in launching a successful 

marketing campaign. These domain experts must recognize and approve this 

discovered knowledge, and for this we need good descriptions. There are a variety of 

algorithms for building decision trees that share the desirable quality of 

interpretability. Most algorithms that have been developed for learning decision 

trees are variations on a core algorithm that employs a top-down, greedy search 

through the space of possible decision trees. Decision tree programs construct a 

decision tree T from a set of training cases [KONW02], [QUIN86]. 

 

2.6 Summary 

 In this chapter, we explained the existing methods of modelling and retrieving 

images in details, the technologies used in these methods, which go with user’s 

needs, and in addition the approaches represented by the visual information system 

has been illustrated.   This chapter also explores the variety of features which have 

been used to index and retrieve images based on contents, keywords, textual 

description or captions as well as many more.  
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 An overview of image indexing and retrieval has been introduced showing the 

existence methods and how these methods deal with the image indexing and 

retrieval. We end with the efficient indexing and retrieval of the image database, 

which is necessary for success in image indexing and retrieval systems.  

  The Moving Picture Expert Group has taken place, its development, and offers 

are explained in this chapter. The ways of performing the XML documents are 

provided as well as the MPEG-7 tools. The XML schema and their component parts 

are thoroughly explained. In addition the structure annotation providing examples of 

the presentation of data type, which showing how to store information in XML 

document, are presented.  

The use of the thesaurus in our retrieval system is outlined, which is used 

when the user searches for images where the entered name is not found in our 

database. The controlled and uncontrolled vocabulary has certain advantages and 

disadvantages explained in details.   

 An overview of image retrieval engines, the evaluation criteria and standard 

terms are elaborated in this chapter. We went through the main English-Language-

based search engines offering images search in the Web as well. The limitation of 

the current image analysis techniques necessitates that most image retrieval systems 

use some form of text description provided by the users as the basis to index and 

retrieve images. All methods have these limitations; hence we explain choice of the 

selection of the concept-based method in our research. 
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 We explained the rule-based approach, and the forward and backward chaining 

which show us the way of storing and retrieving the image components. We 

explained many rules aspects for problem solving, which include the heuristic rules 

and explained its function in more detail; this aspect is used when building our rules 

to determine the images to which categories could fall in. Finally we explain what 

the decision tree and rule generation is and what the use of it in our research side by 

side with the rule-based expert system. We end the chapter by this summary. 
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Chapter 3 

Image Organization 

 

 
 

3.1 Introduction 

 Throughout this thesis, we shall use a collection of images to illustrate and 

validate our methods. In this chapter, we describe in some details the characteristics 

of the image collection and issues related to it. 

Images need to be stored in such a way that multi-resolution images can be 

efficiently retrieved, and so that ideally, one can quickly retrieve only portions of 

these images without having to decompress the whole image. This extraction of sub-

images needs to be performed in parallel in order for the system to have a fast 

response time. One can develop several storage and compression strategies that 

could be efficiently used in a parallel computer system with multiple storage 
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devices. For example, to allow multiple simultaneous accesses to different portions 

of an image, one can hierarchically partition the image [MARK92], [BODL91].  

 Categorizing images based on various criteria is a key task for all image 

management systems. Most current systems use some type of key-wording to 

categorize images in a collection. The key-wording concept has proven to be useful 

but limited [IMAT04], [HAN96], [SELO90]. A drawback of this concept is that 

there exist mismatches between indexing terms and query terms. In practice, it is 

often much more convenient to create a hierarchical structure that is optimal to 

emphasize relations between images or to order images based on projects, clients or 

themes. In the real world, images tend to fall into multiple categories. For example, 

an image showing a group of people on the beach may be assigned to categories like 

"Beach", "People", "Female", "Male", and to themes like "Leisure", "Fun", 

"Recreation", "Holidays", “Swimming", etc. If the image also shows a car, you may 

want to denote that by assigning the image into the category "Cars" as well.  

From the feature of images belonging to the same category, the system finds 

the pattern of interest in the form of rules based on two statistical measures 

(conditional probability and implication intensity). This is helpful for automatic 

classification of new images during their insertion in a large database, for obtaining 

results with more semantics and for improvement in the retrieval [BOUE98].  

Image classification helps the selection of proper features and descriptors for 

indexing and retrieval. Semantic categorization provides image organization 

according to high- level meanings. Efficient organization enhances not only the 
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retrieval accuracy but also the retrieval speed. Current work of image classification 

relies on either low-level features or knowledge rules [SZUM98], [LIPS97];  a  

hierarchical clustering technique for natural image database organization and 

summarization, where images were grouped via low-level feature clustering has 

been proposed [VELL98].  

A text-based query system based on the Ternary Object Model (TFM) 

database was developed by [LEUN99], [SUTA99]. TFM comprises an underlying 

visual entity-relationship index representation, rule-based conceptual hierarchy, and 

other features to support semi-automatic indexing and to enhance query performance 

using a thesaurus system,  r elevance feedback mechanism,  a nd user-tailored 

weighting components. The TFM Modeling approach has been proven to give 

component performance in terms of recall and precision in the retrieval of images. 

TFM is used by expanding and restructuring elementary objects and outlining 

objects into a hierarchy. 

 Our approach to image indexing and retrieval system is to develop algorithms 

for the storage and retrieval of image data from stored databases using a 

methodology that incorporates implicit image indexing. We develop techniques for 

the categorization of image components, and the assignment of weights, supporting 

factors, etc to these components on a proportional scale based on their relative 

importance within the image [AZZAM04], [HWAR00].  
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3.2 Image Collection and Rules Construction  

The selected images used in our database represent a good selection of multi-

object images, since the selected images comprise two or more objects, repetitive 

objects, objects having relationships to each other, and so on. Some of these objects 

could be primitive and some others may be non-primitive objects. Primitive objects 

are defined as the smallest entity that cannot be decomposed further into 

components.  Non-primitive objects could consist of two or more of the primitive 

objects; could also consist of two or more primitive and/or non-primitive objects. 

We collect these images from many sources; these sources are generally free of 

charge if the images were used for research purposes.   

 

3.2.1 Image Collection  

We have approximately 1000 images collected in our database, which are 

divided into 20 different categories, with each category consisting of around 50  

images varying in size. Images belong to certain categories depending on which 

category rule they fall under. The rules and image belonging are determined and 

explained later on in this section. The main criteria of the collected images are: the 

collected images are selected from a large number of different images; every 

selected image must satisfy the target categories rules.  
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The selected images follow the image selection rules listed below:  

1. Number of objects: a good cross section of the image collection contains 

images with different number of objects. 

2. Repetitiveness of objects: there should be images, in which all objects could 

be different from each other, and others the same (many birds). 

3. Number of relationships: the images should have relationships between 

objects present within them. 

4. Categorization: the images should contains both, images that can only 

belong to one category “Garden” for example, and images that could be put 

into many several different categories, for example, “Garden, Party, and 

Wedding”. Images are related to the certain categories if they satisfy the 

category rules. For example, if an image contains Trees, Grass, Flowers, 

Open Area, Bride, Groom, and People, then this image can be put into two 

categories, “Garden” and  “Wedding”, since it satisfies the rules for both 

simultaneously. The Garden category contains Plants (Trees, Grass, and 

Flowers) and Open Area as essential objects, whereas the Wedding category 

contains Bride and People as essential objects. The images of different 

categories are selected, but the categories should not be disjoint, for example, 

an image containing snow may fall in the sports category of winter games 

and the holiday category [AZZA04a].   

Other images are collected from different Web pages in order to measure the 

performance of the ICIIR system. Every image contains three attributes, the image 

number, the image name (taken from the title found with the image in the Web) and 
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the destination. This information can easily be stored in the database for our testing 

purposes; the images are stored in separate image collection folders. 

 

3.2.2 Rules Construction 

 Applying the heuristic rules, the image can fall in a category if it satisfies its 

creation rule. For example, the image can be categorized in the Garden category if it 

contains the essential objects which satisfy the Garden category rule; every Garden 

image must contain the essential objects and may contain other objects. All other 

categories follow the same technique, the rule numbers and the minimum objects to 

create the categories are listed below in this section.  

 Every category needs at least two rules; one to create the mid- level object, and 

the other for the high- level object; this for any three-level image.  The number of 

rules may increase when the number of levels increases.  

The category always means the highest level object created by rules for the 

certain image; other created objects could be considered sub-categories, which must 

belong to a category. We explain below the use of all rules and the objects created 

by these rules. 
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1. Garden Category 

    :1 1mR  IF there are Trees, and Grass, then the object is “Plants” 

    :1 2mR  IF there are Trees, and Flowers, then the object is “Plants” 

    :1 3mR  IF there is Grass, and Flowers, then the object is “Plants” 

    :1 4mR  IF there are Trees, Grass, and Flowers, then the object is “Plants” 

    :1 1hR  IF there are Plants and Open Area, then the object is “Garden” 

2. Wedding Category 

    :2 1mR  IF there is Female and Wedding Clothes, then the object is “Bride” 

    :2 1hR  IF there is Bride and People, then the object is “Wedding” 

    :2 2hR  IF there is Bride and Groom, then the object is “Wedding” 

3. Soccer Category 

    :3 1mR  IF there are People and Soccer Clothes, then the object is “Soccer 

Players” 

    :3 1hR  IF there are Soccer Players and Field, then the object is “Soccer” 

    :3 2hR  IF there are Soccer Players and Referee, then the object is “Soccer” 
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    :3 3hR  IF there are Soccer Players and Soccer Ball, then the object is “Soccer” 

    :3 4hR  IF there are Soccer Players and Crowd, then the object is “Soccer” 

    :3 5hR  IF there are Soccer Players, Field and Referee, then the object is 

“Soccer” 

    :3 6hR  IF there are Soccer Players, Field and Soccer Ball, then the object is 

“Soccer” 

    :3 7hR  IF there are Soccer Players, Field a n d  Crowd, then the object is 

“Soccer” 

    :3 8hR  IF there are Soccer Players, Referee and Soccer Ball, then the object is 

“Soccer” 

    :3 9hR  IF there are Soccer Players, Referee and Crowd, then the object is 

“Soccer” 

    :3 10hR  IF there are Soccer Players, Soccer Ball and Crowd, then the object is 

“Soccer” 

    :3 11hR  IF there are Soccer Players, Field, Referee and Soccer Ball, then the 

object is “Soccer” 
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    :3 12hR  IF there are Soccer Players, Field, Referee and Crowd, then the object 

is “Soccer” 

    :3 13hR IF there are Soccer Players, Field, Soccer Ball and Crowd, then the 

object is “Soccer” 

    :3 14hR  IF there are Soccer Players, Referee, Soccer Ball and Crowd, then the 

object is “Soccer” 

    :3 15hR IF there are Soccer Players, Field, Referee, Soccer Ball and Crowd, then 

the object is “Soccer” 

4. Football Category 

 :4 1mR  IF there are People and Football Clothes, then the object is “Football 

Players” 

:4 1hR IF there are Football Players and Field, then the object is “Football” 

:4 2hR IF there are Football Players and Football, then the object is “Football” 

:4 3hR IF there are Football Players and Referee, then the object is “Football” 

5. Volleyball Category 

    :5 1mR  IF there are People and Volleyball Clothes, then the object is 

“Volleyball Players” 
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    :5 1hR  IF there are Volleyball Players and Net, then the object is “Volleyball” 

    :5 2hR  IF there are Volleyball Players and Volleyball, then the object is 

“Volleyball” 

    :5 3hR  IF there are Volleyball Players and Referee, then the object is 

“Volleyball” 

6. Fishing Category 

    :6 1mR  IF there are People and Fishing Rods, then the object is “Fishermen” 

    :6 1hR  IF there are Fishermen and Water, then the object is “Fishing” 

7. Zoo Category 

    :7 1mR  IF there are Animals and Habitat, then the object is “Animal Habitat” 

    :7 1hR  IF there is Animal Habitat and Open Area, then the object is “Zoo” 

8. Party Category 

    :8 1mR  IF there is Food and Drink, then the object is “Nutrition” 

    :8 1hR   IF there is Nutrition and People, then the object is “Party” 

9. Birthday Category 

    :9 1mR  IF there is Cake and Candles, then the object is “Birthday Cake” 
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    :9 1hR  IF there is Birthday Cake and People, then the object is “Birthday” 

10. Beach Category 

    :10 1mR  IF there is Water and Sand, then the object is “Shore” 

    :10 1hR  IF there is Shore and Open Area, then the object is “Beach” 

11. Car Racing Category 

    :11 1hR  IF there is Racing Road and Cars, then the object is “Car Racing” 

    :11 1mR  IF there is Track and Road, then the object is “Racing Road” 

12. Computer System Category 

    :12 1mR  IF there is Keyboard, CPU, and Monitor, then the object is “Computer” 

    :12 2mR  IF there is Keyboard, CPU, Monitor and Mouse, then the object is 

“Computer” 

    :12 1hR  IF there is Computer and Printer, then the object is “Computer System” 

13. Playground Category 

    :13 1mR  IF there is Play Set and Bark, then the object is “Playing Area” 

    :13 1hR  IF there is Playing Area and Open Area, then the objec t  i s  

“Playground” 
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14. Restaurant Category 

    :14 1mR  IF there are Tables and Chairs, then the object is “Meal Tables” 

    :14 1hR  IF there are Meal Tables and Cutlery, then the object is “Restaurant” 

    :14 2hR  IF there are Meal Tables and Waiter, then the object is “Restaurant” 

15. War Category 

    :15 1mR  IF there are People and Army Uniform, then the object is “Army” 

    :15 1hR  IF there is Army and Smoke, then the object is “War” 

    :15 2hR  IF there is Weapon and Smoke, then the object is “War” 

    :15 3hR  IF there are Troops and Open Area, then the object is “War” 

16. Class Room Category 

    :16 1mR  IF there are Desks and Chairs, then the object is “Study Area” 

    :16 1hR  IF there is Study Area and Board, then the object is “Class Room” 

17. Waterfall Category 

    :17 1mR  IF there are Rocks and Cliffs, then the object is “Fall” 

    :17 1hR  IF there is Fall and Water, then the object is “Waterfall” 
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18. Wrestling Category 

    :18 1mR   IF there are Athletes and Attire, then the object is “Wrestler” 

    :18 1hR IF there is Wrestler and Ring, then the object is “Wrestling” 

    :18 2hR  IF there is Wrestler, Ring and Crowd, then the object is “Wrestling” 

19. Snowboarding Category 

    :19 1mR  IF there are People and Snow Gear, then the object is “Snow Border” 

    :19 1hR  IF there is Snow Boarder and Snow, then the object is “Snowboarding” 

    :19 2hR  IF there is Snow Border, Snow and Boarder, then the object is 

“Snowboarding” 

20. Cricket Category 

    :20 1mR  IF there are People and Cricket Clothes, then the object is “Cricket 

Player” 

    :20 1hR  IF there are Cricket Players and Wickets, then the object is “Cricket”  

    :20 2hR  IF there are Cricket Players and Field, then the object is “Cricket” 

    :20 3hR  IF there are Cricket Players and Cricket Ball, then the object is 

“Cricket” 
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3.3 Image Representation  

 In this research, the representation for image indexing consists of many 

discrete object types: low-level objects, mid- level objects, high- level objects and so 

on. We expect that three levels of object types will give a very good representation, 

nevertheless; fewer or more levels (two or  four) can also be used to present some 

images.  

 Low-level objects are primitive objects within the image that are meaningful to 

the human users. Mid-level objects can be primitive; they can also consist of two or 

more low-level objects being non-primitive objects. High- level objects can also be 

primitive; they can also consist of two or more mid- level objects. In this research, 

we use the ternary object model by expanding and restructuring low-level objects, 

mid- level objects, and high- level objects (in the case of three levels, which could 

differ) into a hierarchy. This expansion of the index makes use of rules to automate 

the generation of a mid- level objects from low-level objects, and high- level objects 

from mid- level objects. At the same time, this expansion of index makes use of rules 

to work in the opposite direction in order to automate the generation of a low-level 

object from mid- level objects, and mid- level objects from high- level objects and so 

on. This expansion is depicted in Figure 3.1.  
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 Apart from the left most set, which contains all primitive objects labelled as 

low-level objects, the remaining sets contain mid- level objects, and high- level 

objects. A dot represents an object and a line to the left of the object relates that 

particular object to its components. From this representation, it is clear that the 

higher the level of the concept, the less the number of objects in the set. This is an 

important characteristic that will be exploited in database search.  

 

Mid-Level 
Objects 

High-Level 
Objects 

Figure 3.1 Index Expansions 

Low-Level 
Objects 
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 Initially, the indexing is entered manually or extracted automatically from the 

image by human o r  computer in terms of primitive objects. Depending on the 

application, an indexer will have to predetermine to what extent they want to 

decompose an image object into primitive objects, which will be used to 

automatically develop higher- level objects using a knowledge-based system 

[SUTA99]. It is the task of the rules to perform the creation of the higher- level 

objects. A rule consists of an IF part, which lists all the conditions that must be 

satisfied, and a THEN part, which concludes the rule given that the conditions are 

met. Assigning lower- level objects in the IF part and higher-level objects in the 

THEN part creates a rule. Boolean “AND” o r  “OR” can be used to define the 

relationship among the primitive objects in the condition of the rule. By validating 

the rule conditions with existing objects and obtaining higher- level objects from the 

hypothesis of the rule, we can create a new index entry automatically.  

 In other words, we build a higher- level object from lower- level objects that 

might be directly recognizable from the image. This indexing mechanism will avoid 

inconsistency in human perception of the image concept when the process is 

performed manually.  For retrieval, users can take the advantage of these high- level 

objects to speed up the searching time and narrow down the search space.  

 We apply the knowledge-based system using the previous rules listed in 

Section 3.2.2 of this chapter. Consider the Soccer image shown in Figure 3.2, 

containing the atomic objects: People, Soccer Clothes, Soccer Ball, Field, Referee, 

and Crowd. We illustrated below how to construct a typical rule to define a high-

level object, “Soccer”. 
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 This image falls in the Soccer category because it satisfies all rules creating the 

Soccer object. Below is  an  explanation of how this image falls i n  the soccer 

category, by using Rule 13mR :  

:3 1mR IF there are People and Soccer Clothes, then the object is “Soccer Players” 

   The image contains People and Soccer Clothes, the object Soccer Players i s  

created using Rule 13mR . In turn, we can treat the object “Soccer Players” as a 

mid- level object, and then use it as a condition for a higher- level object description 

as in the following examples. By using the rule “ 13mR ” and one of the following 

rules ( 13hR  , 23hR , 33hR  and 43hR ), we can build the object of Soccer.  

 

 

Figure 3.2 Soccer Image 
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1. :3 1hR  IF there are Soccer Players and Field, then the object is “Soccer” 

 

 

 

 

 

 

2. :3 2hR  IF there are Soccer Players and Referee, then the object is “Soccer” 

 

 

 

 

 

 

3. :3 3hR  IF there are Soccer Players and Soccer Ball, then the object is “Soccer” 

 

People Soccer Players 

Field  Soccer 
Clothes 

Soccer 

Figure 3.3 Rule Hierarchy using Essential Objects of Soccer Category (A) 
 

Low-Level Objects  Mid-Level Objects  High-Level Objects  

People Soccer Players 

Referee  
 

Soccer 
Clothes 

 

Soccer 

Figure 3.4 Rule Hierarchy using Essential Objects of Soccer Category (B) 
 
 

Low-Level Objects  Mid-Level Objects  High-Level Objects  
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4. :3 4hR  IF there are Soccer Players and Crowd, then the object is “Soccer” 

 

 

 

 

 

 Satisfying one of these rules is enough to make this image fall under the 

Soccer category. This image satisfied several of the rules giving it the characteristics 

to fall under the “Soccer” Category. 

 To build the rule hierarchy, we use some of the essential objects required for 

the category as shown in one of Figure 3.3, Figure 3.4, Figure 3.5, and Figure 3.6. 

The created objects are always appearing in the italic style font (Soccer Players and 

Soccer). 

People Soccer Players 

Soccer Ball  
 

Soccer 
Clothes 

 

Soccer 

Figure 3.5 Rule Hierarchy using Essential Objects of Soccer Category (C) 
 
 

Low-Level Objects  Mid-Level Objects  High-Level Objects  

People Soccer Players 

Crowd 
 

Soccer 
Clothes 

 

Soccer 

Figure 3.6 Rule Hierarchy using Essential Objects of Soccer Category (D) 
 
 

Low-Level Objects  Mid-Level Objects  High-Level Objects  
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In this way we structure the index representations into a hierarchy. Therefore, 

several atomic objects will be able to define mid- level object and several mid- level 

objects will be able to define higher- level objects and so on. The benefit of this 

method is the reusability of the rules. Once a rule that defines an object is created, it 

can be used to define several other higher- level objects [TAM01], [HWAR00].  

The remaining objects (if there are any) of the image that are not used to create 

the mid-level objects can be used to create a high- level object, we will explain this 

case in detail later on in this chapter.  Figure 3.7 presents an example of rule 

hierarchy using all objects within the image shown in Figure 3.2, also satisfying 

rules 13mR and 153hR , in creating the objects “Soccer Player” and “Soccer”.  

 

 

 

 

 

 

 

People 

Soccer 
Clothes 

Figure 3.7 Rule Hierarchy using all Objects within Soccer Image 
 

Soccer 

Low-Level Objects  Mid-Level Objects  High-Level Objects  

Soccer Ball 

Crowd  

Referee  

Field  

Soccer Players  
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3.4 Object’s Relationships 

 There are three kinds of relationships between object levels: Composite 

Relationship (CR), Is-A Relationship (IAR) and Aggregation Relationship (AR). 

The uses of these relationships illustrate the idea of grouping objects together when 

creating mid- level objects, high- level objects, etc. Some primitive objects could 

group with the essential objects to create higher- level objects; the created objects 

could group with some other objects to create higher-level objects.  The remaining 

objects may b e  grouped together to create the highest level object. These 

relationships are explained below.  

 

3.4.1 Composite Relationship 

 A composite object i s  an object that can be broken down into component 

objects (all are essential). The Composite Relationship (CR) is shown in figure 3.8.  

 

 

 

 

 

 

Grass  

Trees 

Flowers 

Plants 

Figure 3.8 Composite Relationship 

Component of 

 

Component of 

 

Component of 
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3.4.2 IS-A Relationship 

 We say A Is-A B if object set B is a generalization of object set A, or 

equivalently, A is a special kind of B. (e.g. Apple is-a Fruit). IS-A Relationship 

(IAR) is shown in Figure 3.9.  

 
 
 
 
 
 
 
 
 
 
 
 

3.4.3 Aggregation (Member-Of) Relationship 

 An object can contain many components (an object is part of a greater whole), 

some of these components are essential and some are not (Weapon and Smoke are 

essential but Trees are not essential in the object “War”); the Aggregation 

Relationship (AR) is shown in Figure 3.10.  
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Figure 3.9 Is-A Relationship 
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3.5 Object Levels 

 As we mentioned in Section 3.2 of this Chapter, the index is entered manually 

or extracted automatically from the image by human or computer in term of atomic 

objects. Atomic objects are defined as the smallest entity that cannot be decomposed 

further into components. For example if a table is defined as an atomic component, 

then in the future we would not be able to recognize a table leg or a table top from 

the database. Therefore, depending on the application, an indexer will have to 

predetermine to what extent to decompose an image object into atomic objects. 

From these atomic objects, the machine will develop higher- level objects using its 

knowledge-based system [SUTA99]. 

Suppose that we have an image containing the atomic objects: Trees, Grass, 

Flowers, Open Area, Pathway and Cloud as shown in Figure 3.11. 

 

 

Figure 3.11 Garden Image 
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We illustrate below how to construct a typical rule to define a mid-level object 

“Plants” and high- level object “Garden”, as shown in Figure 3.12.  

· Using rule 41mR , we can create the mid- level object “Plants” from the essential 

objects of the low-level objects found in the given image. 

    :1 4mR  IF there are Trees, Grass, and Flowers, then the object is “Plants” 

· The objects not used to create the mid- level object moved from the low-level 

object to the mid- level object. 

· Using rule 11hR , we create the high- level object “Garden” from the essential 

objects found in image of the mid- level objects. 

    :1 1hR  IF there are Plants and Open Area, then the object is “Garden” 

· The objects that are not used to create the highest-level objects are moved down 

and categorised as a mid- level object since they can not be used to create any 

further objects, they are dropped back and are used a member-of “Garden” 

object. The “Garden” object will remain alone as a high- level object. 

· The numbers beside the arrows indicate the number of steps taken when using 

the object found on the left side of the arrows, the solid arrows represent that of 

the essential objects and the dashed arrows for the non-essential objects.     
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The final Figure of Figure 3.12 could be reorganizing as in Figure 3.13. 
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  Another way of how to construct a typical rule to define a mid- level object 

“Plants” and high- level object “Garden” is illustrated below.  

 

3.5.1 Low-Level Objects 

 Several primitive objects are considered as a low-level objects if they can be 

used together to build a mid- level object. In our case, the image contains Trees, 

Grass, and Flowers, which can be used to create an object of Plants. It satisfies the 

rule 41mR  of building the Plants object. So Trees, Grass, and Flowers are of the 

Low-level objects as shown in Figure 3.14.  

 

 

 

 

 

  

 

 

 

Mid-Level Objects 

Grass 
 

Flowers 
 

Trees 
 

Plants 
 

Figure 3.14 Low-level Objects 
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3.5.2 Mid-Level Objects 

 In turn, we can treat the created object “Plants” as a mid- level object, and then 

use it as a condition with the other object “Open Area” in this image as mid- level 

objects for a high- level object “Garden”. Rule 11hR is used to create the Garden 

object from its essential components (Plants and Open Area), as shown in Figure 

3.15.  

 

 

 

 

 

  

 The remaining objects, which are not used to build any level of objects, are 

grouped with the essential objects to build the highest level object in an image. So 

Pathway and Cloud are not used to build any other object; we include these objects 

together with the essential objects (Plants and Open Area) to build the same high-

level object “Garden” as shown in Figure 3.16.  
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Figure 3.15 Essential Mid- level Objects 
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3.5.3 High-Level Objects 

  The created object “Garden”, which was created from the mid-level objects 

Plants, Open Area, Pathway and Cloud, is considered a high- level object.  

 The three levels of objects we explained in this section are shown together in 

Figure 3.13 in this Section. 

As mentioned in an earlier section, the advantage of this method is the  

reusability of the rules, where a rule that defines an object is created, can also be 

used to define several other higher- level objects.  

We can build Higher- level objects using the same technique used to create mid 

and high- levels of objects, however components must be objects of a high- level.  

Member of 

Member of 

Component of 

Component of 

Figure 3.16 Essential and Non-Essential Mid- level Objects 
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3.6 Building the Object Levels 

We develop techniques for the categorization of image components, and the 

assignment of different attributes (weights, supporting factors, density, etc) to these 

components on a proportional scale based on their relative importance within the 

image [JORG98]. 

 Suppose that we have an image shown in Figure 3.17, containing the atomic 

objects: Female, Wedding Clothes, Groom, People, Flowers and Candles. 

 

 

 In an example, we explain below how we can build the possible different 

levels of objects using the given objects within the image. 

 

Figure 3.17 Wedding Image  
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3.6.1 Building Mid-level Objects  

The Low-level objects must satisfy the rule of creating a mid- level object in 

order for us to be able to use them to build the particular mid- level object, for 

example, the essential objects such as Female and Wedding Clothes are considered 

components of the object, Bride and hence can create the Bride object here, using 

rule ( 12mR ) as illustrated in Figure 3.18. 

    :2 1mR  IF there is Female and Wedding Clothes, then the object is “Bride” 

 

 

 

 

 

 

We have to include all low-level objects that could be used to build the mid-

level object ( the essentials could be components of the mid- level object). The 

minimum amount of objects required to create a higher- level object are always 

needed (the essential objects) with the option of adding other components that are 

not always required.  

Female 

Bride 

Wedding Clothes 

Figure 3.18 Building Mid-Level Object   
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3.6.2 Building High-level Objects  

 Using the same technique when building mid- level object, the created mid-

level object “Bride” and some of the remaining objects of the image that are not 

used to create the mid- level object Bride (Groom and People) can be used to create a 

high- level object “Wedding” using rule 32hR , as illustrated in Figure 3.19.     

:2 3hR IF there is Bride, Groom and People, then the object is “Wedding” 

 

 

 

 

 

 

 Figure 3.20 illustrates the same high- level object “Wedding” built in Figure 

3.19, in addition to the use of the non-essential object (Flowers and Candles), since 

we cannot use them to build any further object.  
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Figure 3.19 Building High- level Object 
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 The created high- level object “Wedding” and any other objects (if there is any) 

that is not available in the given image; could be used to create a higher- level object, 

if it satisfy the specific rule using the same technique of building mid- level and 

high- level objects. 

 Upon the execution of these rules, which are used in creating objects of 

different levels, we will generate new objects that represent mid-level or high- level 

objects. These objects will be stored in different tables corresponding to the level of 

abstraction or the stage of creation of the index. 

 To evaluate the rule, the inference engine requires that all of the conditions be 

satisfied. It is possible that more than one rule will apply to an image. The final 

shape contains all levels we build is shown in the figure 3.21. 

Figure 3.20 Building High-level Object using all Mid-Level Objects within Image 
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 As shown from building different levels of objects, we build a higher- level 

index from lower- level objects that might be directly recognizable from the image. 

This indexing mechanism will avoid inconsistency in human perception of the 

image concept when the process is performed manually.  For retrieval, users can 

take the advantage of these high- level objects to speed up the searching time and 

narrow down the search space.  

 

 

 
 
 
 

Figure 3.21 All Levels of Objects Contained within Wedding Image 
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3.7 Image Organization and Categorization 

The images in our database could be put into one category, or they could be 

put into many different categories, For example, if an image contained Trees, Grass, 

and Open Area, this image can put into one category “Garden” because it satisfy the 

Garden image rule only, but if it contained Trees, Grass, Flowers, Open Area, Bride, 

and People,  this image can put into two categories “Garden” and  “Wedding”.  I t 

satisfies both the Garden and the Wedding rules simultaneously.  

    The following example demonstrates the way to manipulate the image 

organization: Suppose that we have two images in our database (Figure 3.22), with 

the following objects as shown in Table 3.1 

 

 

 

 

 

 

 

 

 

Image1 

Figure 3.22 Garden and Wedding Images 

Image2 
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Table 3.1 Image descriptions 

Image1 Image2 

Trees Trees  

Grass Flowers 

Flowers People 

Open Area Female 

Cloud Wedding Clothes 

 Open Area 

 

Image Falling in One Category  

 Suppose that we have created a knowledge-based system using the following 

rules (Section 3.2.2 in this Chapter) and the objects contained in image1: 

    :1 4mR  IF there are Trees, Grass, and Flowers, then the object is “Plants” 

    :1 1hR  IF there are Plants and Open Area, then the object is “Garden” 

 Image1 falls under only one category, the “Garden” category; since it satisfies 

the Garden rule creation as shown in 41mR and 11hR . As creation of different 

levels of object, we included the remaining objects of the image “Cloud”, as mid-

level object when representing the relationship between objects as shown in Figure 

3.23. 
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Image Falling in Two Categories   

 By the same way, suppose that we have created a knowledge-based system 

using the following rules and the objects contained in image2: 

    :1 2mR  IF there are Trees, and Flowers, then the object is “Plants” 

    :1 1hR  IF there are Plants and Open Area, then the object is “Garden” 

 This means that image2 falls under the “Garden” category:  I t satisfies the 

Garden rule creation as in rules 21mR and 11hR , it contained the essential objects of 

the Garden object, as shown in Figure 3.24.  
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Figure 3.23 Image Falling in One Category “Garden” Category 
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 For the same image (image2), suppose that we have created a knowledge-

based system using the following rules and the objects contained in image2: 

    :2 1mR  IF there is Female and Wedding Clothes, then the object is “Bride” 

    :2 1hR  IF there is Bride and People, then the object is “Wedding” 

 This means that image2 falls in the “Wedding” category also, it satisfies the 

wedding rule creation as in rules 12mR and 12hR , it contained all objects needs to 

create the Wedding, as shown in Figure 3.25. 

 

 

 

 

 Figure 3.25 Image Falling in Two Categories (2/2 Wedding) 
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 Rules 21mR , 11hR , 12mR and 12hR illustrated that image2 falls in two 

categories, the Garden category and the Wedding category. These rules briefly 

illustrate how we construct the rule hierarchies. We can create mid- level objects 

“Plants” and “Bride”, using some of the image components as in 21mR and 12mR . 

The created mid- level object, Plants, and Open Area can be used to create the high 

level object “Garden” as in 11hR . Plants and Open Area and the remaining objects 

of the image that are not used to create the mid- level object ( Bride (Female and 

Wedding Clothes), People), can be used to create the same high- level object 

“Garden” as shown in Figure 3.26.  

 

 

 

 

 

 

 

 

 By the same way, the created mid-level objects, Bride, and People can be used 

to create the high level object “Wedding” as in 12hR . Bride and People and the 
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Figure 3.26 Image Falling in Two Categories using All Objects within Image 
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remaining objects of the image that are not used to create the mid-level object (Open 

Area, Plants (Trees and Flowers)), can be used to create the same high- level object 

“Wedding”.  

 To build the highest level object in the image, we have to use all objects inside 

the image even if some of them are not essential to be components of the created 

object. For this, all objects inside image2 can build the “Garden” objects, at the 

meantime the same objects inside image2 can build the object “Wedding”, since 

some of them can build the Garden and the Wedding objects.  

Image Falling in Three Categories 

 Another example, an image falling under more than two categories is 

explained below. Suppose that we have an image in our database with the following 

primitive objects: Trees, Flowers, Open Area, People, Female, Wedding Clothes, 

Playing Set, and Bark.  

This image can fall under the Garden category using the following rules: 

    :1 2mR  IF there are Trees and Flowers, then the object is “Plants” 

    :1 1hR  IF there are Plants and Open Area, then the object is “Garden” 

 Figure 3.27 shows the relationship between the created objects (Plants and 

Garden) and its essential components only.  
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 In the same way, when using the following rules, the same image falls under 

the Wedding category as shown in Figure 3.28. 

    :2 1mR  IF there is Female and Wedding Clothes, then the object is “Bride” 

    :2 1hR  IF there is Bride and People, then the object is “Wedding” 

 

 

 

 

 

  

 

Figure 3.27 Image Falling in Three Categories (1/3 Garden) 
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Figure 3.28 Image Falling in Three Categories (2/3 Wedding) 
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Using the following Rules, the same image falls under the Playground 

category as well as shown in Figure 3.29. 

    :13 1mR  IF there is Playing Set and Bark, then the object is “Playing Area” 

    :13 1hR  IF there is Playing Area and Open Area, then the object is 

“Playground” 

 

 

 

  

 

 

 

It is obvious from the previous rules that one image could fall under many 

categories. When using all objects to build the different levels, Figure 3.30 shows the 

image falls under the Garden category. This could be applied for the Wedding and 

Playground categories following the same technique. 

This image can be stored once, and its information will be in three different 

categories, which will save a lot of space since the images need a lot of space for 

storage.  This idea leads us to store our images in one folder, not in numerous 

categories, not only to save more spaces but also for easier access. 

Figure 3.29 Image Falling in Three Categories (3/3 Playground) 
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3.8 Summary 

 In this chapter, we present the image collection and the selection rules, the 

current systems used to categorize images in collections and where images tend to 

fall under multiple categories in the real world. We show that the images need to be 

stored in such a way that multiple resolution images can be efficiently retrieved. 

 We explained the developments of the text-based query system, which is based 

on the Ternary Object Model database.  

Figure 3.30 Image Falling in Three Categories using All Objects within Image 
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 We showed that our collected images contain multi-objects, and the rules 

control t he image categories. We also presented the image descriptions and the 

relationship between objects contained in images.  

 The image representation has taken a place, where image indexing consists of 

many discrete object types, we show these object types in a figure furthermore, the 

type levels of these objects, the primitive and non-primitive objects and the 

relationship between them are explained as well, where we expect that three objects 

types (Low-level object, Mid- level object, and High- level object) will give a good 

representation.   

 We determined the different levels of objects, the understanding of every level, 

and the way of creating the higher- level objects from its components of the Lower-

level objects are explained in this chapter. The relationship between objects, the type 

of relationship, and the different objects attributes is identified. 

 We explained in complete examples the way of building the different object 

levels and their relationships.  We show in these examples how some images can fall 

in more than one category, where every category must contain its essential 

components and may be more of non-essential. 
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Chapter 4 

Measures of the Reliability of Objects 

 

 

4.1 Introduction 

 In order to gain satisfactory results for the objects’ attributes values, which 

will be stored in the database and will be the only data used to retrieve the desired 

images measures using Mathematical Equations (MEs) have been created which 

depend on the object’s significance in images of a certain category. 

 As explained in Section 3.3 of Chapter 3, objects in images can be primitive or 

non-primitive, the primitive objects are defined as the smallest entity that cannot be 

decomposed further into components, and the non-primitive objects usually contain 

many components. 
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  Later on in this chapter, the creation of the Mathematical Equations and how 

they work is shown in order to compute the different values of objects’ attributes by 

using examples with explanations. We also explain the objects’ attributes shown in 

Figure 4.1 in more detail. 

The created Mathematical Equations are used to compute the objects 

attributes’ values (weights, supporting factors, primitive availabilities, values, rule 

significant factors, non-primitive availabilities, the weight in image, and the 

primitive and non-primitive densities) of different levels of objects. The computed 

values of all attributes and other non-computed attribute data are stored in different 

tables. Once we input all of the object attributes’ values and other data, the search 

engine is ready to perform a search on the database. In a particular image with 

several categorisations, each object will have different values for each attribute 

depending on the categorisation. 
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4.2 Object’s Attributes 

We associate with every object many attributes, which are: number, name, 

image address, weight, availability, supporting factor, value, rule significant factor, 

weight in image, and density as shown in Figure 4.1. Each attribute is defined as 

follows: 

 

 

 

 

 

 

 

 

Object’s Attributes and Relative Importance 

Objects’ Number:  

 An Object’s number is a unique number, the principal means of identifying 

 objects within an object set. 
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Figure 4.1 Objects’ Attributes 
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Objects’ Name:  

 An object’s name is a suitable description of an object. 

Objects’ Address:  

 An object’s address is the image address, which contains this particular 

 object. 

Objects’ Weight ( iW ):  

 An object’s weight is a measure of the significance/ prominence of an object in 

 its set in an image. These weights appear inside the closed brackets [] in 

 figures. 

 Objects’ Availability ( iA ):  

 An object’s availability is a measure of the expected probability of the object’s 

 appearance in an image. 

Objects’ Supporting Factor ( iS ):  

 An object’s supporting factor is a measure of the dependence of the 

 appearance of a high- level object on this object. The value of the supporting 

 factor appears beside the arrow connection between objects on figures. 
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Objects’ Value ( iV ):  

 An object’s value is computed by multiplying together the object’s weight, 

 availability, and supporting factor. 

Objects’ Rule Significant Factor ( jRsf ):  

 An object’s rule significant factor is a measure of the total appearance of all 

 object components in a certain image divided by the total appearance of all 

 objects which were components for the same object’s name in the database. 

Objects’ Weight in Image (Wii ):  

An object’s weight in an image is a measure of the importance of an object in 

the image. These weights appear inside the double closed brackets [[]] i n  

figures. It describes the object’s weight to the whole image. 

Object’s Density ( iD ):  

 An object’s density is related to the object’s width and its height in the image, 

 which is equivalent to the area occupied by the object in the image. 

Objects’ Type ( iT ):  

 An object’s type describes the object level in an image (low-level, mid- level, 

high- level objects, etc). 
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4.3 The Measurements of Object’s Attributes 

As mentioned in Section 4.2 of this chapter, every object in an image has many 

attributes associated with it. Every one of them has been defined; many of the 

objects attributes’ values need to be computed, which are: weight, availability, 

supporting factor, value, rule significant factor, weight in image, and density. 

 In a complete example below, we illustrate the ways to define, measure, and 

compute all object attribute values using the Mathematical Equations created in this 

chapter. 

 Suppose that we have an image of a Garden containing the primitive objects: 

Trees, Grass, Flowers, Open Area and Cloud as shown in Figure 4.2, with the image 

description listed in Table 4.1.  

 

 

 

 

 

 

 Figure 4.2 Garden Image 
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Table 4.1 Garden Image Descriptions 
 

Object Name 

Trees  

Grass 

Flowers 

Open Area 

Cloud 

 

4.3.1 Object’s Weight 

 A non-primitive object can contain many components; the weight of each 

component may vary from one to another. The total weight of the object’s 

components is equal to 1. Figure 4.3 shows where the weight must appear inside the 

closed brackets, which is not known yet,  the total weight of Plants’ components 

(Grass, Trees, and Flowers) is shown in this figure is equal to 1.  

1=++ FlowersGrassTrees WWW  

 

 

 

 

 

Mid-Level Object(s) 

Grass [..?] 

Low-Level Objects 

Plants 

Flowers [..?] 

Figure 4.3 Objects without Weights 

Trees [..?] 
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Measuring Objects’ Weight 

 Let iP = the number of appearances of object i (a low-level object belonging to 

a certain mid-level object),  and tP = the total number of appearances for all low-

level objects that belong to the same mid- level object.  

Then )...( 21 nt PPPP +++=  

)1(
1

MEPP
n

i
it LLLLLLLLLLLLå

=

=  

And,  

)2(ME
P

P
W

t

i
i LLLLLLLLLLLLL=  

Uses of ME1 

  ME1 computes the total appearance ( tP ) of all low-level objects that belong 

to a certain mid- level object. 

Uses of ME2 

 ME2 computes the weight ( iW ) of the low-level objects, which belong to the 

same mid- level object, by dividing its number of appearances ( iP ) by the total 

number of appearances for all low-level objects that belong to the same mid- level 

object.  
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Computing the Object’s Weights 

 To compute the weights for the low-level objects, we need to know how many 

times every low- level object appears as a subset of the mid-level object in our 

database. 

  Suppose that in 77 images containing Plants in the database, ‘Trees’ appeared 

74 times as a subset of Plants; ‘Grass’ 56 times and ‘Flowers’ 57 times.  

    The weight for every lower-level object will be computed using a heuristic 

based on the frequency of appearance of each object relative to the total appearance 

of all objects that create that mid-level object. Below is the method of computing the 

weights of Plants’ components in Figure 4.2 and Figure 4.3.  

 The total appearance o f  t h e  Plants objects’ components in this image =  

187575674 =++=++= FlowersGrassTreest PPPP  

FlowersGrassTrees

Trees
Trees

PPP

P
W

++
=  

Trees’ weight can be indexed with the value: 

396.0
187

74
==TreesW  

Similarly, Grass’ weight can be indexed with the value: 

299.0
187

56
==GrassW , 
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And Flowers’ weight can be indexed with the value: 

305.0
187

57
==FlowersW   

 As mentioned before, 1=++ FlowersGrassTrees WWW  and  our computing 

showed that the total weights of Trees, Grass, and Flowers are as follows: 

1305.0299.0396.0 =++=++ FlowersGrassTrees WWW  

 Figure 4.4 shows the Plants components’ (Trees, Grass, and Flowers) weights 

which were computed appear inside the closed brackets []. 

 

 

 

 

 

 

 

 Using ME1 and ME2, we can also compute the weights of the mid- level 

objects that belong to a high- level object, with the same process, this is shown 

below: 

Mid-Level Objects 

Grass [0.299]  
 

Low-Level Objects 

Plants 

Flowers [0.305] 

Figure 4.4 Weights of Low-Level Objects 

Trees [0.396] 
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 Suppose that, in 77 images containing Garden in the database, ‘Plants’ 

appeared 77 times as a subset of Garden; ‘Open Area’ 77 times and ‘Cloud’ 4 times. 

 The way of computing the weights of Garden components in Figure 4.5 is 

illustrated below. 

tP of the Garden objects’ components in this image = (77 + 77 + 4) = 158 

For our example, 
CloudareaOpenPlants

Plants
Plants

PPP

P
W

++
=  

Plants’ weight can be indexed with the value: 

487.0
158

77
@=PlantsW ,  

Similarly, Open Area’s weight can be indexed with the value: 

487.0
158

77
@=AreaOpenW  

And Cloud’s weight can be indexed with the value: 

025.0
158

4
@=CloudW  

Figure 4.5 shows the Garden components’ (Plants, Open Area, and Cloud) weights 

which were computed appear inside the closed brackets []. 
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Figure 4.6  contained low-level and mid- level objects’ weights, which were 

computed using ME1 and ME2. The weight of the highest- level “Garden” = 1.00 

(the sum of Garden components’ weights).  

 

 

 

 

 

 

 

 

Grass [0.299] 
 

Flowers [0.305] 
 

Trees [0.396] 

 

Plants [0.487] 

 

Open Area [0.487] 
 

Cloud [0.025] 

Garden [1.00] 

Figure 4.6 Weights of All Objects within Image 

Low-level Objects Mid-level Objects 
 

High- level Objects 
 

Plants [0.487] 
 

Open Area [0.487] 
 

Garden 

Figure 4.5 Weights of Mid-Level Objects 

Mid-level Objects 
 

High- level Objects 
 

Cloud [0.025] 
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4.3.2 Object’s Supporting Factor  

 Objects’ Supporting factor ( iS ) is a measure of the dependence of the 

appearance of a high- level object on this object. The value of the supporting factor 

appears beside the arrow connection between objects in figures. 

Measuring an Object’s Supporting Factor  

 Object’s Supporting Factor = lower- level object’s appearances (subset) divided 

by the mid- level object’s appearances (set). 

)3(ME
P

P
S

j

i
i LLLLLLLLLLLL=  

Uses of ME3 

 ME3 computes the supporting factor ( iS ) of the low-level object 

(components of the mid-level object), by dividing its number of appearances ( iP ) 

by the number of appearances of the mid- level object ( jP ). Using the same method, 

other levels of objects’ supporting factors can be computed. 

Computing an Object’s Supporting Factor  

 Computing the supporting factor for Trees, Grass, and Flowers using ME3 

where in 77 images containing Plants in the database, ‘Trees’ appeared 74 times as a 

subset of Plants; ‘Grass’ 56 times and ‘Flowers’ 57 times.  
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Trees’ supporting factor can be indexed with the value: 

 %96
77

74
===

Plants

Trees
Trees

P

P
S ,  

Similarly, Grass’ supporting factor can be indexed with the value: 

 %73
77

56
===

Plants

Grass
Grass

P

P
S ,  

And Flowers’ supporting factor can be indexed with the value: 

 %74
77

57
===

Plants

Flowers
Flowers

P

P
S  

 By adding weights and supporting factors to Figure 4.4, we can build Figure 

4.7 shown below. 

 

 

 

 

 

  

 

73% 

96% 

74% 

Mid-Level Object(s) 

Grass [0.299] 

 

Low-Level Objects 

Plants 

Flowers [0.305] 

Figure 4.7 Weights and Supporting Factors of Low-Level Objects 

 

Trees [0.396] 
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 ME3 can be used to compute the supporting factors of the mid- level objects 

(Plants, Open Area, and Cloud), which belong to a high- level object, “Garden”, 

using the same technique that is used to compute the supporting factors of the low-

level objects as follows:  

 Plants’ supporting factor can be indexed with the value: 

%100
77

77
===

Garden

Plants
Plants

P

p
S ,  

Similarly, Open Area’s supporting factor can be indexed with the value: 

%100
77

77
==AreaOpenS  

And Cloud’s supporting factor can be indexed with the value: 

%5
77

4
@=CloudS  

Figure 4.8 contains the weights and the supporting factors of all mid- level 

objects, which were computed using ME1, ME2, and ME3. 

 

 

 

 5% 

100% 

100% 
Open Area [0.487] 

Plants [0.487] 

Cloud [0.025] 

Garden 

Figure 4.8 Weights and Supporting Factors of Mid-Level Objects 

Mid-level Objects 
 

High- level Objects 
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 Figure 4.9 contains the weights and supporting factors of the low-level and the 

mid- level objects together. 

 

 

 

 

 

 

 

4.3.3 Availability of Primitive Objects  

 Objects’ availability ( iA ) is a measure of the importance of objects inside the 

image comparing with the objects in image of the same category and containing all 

possible objects to be in this category (expected probability of the objects’ 

appearance in an image).   

Measuring an Object’s Availability 

 The availability ( iA ) of a low-level, or of any primitive object from any level 

is taken to be 1 because it is directly indexed primitive content (since its appearance 

is certain); ME4 gives the value of the availability of any primitive object. 

96% 

73% 

74 % 
5 % 

100% 

100% 
Grass [0.299] 

 

Flowers [0.305] 

 

Trees [0.396] 
 

Plants [0.487] 
 

Open Area [0.487] 
 

Cloud [0.025] 

Garden 

Figure 4.9 Weights and Supporting Factors of Low-level and Mid-Level Objects 
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High- level Objects 
 



Chapter 4. Measures of the Reliability of Objects                                                                         page 

______________________________________________________________________ 
 

119 

 

)4.(........................................1 MEAi =  

 

Uses of ME4 

ME4 is used to give values to the availability of any primitive object; this 

value is equal to one.  

Computing the Primitive Objects’ Availability  

Trees, Grass, and Flowers are low-level objects that are categorised as 

primitive. Using ME4, we can see that each object’s availability will be equal to 

one. 

Trees’ availability can be indexed with the value: 

1=TreesA  

Similarly, Grass’ availability can be indexed with the value: 

1=GrassA , 

And Flowers’ availability can be indexed with the value: 

1=FlowersA . 
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The availability ( jA ) of a non-primitive object, is defined as the sum of the 

values of all its components multiplied by its rule significant factor. It has a value 

between 0 and 1( 10 £< jA ); this case will be discussed later.  

 

4.3.4 Object’s Values 

 An object’s value ( iV ) is computed by multiplying together the object’s weight, 

availability, and supporting factor.  

Measuring an Object’s values  

 ME5 defines the value of each low-level object as the product of the object’s 

weight, its availability, and its supporting factor, while ME6 computes the total 

value that belongs to the one mid-level object. 

 

)5(........................................ MESAWV iiii ´´=  

 
 

And,  

 

)6(
1

MEVV
n

i
it LLLLLLLLLLLLå

=

=  
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Uses of ME5 & ME6 

ME5 computes the value of the lower- level object by the product of the 

object’s weight, its availability, and its supporting factor. 

ME6 compute the total values of the lower-level objects that belong to the one 

higher- level object, these values are used to compute the availability of the higher-

level object (non-primitive) by multiplying the computed values by the higher- level 

object’s rule significant factor, explained in further detail later in this chapter. 

Computing the Object’s Values 

Using ME5, we can compute the value of a low-level object: 

TreesTreesTreesTrees SAWV ´´=   

Trees’ value can be indexed with the value: 

380.0)96.000.1396.0( @´´=TreesV  

Where the Trees weight = 0.396, and the availability is taken to be 1 because it is 

directly indexed primitive content, and the supporting factor = 0.96 (Computed in 

Section 4.3.2 of this chapter).    

Similarly, Grass’ value can be indexed with the value: 

218.0)73.000.1299.0( @´´=GrassV  
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Where the Grass weight = 0.299, the availability =  1, and the supporting factor =  

0.73.  

And, Flowers’ value can be indexed with the value: 

226.0)74.000.1305.0( @´´=FlowersV  

Where Flowers’ weight = 0.305, the availability = 1, and the supporting factor =  

0.74. 

 ME6 is used to compute the total values of Plants’ components, which is used 

to compute the Plants availability then multiply the total values of the Plants 

components by the Plants’ rule significant factor.  L ater on in this chapter w e  

illustrate how we compute the non-primitive mid- level, high- level and higher- level 

objects’ availability.   

 In our case study, the total value of Plants components is computed below: 

824.0226.0218.0380.0 =++=++= FlowersGrassTreest VVVV  

ME5 is used to compute the objects values of the mid- level objects (Plants, 

Open Area, and Cloud), which belong to a high- level object, “Garden” using the 

same technique that is used to compute the values of the low-level objects  as  

follows:  

PlantsPlantsPlantsPlants SAWV ´´=   
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Plants’ value can be indexed with the value: 

403.0)00.1824.0487.0( @´´=PlantsV  

Where Plants’ weight = 0.487, and the availability = 0.824 (Plants is a non-primitive 

object, the rule significant factor for Plants is equal to one since it contain all 

possible objects that could be found in Plants, the value of it availability will not 

change), and supporting factor = 1.00.    

Similarly, Open Area’s value can be indexed with the value: 

487.0)00.100.1487.0( @´´=AreaOpenV  

Where Open Area’s weight = 0.487, the availability is taken to be 1 because it is 

directly indexed primitive content, and the supporting factor = 1.  

And, Cloud’s value can be indexed with the value: 

001.0)05.000.1025.0( @´´=CloudV  

Where Cloud’s weight = 0.025, the availability is taken to be 1, and the supporting 

factor = 0.05. 

 In our case study, the total value of Garden components is computed below: 

891.0001.0487.0403.0 =++=++= CloudAreaOpenPlantst VVVV  
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4.3.5 Object’s Rule Significant Factor  

 An object’s Rule Significant Factor ( Rsf ) is a measure of the total appearance 

of all object components in a certain image divided by the total appearances of all 

objects for components of the same object’s name in the database. Rsf needed for 

the non-primitive objects to compute its availabilities, Rsf of the primitive objects 

is equal to 1. 

Measuring an Object’s Rule Significant Factor   

 ME7 is used to compute the object’s Rsf by dividing the total number of 

appearances for all low-level objects that belong to a certain mid- level object in one 

case (image), to the number of appearance for all objects that belong to the same 

mid- level object name in the database, then:  

nmwhere
PPP

PPP
Rsf

m

n
j ³

+++

+++
= ,

...

...

21

21
 

)7(

1
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P

Rsf
m

i
i

n

i
i

j LLLLLLLLLL

å

å

=

==  

  å
=

n

i
iP

1

Stands for the total number  of  appearances o f  mid- level object 

components, in our case, “Plants”, and å
=

m

i
iP

1

stands for the total number of 
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appearances of all objects that are components of an object named Plants in  the 

database, and so on. 

Uses of ME7 

ME7 is used to compute the object’s rule significant factor ( Rsf ) of the non-

primitive objects, the result is multiplied by the total values of its components results 

in an object’s availability. 

Computing the Object’s Rule Significant Factor  

 In our example, 77 images containing Plants in the database, ‘Trees’ appeared 

74 times as a component of Plants; ‘Grass’ 56 times and ‘Flowers’ 57 times. The 

Plants in database has only three objects (Trees, Grass, and Flowers) as components 

of it.  

 The total number of appearances of Plants’ components in this case = 187, and 

the total number of appearance of Plants’ components in the database = 187. Using 

ME7, Rsf of Plants in this image computed as below: 

OthersFlowersGrassTrees

FlowersGrassTrees

m

i
i

n

i
i

j
PPPP

PPP

P

P

Rsf
+++

++
==

å

å

=

=

1

1
 

Plants’ Rsf can be indexed with the value computed below: 
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00.1
187

187

0575674

575674
@=

+++

++
=PlantsRsf     

 In the case of the Plants components including Trees and Grass only, their 

appearances = 74 + 56 = 130. 

Rsf of Plants in this case 695.0
187

130

575674

5674
@=

++

+
= .  

 The total number of appearances of Garden’s components in our example is 

computed below. The total number of appearances of all objects which are 

components of objects named Garden in the database = 290 (the appearances of 20 

objects were components of objects named Garden in database). ME7 can be used to 

compute the object’s rule significant factor ( Rsf ) of the high- level object 

“Garden”, with the same technique that is used to compute Rsf of Plants object 

(mid- level object):  

OthersCloudAreaOpenPlants

CloudAreaOpenPlants

m

i
i

n

i
i

j
PPPP

PPP

P

P

Rsf
+++

++
==

å

å

=

=

1

1
 

545.0
290

158

290

47777
@=

++
=GardenRsf     
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4.3.6 Availability of Non-Primitive Objects 

 As mentioned before ,  objects’ availability is a measure of the expected 

probability of the objects’ appearance in an image, and the availability of the 

primitive objects is equal to 1, the availability of the non-primitive objects may be 

different from 1 ( 10 £< jA ).   

Measuring an Object’s Availability 

 The availability ( jA ) of a non-primitive mid- level object is defined as the 

sum of the values of all its low- level objects’ components multiplied by the mid-

level object’s rule significant factor. It has a value between 0 and 1; ME8 or ME9 

computes the availability of any non-primitive object.  

)8(
1

MERsfVA j

n

i
ij LLLLLLLLLL´÷
ø

ö
ç
è
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)9(MERsfVA jtj LLLLLLLLLL´=  

å
=

=
n

i
it VVwhere

1

 

Uses of ME8 & ME9 

ME8 or ME9 compute the non-primitive objects’ availability by multiplying 

the total value of its components by its rule significant factor. The result is the value 

of the component contained inside the object. 
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Computing the Object’s Availability  

 In a previous section, the values of Plants’ components (Trees, Grass, and 

Flowers) were computed as follows:  

380.0=TreesV , 218.0=GrassV , and 226.0=FlowersV , then  

824.0226.0218.0380.0 =++=++= FlowersGrassTreest VVVV ,  

And the Plants’ rule significant factor indexed with the value:  

00.1
187

187
==PlantsRsf . 

Using ME8, Plants’ availability can be indexed with the value: 

824.000.1824.0 =´=´= PlantstPlants RsfVA  

 Using the same technique, we can compute the availability of Garden (high-

level object) from its components (mid- level objects) as follows: 

Since 891.0@tV , and 545.0@GardenRsf , then    

Garden’s availability can be indexed with the value: 

486.0545.0891.0 @´=´= GardentGarden RsfVA  
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4.3.7 Object’s Weight in Image 

  Objects’ weight in image ( iWii ) is a measure of the importance of an object in 

an image.  

Measuring an Object’s Weight in Image  

  The weight in image is computed by multiplying the object’s weight by the 

weight of the set in which it is a component of and the result follows t he same 

procedure and so on until the last level in the image, using ME10.  

)10(...21 MEWWWWii ni ×××´´´= LLLLLL  

 Where 1W stands for the weight of the lower- level object, 2W  stands for the 

weight of the higher- level object where the lower- level object is one of its 

components, and nW  stands for the weight of the highest-level object present in an 

image, the highest- level object’s weight’s value is considered to be =1.00 .  

 Uses of ME10 

ME10 is used to compute the weight in image of any object compared with the 

whole image weight, by multiplying its weight by the object’s weight which it 

belongs to, and the result being multiplied by the higher-level weight and so on until 

the last level of objects in the image. 
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Computing the Object’s Weight in Image  

 As shown in Figure 4.9, the Trees weight ( 1W ) = 0.396, Plants weight ( 2W ) 

= 0.487, and the Garden weight ( nW ) = 1.00 since it is the highest level of this 

image. 

Using ME10, ni WWWWii ´´´= ...21  

Then the Trees’ weight in image can be indexed with the value:  

193.000.1487.0396.0 @´´=´´= GardenPlantsTreesTrees WWWWii , 

Similarly, Grass’ weight in image can be indexed with the value:  

146.000.1487.0229.0 @´´=GrassWii  

And Flowers’ weight in image can be indexed with the value:  

149.000.1487.0305.0 @´´=FlowersWii . 

Using the same technique, we can compute the weight in image of mid- level 

objects as follows, where the Garden weight is equal to 1. 

Then the Plants’ weight in image can be indexed with the value:  

487.000.1487.0 @´=´= GardenPlantsPlants WWWii , 
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Similarly, Open Area’s weight in image can be indexed with the value:  

487.000.1487.0 @´=AreaOpenWii  

And Cloud’s weight in image can be indexed with the value:  

025.000.1025.0 @´=CloudWii , 

 The weights in image for all objects inside the given image (Figure 4.2) are 

shown in Figure 4.10, where these weights appear inside the double closed brackets 

[[]] in figures. 
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Figure 4.10 Weights in Image and Supporting Factors of All Levels of Objects 
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4.3.8 Object’s Density 

 One option of image retrieval in our system is to retrieve images containing 

objects of various sizes (Density); in this section we explain the objects’ density and 

the way of computing this density that is to be stored in the database. An object’s 

density can take any value between 0 and 1, and the density value can fall in one of 

three levels as described below. 

 Object density ( iD ) is related to the object’s height and width in an image, 

which is equivalent to the area occupied by the object in the image.  

 The object density takes one of three values as described below: 

{
{
{ densityhighforto

densitymediumforto

densitylowforto

Di

]00.1[]30.0[

]40.0[]15.0[

]20.0[]00.0[

=  

 The above values are considered to be reasonable in the present context. In 

general, of course, these can be fine-tuned or modified, which may be on the form: 

 

{
{
{

gdab

d

gb

a

£<£<

=

,10

]0.1[][

)11(][][

][]0.0[

Where

densityhighforto

MEdensitymediumforto

densitylowforto

D i LLLL
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Density and Fuzzy Indexing & Retrieval 

 The object density provides users with a means to give priorities to selected 

query components in order to optimise the results of the query. Users may want to 

further tailor the query results by widening the scope of the result or narrowing the 

result.  

 In order to measure and compute the object’s density, we need to go through 

the main step of fuzzy indexing and retrieving, these steps are used to determine the 

density notation and numerical ranges, the degree of membership of density 

components (height and width), construction of the fuzzy rules, and finally encode 

these rules. We summarized these step in a form illustrated in the following 

paragraphs. 

1. Specify the Problem and Define Linguistic Variable 

 In building any expert system, we need to determine the problem’s input and 

output variables and then ranges in order to determine the density level. Table 4.2 

specifies the range of our linguistic variables, which has the overall range of [0, 1]. 

Table 4.2 Linguistic Variables and their Ranges 

Linguistic variable: Object’s weight in image 

Linguistic value Notation Numerical range 

Low L [0.00, 0.40] 

Medium M [0.30, 0.70] 

High H [0.60, 1.00] 
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2. Determining the Fuzzy Sets 

 Determining the initial value of an object’s density iD  depends on its height 

and width in image. A triangle or trapezoid shape can often provide an adequate 

representation of the expert knowledge and at the same time significantly simplifies 

the process of computation. One of the key points is to maintain sufficient overlap in 

adjacent fuzzy sets, Figure 4.11. 

 

 

 

 

 

 

 

3. Constructing Fuzzy Rules 

 We consider an example, having two inputs and one output; it is often 

convenient to represent fuzzy rules in a matrix form. The representation takes the 

shape of an M x N matrix. We make use of a very basic relation between the height 

“h” and the width “w” of the same object in the image; assuming that other input 

variables are fixed. This relation can be expressed in the following form:  

A1 A2 A3 
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Figure 4.11 Different Levels of Densities  
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If w increases, and h increase, the object density-concept will increase. Thus we 

could write nine rules as follows:  

If the height is X, Width is Y, then D is Z, and so on as in Figure 4.12, where X and Y 

can each take on the values L, M, or H. 

 

 

 

 

 

  

 

  

For three inputs and one output, the representation takes the shape of an M x N 

x K cube, where “K” represents the third dimension of the cube. If we increase the 

number of inputs to three and one output, we then have a Fuzzy Associative 

Memory (FAM), which enables us to derive twenty seven rules that represent 

complex relationships between all variables used in the expert system. Since images 

can be understood and interpreted at multiple levels, they can also be indexed at 

multiple levels.  
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Figure 4.12 Density Assignments 
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4. Encoding the fuzzy sets, Fuzzy Rules and Procedure 

 To encode the fuzzy sets, fuzzy rules and procedures, we may choose one of 

two options: use a programming language, or to apply a fuzzy logic development 

tool to encode the fuzzy sets, and the fuzzy rules and procedures to perform fuzzy 

inference in the expert system. Most experienced fuzzy system builders prefer the 

programming language approach [WITT99], [LI95]. 

 

The Primitive Object’s Density 

 It is related to the primitive object size, which is computed using the object’s 

height and width in the image. This is equivalent to the area occupied by the object 

in the image.  

Measuring an Object’s Density 

ME12 computes the primitive object’s density using the product of the height 

and width values with its degree of membership, the degree of membership can take 

the value between 0 and 1.  
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 Where )( 1xM h  represents the degree of membership for the height on the 

y-axis, which has the value of 1x on the x-axis, the degree of membership takes the 

value between 0 and 1. )( 2xM w represents the  degree of membership for the 

width on the y-axis, which has the value of 2x on the x-axis.  

Uses of ME12 

 ME12 is used to compute the primitive object density of different objects 

levels.  

Computing the Primitive Object’s Density 

 Suppose that we have a number of objects (i.e. Trees) having the height value 

of 1x = 0.8 at point “b” on the x-axis, and the width value of 2x = 0.32 at point “a” 

on the x-axis, where both values of 1x  and 2x can have a value between 0 and 1.  

    The degree of membership for the Trees’ height in A3, )( 1xM h  = 0.91 on 

the y-axis, and the degree of membership for the Trees’ width have two values, the 

first value in A1, )( 2xM w  = 0.38 on the y-axis, and the second value of width 

degree of membership in A2, )( 2xM w  = 0.1 on the y-axis., as shown in Figure 4.13.  
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 Using ME12, the density of trees will be computed as follows: 

63.0
91.0)38.01.0(

8.091.0)32.038.032.01.0(
@

++

´+´+´
=TreesD  

 

The Non-Primitive Object’s Density 

 After computing the primitive object’s densities, the non-primitive object’s 

density can be computed from the sum of its component object’s density values. 
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Measuring non-primitive Object’s Density 

 ME13 computes the non-primitive object density using the total sum value of 

it components’ object densities.  

)13(
1

MEDD
n

i
ij LLLLLLLLLLLLå

=

=  

Uses of ME13 

 ME13 computes the non-primitive object density for different object levels 

from the sum of its component object’s density values. 

Computing the Non-Primitive Object’s Density 

 Suppose that we have a number of objects  (Trees, Grass, and Flowers) as 

components of a higher- level object (Plants), with density values of (0.65, 0.05, and 

0.10).  Consequently the density of Plants will be computed as follows: 

FlowersGrassTreesPlant DDDD ++=  

Then the Plants density can be indexed with the value: 

78.010.005.063.0 =++=PlantD  

Suppose that the density of Open Area = 0.15 and the density of Cloud = 0.07, 

when applying the same ME13, consequently the density of Garden will be 

computed as follows 
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CloudAreaOpenPlantsGarden DDDD ++=   

Then the Garden object can be indexed with the value: 

00.107.015.078.0 =++=GardenD  

 

4.4 Summary 

 This chapter explains in detail the meaning and significance of  objects and 

their attributes. We created many Mathematical Equations to measure and compute 

the different values of objects’ attributes, including the object’s weight, supporting 

factor, value, rule significant factor, availability for the primitive and non-primitive 

objects, weight in image and density.  

 The method of using every Mathematical Equation was also explained via 

some examples. It is shown how the main step of density and fuzzy indexing and 

retrieving can be used for measuring and computing the object density. These steps 

are used to determine the density notion and numerical ranges, the degree of 

membership of density components, construction of the fuzzy rules, and then 

encoding these rules. By showing examples, we illustrate the way of computing the 

density of primitive and non-primitive objects. Finally a Mathematical Equations 

summary table is shown in Table 4.3. 
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Table 4.3 Mathematical Equations 

Mathematical 

Equation # 

 

Uses of Mathematical Equations 

ME1 Computing the total repetition of object’s components. 

ME2 Computing the object’s weights which belong to a certain higher-

level object. 

ME3 Computing the supporting factors. 

ME4 Determine that the primitive object’s availability is equal to 1. 

ME5 Computing the object’s values. 

ME6 Computing the total values of lower- level objects which belong to a 

certain higher- level object. 

ME7 Computing the rule significant factor of non-primitive object. 

ME8 or ME9 Computing the non-primitive object’s availability. 

ME10 Computing the object’s weight in image. 

ME11 Determine the level of density due to its value. 

ME12 Computing the primitive object’s density. 

ME13 Computing the non-primitive object’s density. 
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Chapter 5 

Image Indexing Paradigm  

 

 
 

 5.1 Introduction 

 The main premise of this chapter is to design the process of data indexing in an 

easy way to store the image database. The approach process of image indexing and 

its advantages are important factors to be discussed in this chapter. We look at the 

way of indexing the image components in a suitable manner where the different 

index levels will be defined for simplicity in finding an image that we are looking 

for. Index levels will then be used to define indices of higher levels. This will be 

done so that the indices are organized in a manner allowing for fast and easy 

retrieval of any query. The indexing model and its sections shown in Figure 5.1 in 

this chapter are very important to explain the path of indexing our data, where the 

module’s part has its own role. 
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 The method of indexing the primitive objects and the created objects is 

explained in detail in this chapter, the extraction of data and the different object’s 

attribute values need to be explained and how to store it in different tables in a 

database. The steps of entering the data in the database are listed and examples of 

this data are shown within the different tables. 

    Our approach provides a new and innovative way to specify and view visual 

data across the whole spectrum of applications that involve the processing of visual 

data. This approach has significantly increased the performance of the retrieval 

algorithm, as measured by the proportion of actual retrieved images versus the total 

number of images that satisfy the retrieval criteria, the performance optimisation. 

 

5.2 Image Indexing 

 Our approach to image indexing and retrieval system is to develop algorithms 

for the storage and retrieval of image data from stored databases using a 

methodology that incorporates implicit image indexing. We developed techniques 

for the categorization of image components, and the assignment of weights, 

supporting objects, densities, and other attributes to these components on a 

proportional scale based on their relative importance within the image [AZZA05], 

[AZZA04].  
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 Images are indexed based on the component objects within the particular 

image. By extracting a high- level object from the base objects, we develop a set of 

high- level indices, which can be used for image retrieval.  

 The primitive objects which are used to create the mid- level object are of low-

level and their types are equal to 1, the created objects and some of the remaining 

objects could be used to create high- level objects that are of mid- level objects and 

their types are equal to 2. The high- level objects are of type 3 and so on. Table 5.1 

shows the objects levels and its types to be store in the database. 

Table 5.1 Objects Levels and their Types 

Object Level Object Type 

Low-level objects 1 

Mid-level objects 2 

High- level Objects 3 

Higher- level objects 4 

 

As discussed in Chapter 3 Section 3.3, the image indexing consists of many 

discrete object types: low-level objects, mid- level objects, high- level objects, and so 

on. We can build a higher- level index from lower level (atomic/primitive) indices 

that might be directly recognizable from the image. This indexing mechanism will 

avoid inconsistency in human perception of the image concept when the process is 

performed manually.  For retrieval, a user can take the advantages of these high-

level indices to speed up the searching time and narrow down the search space.   
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5.3 Database Structure 

 In this section we explain our Database Structure, which shows the creation of 

some of the tables which hold the data used for object indexing and retrieval in the 

database.  

 Two tables in the database (FACTS and FACTSDATA) are designed to hold 

the data that belongs to the different object attribute values, this data is stored in the 

mentioned tables and then used to retrieve all information needed for different 

options of image search. These values are extracted and computed from different 

objects levels within images with the images being stored in a particular folder. The 

FACTS and FACTSDATA tables with description of all objects’ attributes are 

shown in Table 5.2 and Table 5.3.  

 

Table 5.2 Objects in FACTS Table with Description  
 

Attribute No. Attribute Name Attribute Description 

01 FID Object identification 

02 FName Object name 

03 TypeID Type level 

04 Density Object density  
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Table 5.3 Objects in FACTSDATA Table with Description 
 

Attribute No. Attribute Name Attribute Description 

01 FID_Child Child object identification 

02 FID_Parent Parent object identification 

03 Image Name Image address containing the object 

04 Weight Object weight due to its object parent 

05 Incl Object supporting factor 

06 Avail Object availablity 

07 Value Object value 

08 RSF Object rule significant factor 

09 WII Object weight to the whole image 

   

 The FACTS table must be created before the FACTSDATA table due to the 

foreign key constraint found in the FACTSDATA table. In the FACTSDATA table, 

the relationship between different objects is built. The way of creating these tables 

using Oracl9i is illustrated below: 

Creating FACTS Table 

 CREATE TABLE FACTS ( 

  FID   VARCHAR (20) NOT NULL, 

  FName  VARCHAR (50) NOT NULL, 

  TypeID  NUMBER, 

  Density  NUMBER (6, 3), 

  CONSTRAINT PK_FID PRIMARY KEY(FID)); 
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Creating  FACTSDATA Table 

   CREATE TABLE FACTSDATA ( 

  FID_Child  VARCHAR(20) NOT NULL, 

     FID_Parent  VARCHAR(20) NOT NULL, 

     ImageName  VARCHAR(50) NOT NULL, 

     Weight  NUMBER(6,3), 

     Incl   NUMBER(6,3), 

     Avail   NUMBER(6,3), 

     Value   NUMBER(6,3), 

     Rsf   NUMBER(6,3), 

     WII   NUMBER(6,3), 

  CONSTRAINT PK_CID_PID PRIMARY KEY(FID_Child,  
  FID_Parent), 

  CONSTRAINT FK_FID_Child FOREIGN KEY(FID_Child)  
  REFERENCES FACTS (FID),   

  CONSTRAINT FK_FID_Parent FOREIGN KEY(FID_Parent) 
  REFERENCES FACTS (FID)); 

  

 The FACTS table has a primary key, “FID” and the FACTSDATA table has 

the composite primary key, “FID_Child and FID_Parent”. In the FACTSDATA 

table, there are two foreign keys, “FID_Child” and, “FID_Parent” and each foreign 

key has a reference in the FACTS table, “FID”. 
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5.4 Indexing Algorithm 

 Our indexing module consists of four main sections (Images Collection, Data 

Extraction, Objects Attributes’ Values Computation and Data Storing and Indexing). 

Every section of this module has its own role and is explained in detail later in this 

chapter. Figure 5.1 illustrates the algorithm sections needed to store the data of the 

object’s attributes for all levels. 
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Thus our indexing algorithm consists of the following steps: 

1. Collect the suitable images and store them in an image folder.  

2. Data Extraction: 

· Determine the primitive objects presented within the image.  

· Create the mid- level, the high- level and higher- level objects (when 

possible), which are not primitive.  

· Assign image names (Categories) to the images stored in the image folder 

(normally the highest created objects names).  

3. Compute the objects’ attributes’ values (objects’ weights, supporting factors, 

availabilities, values, weights in images and densities). 

4. Save the objects’ extracted data and the computed values in the database and 

perform the indexing. 

 The sections of our Indexing Modules are explained in depth below, showing 

how it works.  

 

 

5.4.1 Image Collection  

 The selected images used in our database represent a good selection of multi-

object images, since the selected images have images with two or more objects, 

images with repetitive objects, objects having relationships to each other, and so on. 
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No images with one object have been selected, since we are looking for images from 

which we can build different levels of objects. The example used in Chapter 3, 

Section 3.7, when an image containing the primitive objects: Trees, Grass, Flowers, 

Open Area and Cloud in which it has repetitive objects (Trees and Flowers), and 

there is relationship present between objects like: Trees, Grass and flowers from one 

side and the Plants from other side, the same with Plants, Open Area and Cloud with 

Garden is shown in Figure 5.4.  

 

5.4.2 Data Extraction 

 Initially, the object is entered manually o r  extracted automatically from the 

image by human o r  computer in terms of primitive objects. Depending on the 

application, an indexer will have to predetermine to what extent they want to 

decompose an image object into primitive objects, which will be used to 

automatically develop higher-level objects using a knowledge-based system.  

 For example, applying the knowledge-based system to the example mentioned 

in Section 5.4.1 in this chapter, we can create the mid- level object, “Plants” using 

rule “ 41mR ”: 

    :1 4mR  IF there are Trees, Grass, and Flowers, then the object is “Plants” 
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And the high- level object, “Garden” using the rule “ 11hR ”: 

    :1 1hR  IF there are Plants and Open Area, then the object is “Garden” 

 

 

 

 

 

 When using all objects inside the image including the “Cloud” object, which is 

not used for the creation of any higher level objects, the final figure containing all 

primitive objects including the created (non-primitive) objects, their relationship and 

levels is shown in Figure 5.4 

Plants Grass 

Flowers 

Trees 

Figure 5.2 Objects of Type 1 and Type 2  

Objects of Type 1 Objects of Type 2 
 

Plants 

Open Area 

Garden 

Figure 5.3 Objects of Type 2 and Type 3  
 

Objects of Type 2 
 

Object of Type 3 
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 As explained in Section 5.2 in this chapter, these objects are organized in 

different types as follows: 

· Grass, Flowers, and Trees are of low-level objects, which take the object type 

value of 1. 

· The created object, “Plants”, “Open Area” (primitive) and the remaining object 

“Cloud”, which is not a necessary a component of a higher level object, are 

considered as mid-level objects; they take the object types value of 2. 

· The Garden object, being a high- level object, will take the object type value of 

3.  

Table 5.4 shows the objects in Figure 5.4 and their types in addition to an object 

description. 

Plants 

Grass 

Flowers 

Trees 

Open Area 

Cloud 

Garden 

Figure 5.4 Objects of all Types Contained within Image   

Objects of Type 1 Objects of Type 2 
 

Object of Type 3 
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Table 5.4 Image Objects, their Types and Descriptions 

Object 

Number 

Object 

Name 

Object Type Object 

Description 

001 Trees 1 Primitive  

002 Grass 1 Primitive 

003 Flowers 1 Primitive 

004 Open Area 2 Primitive 

005 Cloud 2 Primitive 

006 Plants 2 Non-Primitive 

007 Garden 3 Non-Primitive 

 

Data Extraction Procedure 

 The primitive objects are entered in the specific table in the database, object 

numbers are assigned to all objects; all primitive objects have the initial type of “1”, 

their status is “P” as primitive. The current type for all primitive objects is equal to 

“1”, and their parent number equal to “None” since a parent is not assigned to any of 

them at this point in time. This data is shown in Table 5.5. 
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Table 5.5 Primitive Objects of an Image  

Object 

Number 

Object Name Initial 

Type 

Status Current 

Type 

Parent 

Number 

001 Trees 1 P 1 None 

002 Grass 1 P 1 None 

003 Flowers 1 P 1 None 

004 Open Area 1 P 1 None 

005 Cloud 1 P 1 None 

 Using the knowledge based system; we can create the mid- level object, 

“Plants” from its components (Trees, Grass and Flowers) by using the rule “ 41mR ”. 

The object number follows the series and follows the last number present in the 

database, in this situation the created object will be ‘006’. The created object has the 

initial and current type of “2” and the status of “C1” as created first with the parent 

number of “None”. The object number of the created object is assigned to its 

components as parent number. The current type of other objects, which are not used 

as components of the other objects, is changed to be “2”. The updated data is shown 

in Table 5.6.    

Table 5.6 Primitive Objects and the Created Mid-Level Object  

Object 

Number 

Object Name Initial 

Type 

Status Current 

Type 

Parent 

Number 

001 Trees 1 P 1 006 

002 Grass 1 P 1 006 

003 Flowers 1 P 1 006 

004 Open Area 1 P 2 None 

005 Cloud 1 P 2 None 

006 Plants 2 C1 2 None 
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 Using the same technique, we can create a high- level object, “Garden” from its 

components (Open Area and Plants) using the rule “ 11hR ” having the object 

number of “007” with initial and current type of “3”. The created object has the 

status “C2” as created second. The object number of the created object is assigned to 

its components as their parent number. The parent number of the created object is 

“None” and the current type of all objects, which are not used as components of a 

higher level object, in this case “Cloud”, are changed to be “3” as shown in Table 

5.7. 

Table 5.7 Primitive Objects, Mid-Level Objects and the Created High-Level 

Object 

Object 

Number 

Object Name Initial 

Type 

Status Current 

Type 

Parent 

Number 

001 Trees 1 P 1 006 

002 Grass 1 P 1 006 

003 Flowers 1 P 1 006 

004 Open Area 1 P 2 007 

005 Cloud 1 P 3 None 

006 Plants 2 C1 2 007 

007 Garden 3 C2 3 None 

  

 If no further rules can be used to create higher level objects from those that are 

not components of one with a current type of 3 and the object is not a parent itself 

then the current type is decreased by one (from three to two). The parent number of 

this object is set to be that of the highest level object, in this case “Garden”. The 

most recent created object, being the highest level object is given the parent number 
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of itself (object number = parent number) as it can not be a component to further 

created objects. The final object numbers, names, types, parent numbers and other 

data for all objects within the image are shown in Table 5.8. 

Table 5.8 Final List of Objects’ Data Extracting 

Object 

Number 

Object Name Initial 

Type 

Status Current 

Type 

Parent 

Number 

001 Trees 1 P 1 006 

002 Grass 1 P 1 006 

003 Flowers 1 P 1 006 

004 Open Area 1 P 2 007 

005 Cloud 1 P 2 007 

006 Plants 2 C1 2 007 

007 Garden 3 C2 3 007 

 

 

5.4.3 Objects Attributes’ Values Computation 

 This section concentrates on computing the object’s attribute values. The 

computing is performed using the different Mathematical Equations (MEs) shown in 

Section 4.3 of Chapter 4. As soon as the Data is extracted, the Object Attribute 

Value Computation begins. 
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The data processing follows the next steps: 

1. The objects numbers, names, types and the density of all objects within the 

image including the created objects are entered, and the objects density is 

computed and entered together with the data extracted. All this data is entered in 

the FACTS table as shown in Table 5.9 found in Section 5.4.4 of this chapter. 

Other data is stored in the FACTSDATA table as shown in Table 5.10 found in 

Section 5.4.4 of this chapter as well. 

2. In the FACTSDATA table, the object numbers and the parent number of every 

object is entered; the image name (image destination) is assigned and entered for 

all objects, which will be the same for all objects within the image. 

3.  The weight of all objects is computed. 

4. The supporting factor of all objects is computed. 

5. The availability and the rule significant factor are assigned to all primitive 

objects as 1. 

6. The values of all non-primitive objects are computed. 

7. The total value for all components of the created object of mid- level objects is 

computed and added to the mid- level object availability. 

8. The rule significant factor for the created mid- level object is computed. 

9. The availability of the mid-level object is computed. 

10. The value for all components of the created object of high- level object is 

computed and added to the high- level object availability. 

11. The rule significant factor for the created high- level object is computed. 

12. The availability of the high- level object is computed. 
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13. The weight in image for all objects (primitive and non-primitive) is computed. 

 All values of the objects’ weights, supporting factors, availabilities, values, 

densities and weights in images of the objects used in the example mentioned in 

Section 5.4.2 of this chapter are computed and explained in detail in Section 4.3 of 

Chapter 4.  

We summarized these values as follows:  

The weights of the low-level objects were: 

396.0=TreesW , 299.0=GrassW  and 305.0=FlowersW  

The weights of the mid-level objects were: 

487.0=PlantsW , 487.0=AreaOpenW  and 025.0=CloudW . 

The weight of the high-level object was: 

00.1=GardenW  

The supporting factors of the low-level objects were:  

96.0=TreesS , 73.0=GrassS  and 74.0=FlowersS  

The supporting factors of the mid-level objects were:  

00.1=PlantsS , 00.1=AreaOpenS  and 05.0=CloudS  
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The supporting factor of the high-level object was:  

00.1=GardenS  

The availabilities of the low level objects were: 

1=TreesA , 1=GrassA , 1=FlowersA  

The Values of the low-level objects were:  

380.0=TreesV , 218.0=GrassV  and 226.0=FlowersV  

The total values of the low-level objects were:  

824.0=++= FlowersGrassTreest VVVV  

The Values of the mid-level objects were:  

403.0=PlantsV , 487.0=AreaOpenV  and 001.0=CloudV  

The total values of the mid-level objects were:  

891.0=++= CloudAreaOpenPlantst VVVV  

The rule significant factors of primitive objects were: 

00.1===== CloudAreaOpenFlowersGrassTrees RsfRsfRsfRsfRsf   
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The rule significant factors of non-primitive objects were: 

00.1=PlantsRsf    And 545.0=GardenRsf     

The availabilities of primitive objects were:  

1===== CloudAreaOpenFlowesTreesGrass AAAAA  

The availabilities of non-primitive objects were:  

824.0=PlantsA , and 486.0=GardenA  

The weights in image of the low-level were:  

193.0=TreesWii , 146.0=GrassWii  and 149.0=FlowersWii  

The weights in image of the mid-level objects were:   

487.0=PlantsWii , 487.0=AreaOpenWii  and 025.0=CloudWii , 

The weight in image of the high-level object was:  

00.1=GardenWii  

The densities of the low-level objects were:   

63.0=TreesD , 05.0=GrassD  and  10.0=FlowersD  
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The densities of the mid-level objects were:   

78.0=PlantsD , 15.0=AreaOpenD  and  07.0=CloudD  

The density of the high-level object was:   

 

 

5.4.4 Data Storage and Indexing  

 When the collection object data of an image is completed, the different level of 

objects are built, every level has its own type and the objects attributes’ values are 

computed.  

The data collected and computed is stored i n  two different tables in the 

database. For example: objects’ numbers, names, object types, and densities are 

stored in the FACTS table, as shown in Table 5.9. Other attribute values such as 

objects numbers, parent’s numbers, image name, weight, availability, supporting 

factors, values, rule significant factors, and weight in image are stored in the 

FACTSDATA table, as shown in Table 5.10.  

 Table 5.9 and Table 5.10 are holding the data of the Garden image which have 

three levels of objects and their attributes. The data shown in these tables have been 

taken and summarised from the example worked out in Section 5.4, and the un-

00.1=GardenD
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computed data (object number, object name, and image name) from the example 

completed in Section 4.3 of Chapter 4. 

 Once we input all of the objects’ information listed in Table 5.9 and Table 

5.10, the search engine is ready to perform a search on the database. 

Table 5.9 FACTS Table Contained Data 

Object ID Object name Type ID Density 

001 Trees 1 0.65 

002 Grass 1 0.05 

003 Flowers 1 0.10 

004 Open Area 2 0.15 

005 Cloud 2 0.07 

006 Plants 2 0.78 

007 Garden 3 1.00 

 
 
 

 

 

 

Table 5.10 FACTSDATA Table Contained Data 

FID 

Child 

FID 

Parent 

Image 

Name 

Weight Incl Avail Value Rsf Wii 

001 006 001.jpg 0.396 0.96 1 0.380 1 0.193 

002 006 001.jpg 0.229 0.73 1 0.218 1 0.146 

003 006 001.jpg 0.305 0.74 1 0.226 1 0.149 

004 007 001.jpg 0.487 1 1 0.487 1 0.487 

005 007 001.jpg 0.025 0.05 1 0.001 1 0.025 

006 007 001.jpg 0.487 1 1 0.403 1 0.487 

007 007 001.jpg 1 1 0.486 0.891 0.545 1 
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5.5 Summary 

 This chapter explains the approach process of image indexing and its 

advantages. An explanation of the way of indexing the image components in a 

suitable matter is described. We explained that our method is based on the objects 

that contain several atomic indices, which will be able to define intermediate indices 

and the intermediate indices will be able to define higher indices and so on. The 

benefits of this method are highlighted. Via examples the hierarchy and object’s 

types is shown. We explained the database structure, the relation schema, the 

primary keys and other attributes in the created tables etc. 

 This chapter organizes the indices in such a way that it will facilitate fast and 

easy retrieval for a query. It explains our indexing model and its sections, each with 

its own role. In an example a summary of the different object’s attribute values are 

listed and it is shown how these values are stored on different tables in a database. 

The steps of entering the data in the database are listed and examples of this data are 

shown inside the different tables.  

 Our approach provides a new and innovative way to specify and view visual 

data across the whole spectrum of applications that involve the processing of visual 

data. This approach has significantly increased the performance of the retrieval 

algorithm, as measured by the proportion of actual retrieved images versus the total 

number of images that satisfy the retrieval criteria, the performance optimisation has 

also been looked into throughout this chapter. 
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Chapter 6 

Image Retrieval Paradigm 

 

 
 

6.1 Introduction 

 Our goal in this chapter is to provide a methodology that concentrates on 

matching images or subparts of it, defined in a variety of ways, in order to find 

particular objects. 

 The image retrieval service should be an open standard, requiring no 

centralized control, allowing any one to access an image service. Security and 

authentication issues, including limitation access to proprietary images, will be 

addressed initially; all search images are initially assumed to be public. The interface 

used in this research for image retrieval is simple to implement and use for simple 

image services, but capable of supporting more complex services.  
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  Searching images is organized in a way that will be easy for the user to 

understand, easy to access the system and retrieve the desired images. Many users 

are from different backgrounds hence this system will allow them to easily retrieve 

the images they desire even if their English language is not the same as the language 

used in the database using the thesaurus explained later on in this chapter.  

 

6.2 Image Retrieval  

 Many aspects of image retrieval are used in this research in order to satisfy all 

types of user needs.  The first aspect of image search includes displaying images that 

may contain specific objects; the user can retrieve images that contain specific 

features. This aspect itself has many methods, “Joint Objects Search”, where the 

displayed image may contain specific objects together, the “Separate Objects 

Search”, where the displayed images may contain one o r  many of the specified 

objects and the “Backward Objects Search”, where the users search for objects that 

may be contained within a specific image.  

 The second aspect of image search is an option which allows for a specific 

object to be included or excluded from retrieved images. The user can retrieve 

images without specifying any object; or images containing or not containing 

various objects. Images may also be retrieved with specific weight levels of objects, 

availabilities or densities. 
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Specifying supporting objects will help to reduce ambiguities, and retrieve the 

most relevant images as explained more thoroughly later on in this section. 

 The object’s weights, supporting factors, availabilities, densities, and other 

attributes, used in different search methods, provide users with a means to give 

priorities to selected query components in order to optimise the results of the query. 

Applying the values of the higher-level object’s weight, for example, will increase 

the value of the object recall rate. Users may want to further tailor the query results 

by widening the scope of the result or narrowing the result.  

 The approach used is to integrate our concept-based image indexing and 

retrieval method with the use of many factors; these factors are listed and then 

explained below. 

· The supporting objects, which help to reduce the ambiguity and retrieve the most 

relevant images.  

· A fuzzy expert system. 

· The thesaurus, which is used when the entered object name is not found in the 

database.  

Supporting Objects 

  When the user is searching for an object, they enter the object name and then 

submit their search. Some non-relevant images may be retrieved. To avoid these 

images from being retrieved, the user can use supporting objects that can be either 

included or excluded from the displayed images.  
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 Using a supporting object such as “Smoke”, which has a high value supporting 

factor for Plant (as in Factory) and low value of supporting factor for the Plant (as in 

Plant life), will help to reduce the ambiguity, and retrieve the most relevant images. 

Below we illustrate the supporting objects and how they can be used to support 

the desired images. The images retrieved depend on which supporting objects are 

used and their relevance to the specific images.  

Table 6.1 Supporting Factors 

 Existence of Supporting Object (S.O.) % in Image 

Image Name Smoke Trees Workers Pathway Forklift  

Plant 

(Factory) 

70 15 20 3 72 

Plant 

(Plant Life) 

10 95 0 50 0 

  

 Referring to the supporting objects in Table 6.1, if the user enters Plant as the 

object name, all images of Plant, if it is Plant, “Factory”, or Plant, “Plant life”, will 

be retrieved.  When using supporting objects like “Smoke” a n d  “Workers”,  the 

retrieved images will be only that of the Plant “Factory” since the supporting 

existence values of Smoke and Workers is high for Plant “Factory” and is either 

absent or very low for Plant “Plant Life”. Entering Plant as the object name and 

using the supporting objects “Tress” a nd “Pathway”, which have a high existence 

value in Plant “Plant life” and a low existence value in Plant “Factory” will results in 

only Plant “Plant Life” images being retrieved and displayed.   
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 All other methods of image retrieval explained later on in this chapter are 

additional features for the supporting objects. One method concerning image 

retrieval having the entered object name with supporting objects is the varying of 

weights or densities of the supporting objects. Another method is to retrieve images 

which exclude specific objects which aid narrowing down the results to optimise the 

search.  

Linguistic Variables Notations and Ranges  

 In this research, the fuzzy logic is used in order to determine the Linguistic 

variable notations of the objects’ weights, availabilities and densities as well as some 

other object attributes and then facilitates their ranges.  T h e  linguistic variable 

notations and their numerical ranges are used for image retrieval. Table 6.2 provides 

an example of the approach to the linguistic variable notation of one of the objects’ 

attributes including an example of the overlapping ranges. 

Table 6.2 Linguistic Variables Notations and Ranges 

  Linguistic variable: objects’ attributes 

Linguistic value Notation Numerical range 

Low L [0.00 - 0.25] 

Medium M [0.20 - 0.45] 

High H [0.40 - 1.00] 
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The Thesaurus 

 The Thesaurus is used in this research in cases where the user searches for an 

objects and the entered name is not found in the database. The system will check the 

entered name in the thesaurus and will search the alternative word or sentence in our 

database having the same meaning. All image names matched in the thesaurus will 

be displayed providing they satisfy the other conditions like the supporting object 

names as their features, similar to that of a normal image search. Figure 6.1 

illustrates the thesaurus cycle. 
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Figure 6.1 Thesaurus Cycle  
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6.3 Retrieval Algorithm 

 As mentioned in Section 6.2 of this chapter, our retrieval algorithm consists of 

two main aspects. The first aspect is used to retrieve images that may contain 

specific objects, while the second is used to retrieve images containing or excluding 

specific objects in addition to object features (weights, availabilities, densities etc)  

 Figure 6.2 contains the Retrieval Modules; the figure illustrates the algorithm 

needed to retrieve images from the database.  

 The Retrieval Module consists of four main parts, every part of this module 

has it own role, which are:  

· User Interface  

· Data Processing  

· Output (List of Images)  

· Feedback  

The aspects of the Retrieval Module are explained in detail below. 
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6.3.1 User Interface  

· Image search consists of two main aspects, every aspect contains many 

methods. 

· The user enters the objects names. 

· The user must enter at least three letters in the field of the first object name. 
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· When the user is attempting to retrieve certain images from the database, the 

user can enter up to three objects, the first object is mandatory while the 

other two are optional. 

· The same technique is used when attempting to retrieve images from the 

image collection. 

· The user also has the option of entering the objects name along with 

supporting objects to be included or excluded from the retrieved images, 

reducing the results to more relevant images. 

· Another option of image search consists of the user entering the objects 

name, as well as the objects weight and availability for a more precise 

search. The user may also enter supporting objects and their densities in 

order to narrow the displayed images and retrieve more accurate results.  

· All these methods will be explained in detail in Section 6.4 of this chapter. 

 

6.3.2 Data Processing  

· When a search is submitted, the systems checks the database for images 

corresponding to the entered object name, if found, the object will display all 

relevant images. If the entered name is not found in the database, the system 

searches the database for synonyms of the entered object name. When these 

are found, the system will display all images matching the new object names 

found in thesaurus having the equivalent meaning. 



Chapter 6. Image Retrieval Paradigm                                                                                      page  
_________________________________________________________________________________ 
 

 

 

173 

 

· Checking the names of  the supporting objects follows the same process as  

for the objects names.  

· The values of other data (supporting factors, weights, availabilities and 

densities) of the supporting objects are also checked as well to optimise the 

result of the search and retrieve more precise images. 

 

6.3.3 Output (List of Images)  

· When the data processing is finished, the process is finalised with the 

relevant images being displayed in an organised table. 

· The images are displayed in pages, enabling the user to select a specific page 

number by selecting the appropriate link. 

· Every image displayed is accompanied by its data (image name, weight, etc, 

depending on the search method used).  

· The user can enlarge any image by clicking on it.  

 

6.3.4 Feedback  

 The search may be refined online according to the user’s indications of 

relevance, meaning the user can obtain more relevant images. 
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6.4 Image Retrieval Procedure/Methodologies  

 Object searching may approach image retrieval differently. In this research we 

used two major aspects of image retrieval and these aspects are explained below.  

1. The first aspect is used for searching images that may include specific objects. 

2. The second aspect is used for searching images that include or exclude specific 

objects; objects of different weights, availabilities and densities.  

 The image search hierarchy and all  aspects and their methods are shown in 

Figure 6.3.  
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6.4.1 Approximate Image Search 

 The Approximate Image Search is an option which retrieves images that may 

contain specific objects. However, some of the retrieved images may not contain 

these specific objects but objects that are related to those entered in the search.   

 This aspect of image search begins when the user enters the specific object 

names in the appropriate field. When the user submits the search, a list of images is 

displayed using an approach which determines images that are likely of including 

this object. An example of this approach is demonstrated below. 

 Suppose that the user is searching for images with the object “Flowers”. The 

user enters the object name “Flowers” and then submits the search. 

 Suppose that there are three categories of images in the database containing 

“Flowers” as follows: 

· 77% of the “Garden” category contains the object “Flowers”. 

·  28% of the “Wedding” category contains the object “Flowers”. 

· 20% of the “Party” category contains the object “Flowers”. 

 The system will index the images which may contain the object “Flowers” due 

to the supporting factor value of the object “Flowers” in these categories from the 

high to the low value as shown in Table 6.3. All images in the Garden category are 

indexed first without varying between the image containing and not containing the 
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object “Flowers”  in  this category. The second category indexed is the Wedding 

category, and the third category is the Party category, and so on.  

Table 6.3 Image Index May Contain “Flowers” Object 

Category 

Name 

The Images in Different Categories may contain the Object 

of Flowers 

# of 
images 

in a 
category 

G01 G02 G03 G04 G05 G06 G07 G08 G09 G10 

G11 G12 G13 G14 G15 G16 G17 G18 G19 G20 

G21 G22 G23 G24 G25 G26 G27 G28 G29 G30 

G31 G32 G33 G34 G35 G36 G37 G38 G39 G40 

G41 G42 G43 G44 G45 G46 G47 G48 G49 G50 

G51 G52 G53 G54 G55 G56 G57 G58 G59 G60 

 

 

 

Garden 

G61 G62 G63 G64 G65 G66 - - - - 

 

 

66 

W01 W02 W03 W04 W05 W06 W07 W08 W09 W10 

W11 W12 W13 W14 W15 W16 W17 W18 W19 W20 

W21 W22 W23 W24 W25 W26 W27 W28 W29 W30 

W31 W32 W33 W34 W35 W36 W37 W38 W39 W40 

W41 W42 W43 W44 W45 W46 W47 W48 W49 W50 

 

 

 

Wedding 

W51 W52 W53 W54 W55 W56 - - - - 

 

56 

P01 P02 P03 P04 P05 P06 P07 P08 P09 P10 

P11 P12 P13 P14 P15 P16 P17 P18 P19 P20 

P21 P22 P23 P24 P25 P26 P27 P28 P29 P30 

P31 P32 P33 P34 P35 P36 P37 P38 P39 P40 

P41 P42 P43 P44 P45 P46 P47 P48 P49 P50 

 

 

Party 

P51 P52 P53 P54 P55 P56 P57 P58 P59 P60 

 

60 

  

The matched images are displayed in a paged table, every page containing 20 

images, and the user could go through these pages by clicking on the page number 

located above the displayed images. 
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 A category containing some images with the object “Flowers” may not be 

displayed if the supporting factor value of the object Flowers in this category is too 

low, due to the low possibility of relevant images within this category. 

 Another example illustrating the categories containing specific objects is 

explained below:  

Suppose that there are four categories (C1, C2, C3 and C4) that may contain 

the object “Trees” as shown in Figure 6.4, where the x-axis represents the various 

categories containing some images with the object “Trees”, and the y-axis is 

representing the object’s supporting factor’s values as a percentage. 

 When the user searches for objects containing Trees, these categories are  

indexed as follows: The category “C1” first, category “C2” second, category “C3” 

third and category “C4” fourth. These categories are indexed according to their 

probability of containing the “Trees” object. 

· Category “C1” contains the Trees object of percentage of 95% 

·  Category “C2” contains the Trees object of percentage of 80% 

· Category “C3” contains the Trees object of percentage of 50% 

· Category “C4” contains the Trees object of percentage of 30% 

 The system indexes these categories from highest to the lowest level of the 

Trees supporting factors’ values as in Figure 6.4.  
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 To show how the system displays the images which may contain the entered 

objects, the following example explains the selection process. Suppose that all 

images in the database fall in the positive parts of the x and y axes. Three sets of 

images are shown, the set of all images in the database (A), the relevant set (B) and 

the retrieved set (C) as shown in Figure 6.5 
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 When the user searches for images that may contain a specific object, a set of 

images is retrieved.  S ome of these images are relevant and some others are 

irrelevant. The set which is not retrieved may contain both relevant and irrelevant 

images as shown in Figure 6.6 

 

 

 

 

 

 

 

The Query Design of object retrieval 

 The query model is important in conjunction with the data model in order to 

complete the framework of a database. As explained earlier in this chapter, two 

categories of queries are needed, the first query is referring to Boolean queries, and 

the second is exact query in nature. In the first category of queries the results are 

ranked / indexed, in the second query category, the results have to be very precise. 
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 Query of Approximate Image Search 

 The user interface for Approximate Image Search aspect contains three fields; 

the number of entered objects in these fields is optional. The search could be used to 

match the images which may contain all the entered objects, as in Joint Objects 

Search; or it could retrieve images with any of the entered objects, as in Separate 

Objects Search.  

Joint Objects Search Query Design 

 This method of image search is used to retrieve images that contain multiple 

objects, both within all images retrieved. All images that satisfy the search are 

displayed. At the end of the application a filter is used to avoid image duplication as 

a result of multiple objects being entered matching the same image. Two tables need 

to be accessed (FACTS and FACTSDATA), which hold the image data. Below is 

the query design for the Joint Objects Search shown in Figure 6.7, the queries of 

other search will be similar with little differences.  
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The Query steps are as follows: 

1. Enter the objects names. 

2. Find the objects names in FACTS table. 

3. Find the supporting factor’s values in the FACTSDATA table where object 

numbers FID in FACTS table = FID-Child in FACTSDATA table and the 

objects names in FACTS table = the entered objects names. 

4. Get the FID-Parent from FACTSDATA table where FID in FACTS table = 

FID-Child in FACTSDATA table and the objects names in FACTS table = 

the entered objects names. 

5. Get the objects names from FACTS table where FID-Parent numbers in 

FACTSDATA table = FID numbers in FACTS table. 

6. Get the image address from FACTSDATA table where FID numbers of the 

found objects in FACTS table = FID-Child in FACTSDATA table. 

7.  Search all images having the objects name in the image folder. 

8. Display all the matched images. 

9. Loop for the higher objects using the found objects names if possible as in 

step 2 to step 6 (       represents a loop). 

 The query steps are summarised in two SQL queries in addition to many 

functions used in the specific program applied for this method of image retrieval. 

The frame of the SQL queries used for the Joint Image Search method are listed 

below, which need some adjustment when applied in the program. 
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Image1Query =  
AND factsdata.imagename IN  
(SELECT distinct (imagename)  
FROM  azzam_asp.factsdata factsdata, azzam_asp.facts facts   
WHERE  facts.fid = factsdata.fid_child   
           AND UPPER(facts.fname) like imageName1% 
  AND  image2Query, image3Query) 
 
Filter1Query =  
factsdata.fid_child IN  
  (SELECT  facts.fid  
  FROM  azzam_asp.facts facts  
  WHERE  UPPER(facts.fname) like imageName1%) 
  
FinalSQL =   
(SELECT facts.fname, facts.fid, factsdata.imagename  
FROM azzam_asp.facts facts, azzam_asp.factsdata factsdata  
WHERE facts.fid=factsdata.fid_parent and facts.fname in  
  (SELECT facts.fname  
  FROM  azzam_asp.facts facts, azzam_asp.factsdata  factsdata  
  WHERE  facts.fid=factsdata.fid_parent  
    AND factsdata.incl>=0.15      
    AND (filter1Query, filter2Query, filter3Query ) 
    AND (image1Query, image2Query, image3Query)  
    ORDER BY factsdata.imagename asc)) 

 

Separate Objects Search Query Design 

 This method of image retrieval utilizes the entered objects separately. The 

query design is quite similar to the design used in the Joint Object Search; the 

difference is that there is an extra loop for this method since the application is used 

in the retrieving objects separately (the loop “number 10” o f  Separate Objects 

Search Query Design shown in Figure 6.8). The query design is shown in Figure 6.8.  
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Backward Objects Search 

 This method searches for objects which make up a higher- level object, for 

example, the user may need to search for objects which constitute the object 

“Garden”. Up to 50 different component objects could be found in the object 

Garden. We could selectively display images containing some of these objects 

providing they have certain supporting factor values. The query design in this case is 

similar to the Joint Objects Search method. 

Collection Object Search 

  There are three methods for this object search; it works similar to the Joint 

Object Search, Separate Object Search and Backward Object Search. The difference 

is in the final query. The selected images are displayed from the image collection. 

The following query shows the final query of the first method, Joint Object Search 

from the collection. 
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FinalSQL =  
(SELECT imagecollection.fid, imagecollection.fname, imagecollection.imagename  
FROM     azzam_asp.imagecollection imagecollection, azzam_asp.factsdata  
        factsdata  
WHERE  imagecollection.fname in  
  (SELECT facts.fname  
  FROM  azzam_asp.factsdata factsdata, azzam_asp.facts facts  
  Where   facts.fid=factsdata.fid_child  
  AND  factsdata.incl>=0.15  AND image1Query)  
  ORDER BY imagecollection.imagename asc) 
 
 

6.4.2 Exact Image Search 

 In this aspect,  t he user is given many methods on how they would like to 

retrieve an image. They can make a search using only the image name; this method 

retrieves all images that match the same name or synonyms of the enquiry made by 

the user. The user can also make a search using supporting objects. This happened 

when the user requires a particular object in the image and only images that match 

the name searched by the user that include and/or exclude the specific supporting 

objects, depending on the user’s specifications, will be displayed. This technique can 

also be used when searching for images including objects of certain weight levels, 

objects of certain availability levels, and images including objects of certain density 

levels. Each application of Exact Image Search is explained below.  

Image Retrieval Including Supporting Objects 

Due to the use of the supporting objects, one of several number of image 

groups are retrieved depending on the entered object name, the entered supporting 

object’s names, the number of supporting objects and many other factors.  
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Image Retrieval Including One Specific Supporting Object  

When using this method of image search, the retrieved images are those which 

correspond to the entered object name that must also include the entered supporting 

object. An example of this method is shown in Figure 6.9.  

 

 

 

 

 

 

Image Retrieval Including Two Specific Supporting Objects  

The second group of images is displayed when the user enters the object name 

and enters the names of two specific supporting objects as components of the desired 

images, and then submits the search. The displayed images retrieved by the system 

will be images that correspond to the entered image name that also include both 

entered supporting objects. The displayed images fall in the intersection between the 

groups containing the first and the second supporting objects as shown in Figure 

6.10.  
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Figure 6.9 Images Including One Specific Supporting Object  
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Image Retrieval Including Three Specific Supporting Objects  

The third group of images is displayed when the user enters the object name 

and enters the names of three supporting objects as components of the desired 

images in the search. The group of images displayed will contain images that 

correspond to the entered object name that also include all three entered supporting 

objects. T he retrieved images will be the intersection between the groups containing 

the first, second, and third supporting object as shown in Figure 6.11.  

 

 

 

 

 

x 

y 

Figure 6.10 Images Including Two Specific Supporting Objects 
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 If the user makes any changes to the name of any of the previously entered 

supporting objects, a new group may be displayed differing from the previous group 

as the intersection between the groups containing the supporting objects varies. In 

other words, any changes to any of the entered supporting objects may affect the 

number of the displayed images as well as which specific images are displayed. If 

the number of supporting objects is changed, the number of displayed images is also 

most likely going to vary. 

 Using more than three supporting objects will follow the same procedure as 

when using three in all cases of images retrieval aspects.  

Image Retrieval Excluding Supporting Objects 

The same techniques used for image retrieval using supporting objects are used 

when retrieving images specifically excluding certain supporting objects, differing 

with retrieved images not including the specified supporting entered.  

Image Retrieval Excluding One Specific Supporting Object  

The group of images that are displayed when an object name is entered 

followed by a supporting object, which is not to be included in the image will 

include all image from the databases that correspond to the entered object name that 

do not have the entered supporting object as one of it is components. This is shown 

in Figure 6.12.  
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Image Retrieval Excluding Two Specific Supporting Objects  

The second group of images is displayed when the user enters the object name 

and enters the names of two supporting objects to be excluded before submitting the 

query. This group will display images that match the object name but exclude the 

entered supporting objects; the images fall in the intersection between the groups 

which do not contain the first and the second supporting objects as shown in Figure 

6.13.  
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Figure 6.13 Images Excluding Two Specific Supporting Objects 
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Image Retrieval Excluding Three Specific Supporting Objects  

The third group of images is displayed when the user enters the object name 

and enters the names of three supporting objects to be excluded and then submits the 

query. This group will display images that match the object name but exclude the 

entered supporting objects, these images fall in the intersection between the groups 

that do not contain the first, second, and third supporting objects  as shown in Figure 

6.14.  
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The same techniques used for image retrieval using supporting objects are used 

when retrieving images specifically including certain supporting objects a n d  

excluding other certain objects together, where the displayed images must contain 

the first number of entered supporting objects and exclude the  second group of 

entered supporting objects.  
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Figure 6.14 Images Excluding Three Specific Supporting Objects 
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Image Retrieval using Objects’ Weights 

 Since it is inappropriate and difficult for the user to use precise numerical 

values when attempting to retrieve a desired image, for example, the object’s weight 

in a certain image is equal to 0.33, all possibilities of weight values that are stored in 

the database are replaced with three easy linguistic variable notations and their 

ranges as shown in Table 6.4. This way the user can select any of them describing 

the supporting object weight’s levels, where every notation has a weight value 

between two values.  

Table 6.4 Linguistic Variable of Object’s Weight in Image 

Linguistic variable: Object’s weight in image 

Linguistic value Notation Numerical range 

Low L [0.00 - 0.20] 

Medium M [0.15 - 0.30] 

High H [0.25 - 1.00] 

 The object’s weight takes one of three values as below: 

{
{
{ weighthighforto

weightmediumforto

weightlowforto

Wi

]00.1[]25.0[

]30.0[]15.0[

]20.0[]00.0[

=  

 The above values are considered to be reasonable in the present 

context. In general, of course, these can be fine-tuned or modified, which may 

be of the form: 
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 Due to the use of the different objects’ weights to be included in the desired 

images, several kinds of image groups could be retrieved. If the user uses certain 

levels of object weights to be included within the displayed images, one of three 

groups could be matched depending on the objects weights’ levels selected as shown 

in Table 6.5.  

Table 6.5 Probability of Selected Groups 

Objects weights inside the desired images 

Group No. Notation Objects  weight  

1 L L + M+ H  

2 M M + H 

3 H H  

  

 Due to the image selection criteria, every image must contain some objects of 

a high- level weight, which is the essential objects, so we cannot retrieve images that 

contain objects with low-level or even mid- level weights only.    

 Figure 6.15 shows the three levels of objects’ weights. Low-level weights 

consist of objects of all levels hence all the images. Mid- level weights consist of 

medium and high- level objects. High- level weights are those containing only high-

level objects. 

 
{

{
{

1,10

]0.1[][

][][

][]0.0[

<£<<<£<

=

gdbgab

d

gb

a

Where

weighthighforto

weightmediumforto

weightlowforto

Wi
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 From Figure 6.15, it is obvious that within the “L” level, the number of images 

would usually be more than the images within the “M” level, and the number of 

images within the “M” level would usually be more than the images within the “H” 

Level.  The three groups of images that could be retrieved when searching for 

images of different levels of objects are dependent on the object name and the 

selected level of objects. 

Image Retrieval Including Low-Level Weights  

 The first group of images is displayed when the user enters the object name 

and selects the low-level-weights “L” for the objects to be components of the 

retrieved image. This group will display images that match the entered object name 

and contain objects of all weight levels ( high- level weights, mid- level weights and 

low-level weights) 

x 

y 

Figure 6.15 Three Levels of Objects Weights within Images 
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Image Retrieval Including Mid-Level Weights  

 The second group of images is displayed when the user enters the object name 

and selects the mid- level weight (M). Objects of high- level weights and mid- level 

weights will be displayed. This request narrows down the list of images to be 

displayed, eliminating low-level objects.   

Image Retrieval Including High-Level Weights  

 The third group is displayed when the user enters the object name and selects 

high- level (H) weights for the images. This group consists of the essentials that an 

image must consist of as well as some other of high- level weight ob jects to be 

categorized in those particular retrieved images. This attempts to eliminate all non-

required objects located in the image so that the images retrieved are a precise 

description of what the user is searching for.  

Search Images using Availability 

 Searching images using the object availabilities will follow the same technique 

of searching images using the object weights.  The difference is in the value of the 

numerical ranges for every notion and the number of levels used. Also when using 

objects availabilities there is no use of the supporting objects. Table 6.6 shows the 

notion and its numerical ranges. This method of search applies for the non-primitive 

objects only, since the primitive objects always have the availability value of one. 
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 The object availability takes one of five values as below: 

               

ï
ï
ï

î

ïï
ï

í

ì

=

yavailablithighforto

yavailablithighmidforto

tyavailabilimidforto

yavailablitmidlowforto

tyavailabililowforto

Ai

]00.1[]70.0[

/]75.0[]60.0[

]65.0[]50.0[

/]55.0[]30.0[

]35.0[]00.0[

 

 The above values are considered to be reasonable in the present context. In 

general, these can be fine-tuned or modified. 

Table 6.6 Linguistic Variable: Object’s Availability 

Linguistic variable: Object’s availability 

Linguistic value Notation Numerical range 

Low L [0.00 - 0.35] 

Low/Medium L/M [0.30 - 0.55] 

Medium M [0.5 - 0.65] 

Medium/High M/H [0.60 - 0.75] 

High H [0.70 - 1.00] 

 

Searching images using availabilities starts when the user enters the  object 

name and selects the level of the object availability. The system will check the 

object name and its range of availability in which it falls under, and then it will 

display the relevant images in a list. 

 The greater the value of availability of an object,  the more the number of 

component objects present for the specific object and/or the more amount of 

component objects with a high repetition value. For example, if a “Garden” object 
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has an availability value of 1; it means that this object contains all its possible 

component objects, but if it has an availability value of 0.70, it means that the total 

number of repetition of all objects making up this object divided by the total number 

of repetition of all component objects of “Garden” in the database is equal to 0.70. 

Image Retrieval using Objects’ Densities 

 Searching images by using the objects’ densities follows the same procedure 

as when combining image retrieval using supporting objects. The user enters the 

object name, the supporting objects and then selects the levels o f  density for the 

supporting objects. T h e  value of the numerical range for every notion of the 

densities is different from the numerical range for every notion of the weights. Table 

6.7 shows the densities notion and its numerical ranges. 

The object density takes one of three values as below: 

{
{
{ densityhighforto

densitymediumforto

densitylowforto

Di

]0.1[]6.0[

]7.0[]3.0[

]4.0[]0.0[

=  

 The above values are considered to be reasonable in the present context. In 

general, certainly, these can be fine-tuned or modified, which may take on the form:  

 

 

 

 
{
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]0.1[][

][][

][]0.0[
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Table 6.7 Linguistic Variable: Object’s Density 

Linguistic variable: Object’s density 

Linguistic value Notation Numerical range 

Low L [0.0, 0.4] 

Medium M [0.3, 0.7] 

High H [0.6, 1.0] 

 

Image Retrieval Including One Supporting Object with Densities 

 Searching images using densities starts when the user enters the object name 

and the first supporting object with its density. Four groups of images may be 

displayed depending on the selected level of density of the supporting object (L, M, 

H, and A) as shown in Table 6.8. 

Table 6.8 Probability of Selected Groups using One Supporting Object 

Level of densities of one Supporting Objects (SO) 

Group No. Selected Level 

1 A  

2 L 

3 M 

4 H 

 

Image Retrieval Including Two Supporting Objects with Densities 

When the user applies two supporting objects, one of sixteen groups (4 x 4) 

may be displayed depending on the selected level of densities of both supporting 
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objects. For example, if no level is selected for both supporting objects, it means all 

levels (A) will be selected at once for both supporting objects, as in group number 1 

shown in Table 6.9 and so on.  

Table 6.9 Probability of Selected Groups using Two Supporting Objects 

Level of Densities for Two Supporting Objects (S.O.) 

Group Number 1St S.O. level 2nd S.O. level 

1 A A 

2 A L 

3 A M 

4 A H 

5 L A 

6 L L 

7 L M 

8 L H 

9 M A 

10 M L 

11 M M 

12 M H 

13 H A 

14 H L 

15 H M 

16 H H 

 

Image Retrieval Including Three Supporting Object with Densities 

 For three inputs and one output, the representation takes the shape of an M x N 

x K cube. If we increase the input to three inputs and one output, we have a fuzzy 

associative memory (FAM), which enables us to derive sixty-four rules that 

represent complex relationships between all variables used in the expert system 



Chapter 6. Image Retrieval Paradigm                                                                                       page  
_________________________________________________________________________________ 
 

 

198 

[HWAR00]. Since images can be understood and interpreted at multiple levels, they 

can also be indexed at multiple levels.  

 Table 6.10 contains four groups out of the sixty four possible combinations for 

the density levels of three supporting objects in conjunction. 

Table 6.10 Probability of Selected groups using Three Supporting factors 

(Four rows out of 64 rows) 

 Level of Densities for Three Supporting Objects (SO) 

Group No. 1St SO 2nd SO 3rd SO 

1 A A A 

2 H H H 

3 M M M 

L L L L 

 

 

Searching Process   

 If the user applies three supporting objects with different densities, one of 

sixty-four groups may be displayed depending on the user’s selection. 

 When the user enters the object name, the names of the supporting objects and 

selects their density levels (A, L, M, or H), then submits their search, the system will 

search the object name in the database. The system will check the name of the first 

supporting object and its density in the database. The same technique will follow for 

other supporting objects, when found, a list of images will be displayed which 

satisfy all condition of the user’s query. 
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6.5 Summary 

 Our method concentrates on matching the user’s desired images, defined in a 

variety of ways, in order to find particular objects. The use of fuzzy logic and 

supporting factors lead to improvements of both precision and recall. This approach 

provides a new and innovative way to specify and view visual data across the whole 

spectrum of applications that involve the processing of visual data.  

 Our approach has significantly increased the performance of the retrieval 

algorithm, as measured by the proportion of actual retrieved images versus the total 

number of images that satisfy the retrieval criteria. 

 In this chapter we explained that competent retrieval system should retrieve 

images that satisfy the user’s needs. Tables that contain linguistic variables notion 

for objects’ attributes and their ranges using the fuzzy logic are created.  

 All methods of image search may contain different number of objects and 

retrieving images from specific image collection. Using supporting objects is a great 

advantage in order to be specific when searching for particular images. 

The use of the thesaurus in our retrieval system is outlined, which is used 

when the user searches for images where the object name is not found in our 

database.  
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 Retrieving images can make use of supporting objects, which are to be 

included or excluded within the retrieved images.  The supporting objects can also 

have specific weight levels to be included within the retrieved images. Using 

specific levels of object availability and supporting objects with specific density 

levels can be further used for a more precise search. 

 Finally the chapter had explained the retrieval algorithms and the data retrieval 

in depth, as well as retrieval modules and its components in detail. 
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Chapter 7 

System Implementation 

 

7.1    Introduction 

 Implicit Concept-based Image Indexing and Retrieval System ICIIR is 

provides easy access to a collection of images in a database. It uses a simple and 

comprehensive indexing and retrieval method which facilitates the building of easy 

to use user and/or staff interfaces. Underlying this is a model of the indexing and 

retrieval process which allows the user and/or the staff to move between analysis 

queries, retrieve and browse the images in a natural and flexible manner. The users 

have the ability to use many options of image retrieval that can be found in the 

interface, according to their preference.   

 The ICIIR system was developed to run on a Microsoft Windows-based 

personal computer. The system was not intended for use by a single group of users 

but rather developed for use by a large and varied group. 
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 Our method concentrates on matching subparts of images, defined in a variety 

of ways in order to find particular objects. These ideas have been explained with a 

variety of examples in this chapter. The use of the fuzzy logic and supporting factors 

lead to improvements of both precision and recall and is also explained in further 

detail. 

     

 

7.2 Environment  

  In this section we thoroughly explain the programming language used in our 

project and how the system works. We describe the system specifications software 

and hardware’ and explain the database used “Oracle9i” for storing our data, 

discussing the issues involved with using the programming language and Oracle9i. 

Below we explain the components of this environment in detail.  

 Active Server Pages (ASP)  

 ASP, the programming language used in this research is a very powerful, easy-

to-learn, server-side scripting language.  T h i s  language enables us to create a 

dynamic Website, fast and interactive without needing to be concerned with the 

capabilities of our client’s browsers, which becomes a major issue when using 

client-side scripting such client-side Visual Basic Scripts (VBScript) or client-side 

JavaScript. Processing of an Active Server Pages is shown in Figure 7.1. 
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 An ASP file has an “asp” extension instead of “htm” or “html” to denote the 

server-side code to the hosting Web server. Because an ASP file is a text file with 

the extension “asp” that contains a combination of text, HTML tags, and ASP script 

commands, we can use any text editor to create or change an ASP file. 

 ASP runs on four platforms: Personal Web Server (PWS) for Windows 95-98, 

Window NT Workstation, Internet Information Server (IIS) on Windows NT 

Servers and Chilli! ASP for running ASP on various Web servers. Each of these 

platforms has slight differences in functionality, with IIS being the most powerful 

Web server available from Microsoft. 
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Figure 7.1 Processing of an Active Server Pages  
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 When a client requests a page ‘X.asp’ from the server, the Web server checks 

the file extension to see whether a special program (such as the Active Server Page 

engine) must be invoked to process the request. If there is an “asp” extension, the 

Web server determines that it should invoke ASP to process this page. 

 If this page has never been requested before or has been changed since the last 

request, it must be parsed and the syntax checked and compiled by the Web server. 

Otherwise, the page might be read from a cache of recently processed pages, which 

aids in performance. During the parsing process, the HTML and scripting code are 

separated. IIS determines which scripting engine is responsible for which part of the 

script and delegates the work of syntax checking and compiling to the proper 

scripting engine. 

 After executing the codes using the appropriate scripting engine with resources 

from the IIS, which is hosting the scripting engines, all objects that the language 

engine cannot handle are requested from IIS, which is also responsible for handling 

inputs and outputs for external ActiveX objects that are created and used inside the 

script. If it is unable to supply the object, an error is generated. Script output and 

static Hypertext Mark-up the HTML language code in the ASP file and merge them. 

The final HTML is sent back to the user in an HTTP response. 
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7.3 System Specifications  

 The hardware and software used in our project in order for it to operate and 

function are listed below. 

 

7.3.1 Hardware Specifications 

· Intel Pentium IV,  2.8GHz processor  

· 80 GB Hard Disk 

· 256MB of RAM 

· CD-ROM 24X speed and 256MB USB flash drive. 

 

7.3.2 Software Specifications 

· Microsoft Windows XP 

· Microsoft Internet Explorer for Personal Web Server 

· Microsoft Visual Studio.NET and  EditPlus 2 

· Oracle9i software. 
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7.4 System Architecture  

 The overall architecture of the ICIIR system can be divided into a number of 

managers. Every manager has its different purposes and is used for indexing and 

accessing the system. The access parts provide a user interface to accept users’ 

instructions. The access part of the system access the image database operating the 

indexing database to output the retrieval results. The system managers are as 

follows: 

· User Interface (UI) 

· Transaction Manager (TM) 

· Storage/Retrieval Manager (SRM) 

· Query Manager (QM) 

· Display Manager (DM) 

· Interpretation Manager (IM) 

 The overall organization of our system is shown in Figure 7.2; the connection 

between parts describes the dependency of every manager to the others. Every 

manager of the model is identified and its purpose is explained in details later on in 

this chapter. 
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7.4.1 User Interface 

 The User Interface is used for the  image/object search, maintaining the 

database and enabling the user to contact the administrators and the research group. 

The User Interface is connected with two managers; the Transaction Manager and 

the Query Manager. The User Interface i s  displayed in all pages created by this 

system; these pages are connected to each others as shown in Appendix A. Every 

page performs a specific role “Add, Modify, Delete and Display records, etc” and all 

pages are explained in detail with appropriate diagrams. 

        

7.4.2 Transaction Manager 

 The Transaction Manager receives requests from the different interface pages, 

which are used to add, modify and delete records from the different files in the 

database. To add new records, the Transaction Manager is used to compute some of 

the data and then transmit the computed and non-computed data to the 

Storage/Retrieval Manager in order to store it in the database. Some of this data 

cannot be accepted unless some other adjacent data is entered. For example, the 

system checks the existence of object numbers in the FACTS file before any further 

process in the FACTSDATA file are undertaken for the same object number. If the 

type of any of the entered data does not match the specific type for every field, it 

will not be accepted. When the Transaction Manager is used to modify and delete 

records from the different files, it receives the request (the record number to be 
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modified or deleted) from the User Interface a n d  conveys it S torage/Retrieval 

Manager, which forward it back to the User Interface when a full data record is 

found, giving users the ability to modify or delete the records. The users are then 

able to send the modifications of the record or the request of deleting the particular 

record to the Storage/Retrieval Manager to finalise the process.    

 

7.4.3 Storage/Retrieval Manager 

 The Storage/Retrieval Manager is connected with two parts of the system 

(Transaction Manager and Query Manager) in addition to the database. When the 

Storage/Retrieval Manager receives requests from the Transaction Manager fo r  

addition, a modification or deletion of records, the Storage/Retrieval Manager 

processes the query and sends it to the database for storing, modifying or deleting. 

The Storage/Retrieval Manager also receives the query from the Query Manager to 

retrieve data, the Storage/Retrieval Manager processes the query and transmits it to 

the database and waits for the result. When Storage/Retrieval Manager receives the 

result from the database it will forward it to the Query Manager. 

 

7.4.4 Query Manager 

 The Query Manager receives the query data from the User Interface, the query 

will be parsed and processed by the Query Manager, which will interpret it and then 
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send it to the Storage/Retrieval Manager. The Query Manager then receives the 

results of the query from the Storage/Retrieval Manager, which will be processed 

and sent to the database. The Query Manager finalises the process by sending the 

received result to the Display Manager (if there is any). 

 

7.4.5 Display Manager  

 The Display Manager’s purpose is to receive results of queries from the Query 

Manager and display the results for the user. 

 

7.4.6 Interpretation Manager 

 The Interpretation Manager is a connection between the database and the 

thesaurus. As the Storage/Retrieval Manager sends the query to the database, if the 

entered object or/and supporting objects names are not found, the entered names are 

checked in the thesaurus; when found, the system will look for all images having the 

name found in the thesaurus and processes the query. If no images are found in the 

database and the thesaurus, a message is sent to the User Interface suggesting no 

relevant images were found.  

 The indexing and retrieval of images was implemented to perform different 

interactive indexing and retrieval strategies based on the use of image indices. The 
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indexing and the layout are divided into many windows as illustrated in the next 

section. 

 

7.5 System Pages  

 This section explains all pages used in the system and how to use them. The 

pages consist of four levels explained in Appendix A. 

· The first level is the Home page. 

· The second level is the Image Search, Image Maintenance, Contact us, and the 

Research Group. 

· The third level is the sub-options of the Image Search and the Maintenance. 

· The fourth level is the sub-option of the third level category (sub-options of 

Image Search and Image Maintenance’s sub-options). 

 The first page in the system is the home page which explains what every page 

in the system is, their uses and how the user can implement the particular page. 

 The image search options are also explained in detail with particular reference 

to the method of enlarging the image and the differences between options.  

 An explanation of how the staff and administrators can access their pages to 

maintain the database through the many options and sub-options is available. Add, 

delete, modify and display records from different files are explained thoroughly in 

order for the staff to maintain the system.  
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 Information on how to contact us will also be available as well as information 

about the research group. Most pages contain notes for easier option selections. 

These pages are given in the appendix A. 

 

 7.6  ICIIR Evaluation and Search Criteria 

 ICIIR is the research engine used in our thesis. It has concentrated on 

providing the best search facilities, resisting the temptation to become a portal. The 

different options of image search make the search favoured by many users; the user 

can select the preferred option of image search that they desire. In this section we 

examine our system using the evaluation criteria, and explaining all of them in 

details. 

 

7.6.1 System Scope  

 Our database contains approximately 1000 images. These images are stored in 

one folder, not in separated categories in order for images to be retrieved from 

different angles rather than storing the same image several times. Our method of 

image indexing saves more space and prevents the duplication which could happen 

at some stage. Updating, deletion and modification can be done when needed, and 

all of them will be automatically done when any new images are inserted at a later 

stage (when the content of images is automatically determined). 



Chapter 7. System Implementation                                                                                               page 

______________________________________________________________________  

 

213 

7.6.2 System Search Options 

 There are many options of searching images in our system, for several of them, 

we use the filtering mechanisms. There are no images in the image collections that 

are to be excluded for a particular group of people. We could increase the Image 

Search options if required at any time in order to satisfy the user’s requirements.  

 

7.6.3 System Performance 

 Since our database contains a small number of images, the results are quickly 

returned. It is possible to view all the results and the results always match the query. 

The image quality is good and is displayed in a table. Queries are very accurate and 

since the administrator is always logged on, there are no dead links.   

 

7.6.4 System Presentation 

 The results are presented as thumbnails; every image contains some 

information relating to it and depending on the query. Images used in our system are 

for research purposes and are collected from different free sources enabling anyone 

to use them as they are not restricted by copyright laws. 
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7.6.5 System Support 

 In every search option, there is some information to show how to use the 

search; in addition there are two different links, one for the administration and the 

other for the research group enabling the user to contact any of them for queries 

about the services. 

A summary of the criteria and the overall evaluation can be found in Table 7.1, 

where, ICIIR test refer to the result of the test performed by “Implicit Concept-based 

Image Indexing and Retrieval system (ICIIR). 

Table 7.1 Summary of the Evaluation Criteria 

Criteria Overall 
Evaluation 

Comments 

Scope Small  There are 1000 images used that can easily be 

increased at any time. 

Search 

Options 

Good All options are simple to use. Some options of ICIIR 

search engine actually allow the users to view all 

images under the entered name in the Database. 

Performance Good A good result was obtained, the data is small, and the 

repose to the query was very fast.  

Presentation Good The images are displayed as thumbnails in a table of 

four columns and a number of rows within a number 

of pages which is Limited and determined for every 

search. 

Support Good Help for every option is available on the site with 

online help. 

ICIIR test V. Good Find all images needed, and the number of displayed 

images depending on whether the option used in 

retrieving images was reasonable. The results were 

good. 
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7.7 Summary  

 This chapter starts with the introduction, which explains our search engine, 

and the advantages that make users use this engine, a web based search engine that 

is a great development in the use of image indexing and retrieval. 

 A description of the system’s specifications is also available; the hardware and 

software used are listed. The programming language and the database used for 

implementing the system and the reasons of selecting them are also thoroughly 

explained.  

 The system architecture, its components and the implementation of the system 

are explained in detail. 

 We applied the evaluation criteria to the ICIIR engine, and explained all of 

them in detail, and we summarized this evaluation in a table.   
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Chapter 8 

Experimental Results 

 

 

8.1    Introduction  

 We have conducted experiments using various image collections to measure 

the performance of the Implicit Concept-based Image Indexing and Retrieval system 

(ICIIR). The image collection criteria and the image resources are explained in 

details in Sections 3.2.1 and 3.2.3 of Chapter 3.  

Different aspects can be used to display images in our search engine in order to 

test the ICIIR system; every aspect uses different methods of image retrieval 

explained in Section 6.4 of Chapter 6. We will use the “Approximate Image Search” 

aspect in this research, where one aspect allows the retrieval of images that may 

contain specific objects. Basically, when a certain object is entered, if the supporting 

factor value of this object in this category is above a certain value, then all the 
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images in this category will be displayed. This is why some of the images displayed 

may not contain the entered object. Another method of this aspect is to retrieve 

images containing certain objects that constitute the entered object name, even if it is 

in a different image category. Examples for all the methods are shown later in the 

chapter.  

Approximate Image Search 

This aspect uses different methods of image retrieval and these are as follows: 

Joint objects Search 

 This method of image retrieval is used to retrieve images which may contain a 

specific number of objects jointly. If the user uses one object, a number of images 

are displayed; most of them containing the used object, while some others do not. 

When two objects are used, the search engine combines the two objects, searching 

for images which may contain both objects. Again a number of images without the 

specified objects will be displayed. The same technique is also applied when using 

three objects. The user must enter at least one object.   

Separate Objects Search 

 This method of image retrieval is used to retrieve images which may contain a 

specific number of objects separately. If the user uses one object, a number of 

images are displayed; most of them containing the used object but some others could 

possibly not include it. When two objects are used, the search engine searches for 

images containing each object as separate searches. The images retrieved may 
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include both objects together, only one of the objects or possibly without any of the 

entered objects. The same technique is also applied when using three objects.   

Backward Objects Search 

 This method of image retrieval is used to retrieve images using the backward 

technique. For example, a user may want to search for some objects, which are 

usually included in the “Garden” images. The user enters the object name as 

“Garden”; many images could be displayed, with some of them not being in the 

Garden category, but contain objects that may be found in images of Garden.  

 In the next sections, all of these techniques are tested and the results are 

reported. 

 

8.2 Experimental Results  

 All methods of “Approximate Image Search” mentioned in the introduction of 

this chapter are tested fully in this section using the ICIIR system. For every method 

we used the maximum possibility of testing criteria in order to investigate each 

technique from different stand points. We recorded the results of every method in  

different tables, and some graphical figures were utilized in order to clarify our 

results.   

 The experiments tested the existence of the entered objects names, the 

intersection (Joint) of the used objects and the union (Separation) of the used 
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objects, as well as the supporting factors of the objects in order to meet the users’ 

requests.  

 One important issue covered in our experiments is to test the ratio of relevant 

retrieved images to the retrieved images (Precision). The ratio of relevant retrieved 

images to the relevant images (Recall) is not tested because in open collections it is 

not physically measuring the Recall. This test is a good way to investigate how 

relevant the retrieved images are to the user’s desire.   

 The results from the users’ queries regarding the methods used in Approximate 

Image Search from the new collection and Approximate Image Search from the 

database are reported in different tables. Two examples for each image search are 

reported later in this chapter.  

 For all methods used in the examples, only the first 120 of the retrieved images 

are tested and reported for their relevance because in some cases the number of 

images retrieved is very large.  

 Table 8.1 shows different columns each representing a certain result 

concerning the number and relevance of the retrieved image when a certain search is 

used. Each column is described in more detail below. This same table format is used 

throughout the next examples in order to determine important features about each 

search.  
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Table 8.1 Retrieved Images from Image Collection  
Using Different Objects 

Number and Percentage of Retrieved Images using Different Objects 

Object Name # of retrieved 

images 

Relevant 

images 

Relevance 

 % 

Irrelevant 

images 

Irrelevance 

% 

Trees 120 73 60.83 47 39.17 

Flowers 120 57 47.50 63 52.50 

Car 120 36 30.00 84 70.00 

 

· The first column lists the names of the used objects when searching the desired 

images.  

· The second column is used to report the number of retrieval images (120 images 

in all tables). 

·  The third column is used to report the number of relevant images. 

· The fourth column is used to report the percentage of the relevant images. 

· The fifth column is used to report number of irrelevant images. 

· The sixth column is used to report the percentage of the irrelevance images. 

 

8.2.1 Approximate Image Search using Non-Indexed 

    Objects 

 The images used to test the methods under this aspect are collected randomly 

from the Google Web site. The objects contained within the collected images are not 

fully indexed (Implicitly indexed). 
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Example 1A: 

 As mentioned in the introduction of this chapter, this aspect uses three 

methods of image retrieval, these methods are as follows: 

Joint Objects Search 

 Retrieving images using objects that may contain specific objects begins when 

the user enters the objects names that may be present in some images and submits 

the query. The system checks the objects names in the database, if not found, the 

system will check the entered names in the thesaurus, which searches the alternative 

words or sentences in the image collection with the equivalent meaning for the word 

or the sentence. When found it will search the image under the new name displaying 

all images that match the new name. Many images could be retrieved; the number of 

retrieved images could vary depending on the entered objects names, as well as the 

amount of objects used. Numerous testing of the system were carried out using 

different numbers of objects, up to three. This is shown in the following: 

Using One Object  

 In this case, the user enters the object name and then submits the query.  A 

number of images that match the user’s query are displayed, most of these images 

are relevant, hence they contain the entered object, while some others are irrelevant, 

meaning they do not contain the entered object as shown in the first row of Table 

8.2. In this case there are no joint objects since only one object is used.  
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Using Two Objects  

In this case, the user enters two objects names and then submits the query; a  

number of images that match the user’s query are displayed with many of them 

containing the entered objects but some others do not posses them as in the second 

row shown in Table 8.2. Relevant images are those containing both objects in the 

same image. 

Using Three Objects  

In this case, the user enters three objects names and then submits their query; a 

number of images that match the users query are displayed, with a small majority 

being relevant to the required search by containing all three desired objects, as in 

third row shown in Table 8.2. 

Table 8.2 Retrieved Images from Image Collection  
Using Joint Objects Search – Example 1A 

Number and Percentage of Retrieved Images, Relevant and Irrelevant , using 

Different Number of Joint Objects from Image Collection  

Object Name # of retrieved 

images 

Relevant 

images 

Relevance 

% 

Irrelevant 

images 

Irrelevance 

% 

Trees 120 73 60.83 47 39.17 

Trees  

AND  

Flowers 

 

120 

 

36 

 

30.00 

 

84 

 

70.00 

Trees 

AND  

Flowers  

AND  

Cars 

 

120 

 

2 

 

01.66 

 

118 

 

98.33 
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 In Table 8.2, the low percentage of the retrieved and relevant images does not 

mean that all other images are irrelevant but commonly partially relevant. For instance 

entering three objects may see the retrieval of some images with one or two of the 

entered objects which are theoretically irrelevant but actually have partial relevance.

  

 Figure 8.1 displays the information presented in Table 8.2 in a graphical form 

for the retrieved (relevant and irrelevant) images using different number of objects. 

 

Figure 8.1 Joint Objects Search - Example 1A
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Separate Objects Search 

  This method of searching images is similar to “Joint Objects Search”; the 

difference being that the search engine, searches for the images with each object 

separately. The user enters the objects names and submits their query. Many images 

could be retrieved; the number of retrieved images could vary depending on the 

entered object name, as well as which and the amount of objects used. Numerous 

testing of the system were carried out using different numbers of objects as follow: 

Using One Object  

 This case of image search is the same as “Joint Objects Search” when using 

only one object, the results are shown in the first row of Table 8.3.  

Using Two Objects 

  The user enters two objects names and then submits the query; a number of 

images that match the user’s query that may contain the entered objects are displayed 

as shown in the second row of Table 8.3.  

Using Three Objects  

This case follows the same technique as when using two objects, the user 

enters three object names and then submits the query, and a number of images that 

match the user’s query are displayed as shown in the third row of Table 8.3.  
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Table 8.3 Retrieved Images from Image Collection  
Using Separate Objects Search – Example 1A 

Number and Percentage of Retrieved Images, Relevant and Irrelevant, using 

Different Number of Separate Objects from Image Collection 

Object Name # of retrieved 

images 

Relevant 

images 

Relevance 

% 

Irrelevant 

images 

Irrelevance 

% 

Trees 120 73 60.83 47 39.17 

Trees  

OR  

Flowers 

 

120 

 

91 

 

75.83 

 

29 

 

24.17 

Trees 

OR  

Flowers  

OR  

Cars 

 

120 

 

92 

 

76.67 

 

28 

 

23.33 

 

  

 Figure 8.2 displays the information presented in Table 8.3 in a graphical form 

for the retrieved (relevant and irrelevant) images using different number of objects. 

Figure 8.2 Separate Objects Search - Example 1A

0

10

20

30

40

50

60

70

80

90

100

One Object Two objects Three Objects

Number of Objects used

P
e
rc

e
n

ta
g

e
 o

f 
R

e
tr

ie
v
e
d

 I
m

a
g

e
s

Relevant

Irrelevant

 



Chapter 8.  Experimental Results                                                                                                    page 

______________________________________________________________________ 
 

 

226                                               

 The number of retrieved images (relevant and irrelevant) are most likely going 

to vary from the displayed images when using two or three objects with the same 

name in “Joint Objects Search”. In this case, the objects don’t have to be in the same 

image together, the presence of one object is enough to classify the image as 

relevant.  

 

Backward Objects Search 

 This method of image search requires retrieving images which contain certain 

objects that constitute the entered object name. The objects found are displayed, 

some of them could be found in the same category as the entered object and some of 

them could be found in some other categories. In this case the number of displayed 

images is usually large. The user enters the object name and then submits the query; 

a number of images that match the user’s query are displayed as shown in Table 8.4. 

Table 8.4 Retrieved Images from Image Collection 
Using Backward Objects Search 

Number and Percentage of Retrieved Images, Relevant and Irrelevant, of Object 

Components 

Object 

Name 

# of retrieved 

images 

Relevant 

images 

Relevance  

% 

Irrelevant 

images 

Irrelevance 

% 

Garden 120 96 80.00 24 20.00 

Soccer 120 84 70.00 36 30.00 
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Example 2A: 

 Below, another example with different objects is used for Approximate Image 

Search using the same technique as in all the methods used in the previous example 

(1 A). The results for this example are also reported in the same fashion.  

Table 8.5 displays the results for retrieved images (relevant and irrelevant) for 

the objects used in this example. 

Table 8.5 Retrieved Images from Image Collection  
Using Different Objects – Example 2A 

Number and Percentage of Retrieved Images using Different Number of Objects 

Object 

Name 

# of retrieved 

images 

Relevant 

images 

Relevance % Irrelevant 

images 

Irrelevance 

% 

Soccer 

Ball 

120 69 57.50 51 42.50 

Field 120 53 44.17 67 55.83 

Goals 120 27 22.50 93 77.50 

 

Joint Objects Search 

 The results for a varying number of entered objects are shown in Table 8.6 

using the Joint Objects Search method. 
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Table 8.6 Retrieved Images from Image Collection  
Using Joint Objects Search – Example 2A 

Number and Percentage of Retrieved Images, Relevant and Irrelevant , using 

Different Number of Joint Objects from Image Collection  

Object Name # of retrieved 

images 

Relevant 

images 

Relevance 

% 

Irrelevant 

images 

Irrelevance 

% 

Soccer Ball 120 69 57.50 51 42.50 

Soccer Ball  

AND  

Field 

 

120 

 

29 

 

24.17 

 

91 

 

75.83 

Soccer Ball  

AND  

Field  

AND  

Goals 

 

120 

 

15 

 

12.50 

 

105 

 

87.50 

 

  

 Figure 8.3 displays the information presented in Table 8.6 in a graphical form 

for the retrieved (relevant and irrelevant) images using different number of objects. 

Figure 8.3 Joint Objects Search - Example 2A
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Separate Objects Search 

 The results for a varying number of entered objects are shown in Table 8.7 

using the Separate Objects Search method. 

Table 8.7 Retrieved Images from Image Collection 
 Using Separate Objects Search – Example 2A 

Number and Percentage of Retrieved Images, Relevant and Irrelevant, using 

Different Number of Separate Objects from Image Collection 

Object Name # of retrieved 

images 

Relevant 

images 

Relevance 

% 

Irrelevant 

images 

Irrelevance 

% 

Soccer Ball 120 69 57.50 51 42.50 

Soccer Ball  

OR  

Field 

 

120 

 

93 

 

77.50 

 

27 

 

22.50 

Soccer Ball  

OR  

Field  

OR  

Goals 

 

120 

 

96 

 

80.00 

 

24 

 

20.00 

 

  

 Figure 8.4 displays the information presented in Table 8.7 in a graphical form 

for the retrieved (relevant and irrelevant) images using different number of objects. 
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Figure 8.4 Separate Objects Search - Example 2A
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8.2.2 Approximate Image Search using Indexed  

    Objects 

 The images used to test this method are collected randomly from different web 

pages. The objects within the collected images are fully indexed (Explicitly 

indexed); every object has many attributes extracted and computed using different 

Mathematical Equations explained in Section 4.3 of Chapter 4. The data for these 

attributes is indexed in different tables in the database (image database). This has 

been done to test the results obtained from the implicitly indexed image collection 

with an explicitly indexed image collection in order to evaluate the effectiveness of 

using ICIIR system.                                                                   
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 Approximate image search using explicitly indexed objects is very similar to 

Approximate Image Search from Image Collection; the difference is that the images 

are retrieved from the database. Table 8.8 shows the number of retrieved images 

from the image database, the relevant and the irrelevant images and their percentage 

when using different objects. 

Table 8.8 Retrieved Images from Image Database  
Using Different Objects  

Number and Percentage of Retrieved Images using Different Number of Objects 

Object Name # of retrieved 

images 

Relevant 

images 

Relevance 

% 

Irrelevant 

images 

Irrelevance 

% 

Trees 120 115 95.83 05 04.17 

Flowers 120 89 74.16 31 25.84 

Cars 120 41 34.17 79 65.83 

 

Example 1B: 

Joint Objects Search 

 The procedure follows the same application as for the first two examples of 

Joint Objects S earch, except that in this case the images are retrieved from an 

explicitly indexed database. The results obtained are presented in Table 8.9.   

 

 



Chapter 8.  Experimental Results                                                                                                    page 

______________________________________________________________________ 
 

 

232                                               

Table 8.9 Retrieved Images from Image Database  
Using Joint Objects Search – Example 1B 

Number and Percentage of Retrieved Images, Relevant and Irrelevant, using 

Different Number of Joint Objects 

Object Name # of retrieved 

images 

Relevant 

images 

Relevance 

% 

Irrelevant 

images 

Irrelevance 

% 

Trees 120 115 95.83 05 04.17 

Trees  

AND  

Flowers 

 

120 

 

57 

 

47.50 

 

63 

 

52.50 

Trees  

AND  

Flowers  

AND  

Cars 

 

120 

 

7 

 

05.83 

 

113 

 

94.17 

 

  

 Figure 8.5 displays the information presented in Table 8.9 in a graphical form 

for the retrieved (relevant and irrelevant) images using different number of objects. 

Figure 8.5 Joint Objects Search - Example 1B
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Separate Objects Search 

 The procedure follows the same application as for the first two examples of 

Separate Objects Search, except that in this case the images are retrieved from an 

explicitly indexed database. The results obtained are presented in Table 8.10. 

Table 8.10 Retrieved Images from Image Database 
Using Separate Objects Search - Example 1B 

Number and Percentage of Retrieved Images, Relevant and Irrelevant, using 

Different Number of Separate Objects from Image Collection 

Object Name # of retrieved 

images 

Relevant 

images 

Relevance 

% 

Irrelevant 

images 

Irrelevance 

% 

Trees 120 115 95.83 05 04.17 

Trees  

OR  

Flowers 

 

120 

 

117 

 

97.50 

 

03 

 

02.50 

Trees  

OR  

Flowers  

OR  

Cars 

 

120 

 

118 

 

98.33 

 

02 

 

01.67 

 

  

  

 Figure 8.6 displays the information presented in Table 8.10 in a graphical form 

for the retrieved (relevant and irrelevant) images using different number of objects. 
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Figure 8.6 Separate Objects Search - Example 1B
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Example 2B: 

Below, another example with different objects is used for Approximate Image 

Search with fully indexed objects using the same technique as in all the methods 

used in the previous example. The results for this example are also reported in the 

same fashion. Table 8.11 displays the results for retrieved images (relevant and 

irrelevant) for the objects used in this example. 

Table 8.11 Retrieved Images from Image Database  
Using Different Number of Objects – Example 2B 

Number and Percentage of Retrieved Images using Different Number of Objects 

Object Name # of retrieved 

images 

Relevant 

images 

Relevance 

% 

Irrelevant 

images 

Irrelevance 

% 

Soccer Ball 120 105 87.5 15 12.50 

Field 120 108 90.00 12 10.00 

Goal 120 65 54.17 55 45.83 
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Joint Objects Search 

 The results for a varying number of entered objects are shown in Table 8.12 

using the Joint Objects Search. 

Table 8.12 Retrieved Images from Image Database  
Using Joint Objects Search – Example 2B 

Number and Percentage of Retrieved Images, Relevant and Irrelevant , using 

Different Number of Joint Objects from Image Database  

Object Name # of retrieved 

images 

Relevant 

images 

Relevance 

% 

Irrelevant 

images 

Irrelevance 

% 

Soccer Ball 120 105 87.5 15 12.50 

Soccer Ball 

AND  

Field 

 

120 

 

92 

 

76.67 

 

28 

 

23.33 

Soccer Ball  

AND  

Field  

AND  

Referee 

 

120 

 

44 

 

36.67 

 

76 

 

63.33 

 

 

Figure 8.7 displays the information presented in Table 8.12 in a graphical form 

for the retrieved (relevant and irrelevant) images using different number of objects. 
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Figure 8.7 Joint Objects Search - Example 2B
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Separate Objects Search 

The results for a varying number of entered objects are shown in table 8.6 

using the Separate Objects Search. 

Table 8.13 Retrieved Images from Image Database  
Using Separate Objects Search - Example 2B 

Number and Percentage of Retrieved Images, Relevant and Irrelevant, using 
Different Number of Separate Objects from Image Collection 

Object Name # of retrieved 

images 

Relevant 

images 

Relevance 

% 

Irrelevant 

images 

Irrelevance 

% 

Soccer Ball 120 105 87.5 15 12.50 

Soccer Ball  

OR  

Field 

 

120 

 

111 

 

92.50 

 

9 

 

07.50 

Soccer Ball 

OR  

Field  

OR  

Referee 

 

120 

 

115 

 

95.83 

 

5 

 

04.17 
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 Figure 8.8 displays the information presented in Table 8.13 in a graphical form 

for the retrieved (relevant and irrelevant) images using different number of objects. 

Figure 8.8 Separate Objects Search - Example 2B
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8.3 Interpretation of Experimental Results 

 Referring to our experiments and the result of the number of retrieved images 

using different aspect of image retrieval as shown in Sections 8.2 of this chapter, 

varying image numbers and relevant images are obtained for the different methods 

of the searches. Below, the results obtained for each method are explained.  

 

8.3.1 Joint Objects Search  

 The number of retrieved images when using one object only is quite high. The 

number of retrieved images as well as the number of relevant images was reduced 

gradually as the number of objects is increased. The reason for that is: An increase 

in the number of objects means that the retrieved images have more conditions to 

follow; hence the relevant images retrieved from the image collection are narrowed 

down. As for relevant images being reduces with increasing number of used objects, 

this is due to the fact that not every image containing the first object will also 

contain the other objects. In the case where two objects are used, the images 

containing only one of the objects, if retrieved, will be considered irrelevant. 

Therefore the number of relevant images will be less as more objects are used.    
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8.3.2 Separate Objects Search   

 The number of retrieved images when using one object is also quite high. In 

contrast to Joint Objects Search, the number of retrieved images and relevant images 

were increased as the number of objects increased. The number of retrieved images 

increased because performing a Separate Objects Search using more than one object 

is like performing a single object search for each object separately and combining 

the retrieved images together, naturally excluding image duplication. Therefore 

adding extra objects would display the same images as well as possibly extra image 

categories. As for relevant images increasing with more objects, this is because 

adding objects could mean that images retrieved earlier not having the specified 

objects (irrelevant) may have the new object making it now relevant. 

 

8.3.3 Backward Objects Search   

 The number of retrieved images in this type of search depends only on the 

entered object since only one object can be entered. When an object is entered, each 

one of its component objects which have a supporting factor value above a certain 

threshold will be displayed even if it is found in images of a different category in the 

database or image collection. As the images may be displayed from any category, 

the number of images displayed is usually high.   

 



Chapter 8.  Experimental Results                                                                                                    page 

______________________________________________________________________ 
 

 

240                                               

8.3.4 Performance of Implicitly Indexed Image  

         Search  

 Referring to the results obtained from the implicitly indexed data, some 

relevant images are still being retrieved despite the objects used to retrieve these 

images not being indexed in the image collection. In addition, it is found that the 

results obtained from the implicitly indexed objects are still quite accurate in 

comparison to the results obtained from explicitly indexed objects. For example: 

Searching for the object, “ Trees” using the Joint Objects Search. As the objects is  

not indexed the search is expected to retrieve no images, yet some images are 

retrieved as shown in Table 8.2, where the percentage number of relevant images is 

(60.83%). The percentage of relevant images value obtained for the object, “Trees” 

using the Join Objects Search from an indexed database is (95.83%). This ensures 

that our system produces excellent results. Even using two non- indexed objects, 

“Trees” and “Flowers” sees the retrieval of a fair amount of relevant images 

(30.00%) in comparison to (47.50%) obtained using indexed objects. The same 

applies when using three objects.     

As for the Separate Objects Search and the Backwards Objects Search, the 

results for Implicitly Indexed Objects are also comparatively accurate in relation to 

Explicitly Indexed Objects. 
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8.4 Precision and Recall  

 After completing image search, one must ask, whether the images retrieved are 

relevant. 

 Unfortunately in all image search engines, retrieving all relevant images, while 

avoiding irrelevant ones is difficult, if not impossible. However, it is possible to 

measure the performance of a search with respect to two main parameters: Precision 

(purity of retrieval) and Recall (completeness of retrieval). Empirical studies of 

retrieval performance have shown a tendency for precision to decline as Recall 

increases. Analysis of the relationships between Recall, the number of images 

retrieved, and Precision shows that there is a definable region for all reasonable 

retrieval results. For all cases of consistently better-than-random retrieval, Recall 

curves tend to follow an increasing curve rising from the origin, and a trade-off 

between Precision and Recall is inherent. More generally, a trade-off between 

Precision and Recall may not be involved in the case where as the total number of 

images retrieved increases, retrieval performance is equal to or better than overall 

retrieval performance thus far, a typical example is shown in Table 8.14. 

Table 8.14 Relation between Precision and Recall 

 
 
 
 
 
 
 
 
 

No of query Precision % Recall % 

1 90 20 

2 65 40 

3 50 60 

4 40 80 

5 20 100 
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 Figure 8.9 displays the information presented in table 8.14 is a graphical form. 
 

Figure 8.9 The Relation between the Precision and 

Recall 
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Based on the discussion in this section it is obvious that Precision and Recall 

are the basic measures used in evaluating search strategies; the remaining 

experimental result is evaluated in term of precision and Recall defined as follows. 

 Precision consists of the proportion of target images that are retrieved up to the 

last correct one, which corresponds to 100% Recall. A high value of precision 

therefore indicates that the top-ranked hits all contain target images. 

)(Pr A
imagesretrievalofnumber

imagesretrievalrelevantofnumber
ecision ×××=  

 Recall consists of the proportion of target images (images from the same class 

as the query) that have been retrieved among all the relevant images in the database, 

given a certain value of weights (for example), this measure is clearly monotonically 

increasing with weight and attains 100% when weight includes the whole dataset.  
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)(Re B
imagesrelevantofnumber

imagesretrievalrelevantofnumber
call ×××=  

 Suppose that rR = Retrieval relevant images, nR = Retrieval irrelevant 

images, and rN = Not retrieval relevant images. Then:  

The equations of Precision and Recall can take the following form: 

)(100 A
RR

R
P

nr

r ×××××××××××××××´
+

=  

)(100 B
NR

R
R

rr

r ×××××××××××××××´
+

=  

Figure 8.10 illustrate the retrieved and relevant Images, while Figure 8.11 

illustrate Relevant (retrieved and not retrieved) and retrieved irrelevant images. 

 

 
Figure 8.10 Retrieved and Relevant Images in the Database 
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As mention earlier in this chapter (Section 8.2), one important issue covered in 

our experiments is to test the ratio of relevant retrieved images to the retrieved 

images (Precision). The ratio of relevant retrieved images to the relevant images 

(Recall) is not tested because in open collections it is not physically measuring the 

Recall. The result of relevance percentage of images of Example 1A in Section 8.2.1 

and Example 1B in Section 8.2.2 in this chapter is reported in Table 8.15 and Table 

8.16. This result gives a good way to investigate how relevant the retrieved images 

are to the user’s desire.   

 

 

Figure 8.11 Relevant (Retrieved and Not Retrieved) and Retrieved Irrelevant 

Images  
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Table 8.15 Percentage of Retrieved Images using Different Number of Objects 
“Joint Objects Search” (Examples 1A & 1B) 

Percentage of Retrieved Images using Different Number of Joint Objects 

Object name Relevance % 

(Explicit Indexed) 

Relevance % 

(Implicit Indexed) 

Trees 95.83 60.83 

Trees   

AND  

Flowers 

 

47.50 

 

30.00 

Trees  

AND  

Flowers 

 AND  

Cars 

 

05.83 

 

01.66 

 

Figure 8.12 displays the information presented in Table 8.15 in a graphical form. 

 

Figure 8.12 Precision of Indexed and Non-Indexed Objects 
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Table 8.16 Percentage of Retrieved Images using Different Number of 
Objects “Separate Objects Search” (Examples 1A & 1B) 

Percentage of Retrieved Images using Different Number of Joint Objects 

Object name Relevance % 

(Explicit Indexed) 

Relevance % 

(Implicit Indexed) 

Trees 95.83 60.83 

Trees   

OR  

Flowers 

 

97.50 

 

75.83 

Trees  

OR  

Flowers 

 OR  

Cars 

 

98.33 

 

76.66 

 

Figure 8.13 displays the information presented in Table 8.16 in a graphical form. 

Figure 8.13 Precision of Indexed and Non-Indexed Objects "Separate 

Objects Search" - Examples 1A & 1B
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The evaluation of our system using Precision shows that the results we 

obtained were very accurate. A reasonable number of desired images are retrieved 

and some of irrelevant images are displayed. 

 

8.5 Summary 

 This chapter introduces the different aspects used in t h e  ICIIR system. 

Experiments to validate different aspects of our research are provided. Experiments 

and results are listed in tables for different aspects, an explanation for every 

experiment is provided in detail. Furthermore, graphical representations of the tables 

are provided to explain the difference of retrieved images (relevant and irrelevant) 

when using various objects and different number of objects. 

 We applied the evaluation criteria to our system, all points are explained in 

detail, and we summarised them in a table.  

The important features in ICIIR System are: 

· The images stored in our system are not duplicated. In other words, some 

images may be placed in more than one category yet it only appears once in 

the database. This will assist in saving some space.  

· As for objects in the images, every category has some essential objects that 

must be contained in the image. Also as in most images other non-essential 

objects could be present.     
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· Using conditions such as supporting factor values when retrieving images 

will result in a more precise search reducing ambiguities. The outcome will 

be the retrieval of more relevant and less irrelevant images. 

· The results obtained from the experiments ensured quite accurate image 

searches to match the user’s needs. Furthermore, the precision results are 

quite fine verifying quite good search accuracy. 
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Chapter 9 

Conclusion 

 

 

9.1 Summary of Contributions 

 Implicit Concept-based Image Indexing and Retrieval is one of the most 

important functions of Visual Information Systems. In this thesis, we developed an 

improved method for the image storage and retrieval. This method involved the 

construction of a new algorithm, which involved the development of techniques to 

enable components of an image to be categorised on the basis of their relative 

importance. Thus the storage of images involved an implicit, rather than an explicit, 

indexing scheme.  

 Retrieval of images will then be consequence by application of an algorithm 

based on this categorisation, which will allow relevant images to be identified 

quickly, and thus allow these images to be researched for required details. 
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Consequently, the search time involved in locating target images will be considerably 

reduced, providing a more responsive and more productive system. A secondary aim 

is to research existing methods of storing and retrieving images from a database, and 

to quantify the performance characteristics of the most effective existing methods, in 

order to provide a basis upon which to evaluate the performance of the algorithm 

developed in this thesis. 

We summarized the major points and contributions of this thesis below: 

Literature Review 

 There are two methods of modelling and retrieving images: 

· Concept-based methods: Allows the search for images using keywords or form of 

natural language. 

· Content-based methods: Allows the search for images by image contents using 

characteristics such as colour, shape or texture. 

 Both methods are indexed and retrieved in a different manner. There are 

problem with each method for both aspects of indexing and retrieval: 

· Concept-based methods problems: Sometimes briefly include, descriptive 

difficulties of images, time consuming and incomplete text description in some 

cases. 

· Content-based methods problems: Include errors such as, shape a n d  colour 

complications and the method is also not rich in image semantics. 
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 The concept-based method has been selected in our research due to its higher 

success rate in many important areas. It also provides a technique for incorporating 

domain knowledge into a user’s query. 

 Forward and backward chaining are two storage and retrieval methods. Forward 

chaining involves beginning from the known data and proceeding forward with the 

data. Backward chaining, on the other hand, involves an expert system setting a goal 

with the inference engine attempting to find the evidence to establish it.     

Image Organization 

 The image collection and the selection rules are presented. Our current system 

is used for categorizing images in collections, where images tend to fall into multiple 

categories in the real world.  

 The image collection contains multi-objects, and the rules control the image 

categories. There are certain relationships between objects in an image, which are; a 

Composite Relationship, Is-A Relationship and Aggregation Relationship.  

 Image indexing consists of many discrete object types, where there are three 

object types (Low-level object, Mid- level object and High- level object), which gives 

a good presentation. The object levels are built in a way that, some low-level objects 

constitute a mid-level object, and in turn, some mid-level objects constitute a high 

level object.   

 An image can be located in any category provided that it contains objects 

satisfying the category rules. 
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Measures of the Reliability of Facts 

 Every object is given multiple attributes; these attributes are extracted and 

computed in order to be stored in the database. The attributes will be used for 

retrieval of desired objects. These attributes are as follows: 

· Objects’ Number: The principal means of identifying objects within an object set. 

· Objects’ Name: Suitable description of an object. 

· Objects’ Image: The image address. 

· Objects’ Weight: A measure of the significance of an object in its set in an image.  

· Objects’ Availability:  A  measure of the expected probability of the object’s 

appearance in an image. 

· Objects’ Supporting Factor: A measure of the dependence of the appearance of a 

high- level object on this object.  

· Objects’ Value:  C omputed by multiplying together the object’s weight, 

availability and supporting factor. 

· Objects’ Rule Significant Factor: A measure of the total appearance of all object 

components in a certain image divided by the total appearance of all objects for 

the same object’s name in the database. 

· Objects’ Weight in Image: A measure of the importance of an object in the image.  

· Object’s Density: Equivalent to the area occupied by the object in the image. 

· Object’s Type: An object’s type describes the object level in an image (low-level, 

mid- level, high- level objects, etc). 
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 Mathematical Equations were created and used to compute the different object 

attribute values.  

Image Indexing 

 The images must be indexed in a way that is easy to store and retrieve. Our 

indexing method is based on the fact that several atomic indices, which will be able to 

define intermediate indices and intermediate indices will be able to define higher 

indices. This approach involved developing algorithms for the storage and retrieval of 

image data from databases using a methodology that incorporates implicit image 

indexing. A higher level index can be built from lower level indices. 

The basic steps of the indexing algorithm are as follows:  

· Suitable images collected and stored in image folder 

· Data extraction 

· Compute the fact attributes’ values 

· Save the information 

Image Retrieving 

 Our method concentrates on matching subparts of images, defined in a variety 

of ways, in order to find particular objects. It is obvious that the use of fuzzy logic 

and supporting factors lead to improvements of both precision and recall. 

 The retrieval algorithm follows four steps: 

· User interface: User enters details about their specific search. 



Chapter 9.  Conclusion                                                                                                                    page 

_______________________________________________________________________ 
254 

· Data processing: Details will be processed and checked. 

· Output: Matched images are displayed along with extra information. 

· Feedback: User states feedback to help improve search in the future. 

 There are two main searching aspects used, both having many methods 

involved. These aspects are: 

· Approximate image search: When a user enters a certain object with a supporting 

factor value above a threshold, the entire category is displayed, including those 

images without the entered object. This also applies for multiple objects. A few 

methods can be applied for this search, which are; the Joint Objects Search, 

Separate Objects Search and Backward Objects Search. 

·  Exact Image Search: The user can enter an object name as well as many 

supporting objects to be components of the entered object. The user can also 

specify certain details about the supporting objects such as weight, density and 

availability. The result is an exact match of the user’s entered data.    

System Implementation 

 The programming language used to implement our system is Active Server 

Pages (ASP). As for the database to store our data, Oracle9i is used. 

 The architecture of the ICIIR system can be divided into a number of managers 

which are; User Interface (UI), Transaction Manager (TM), Storage/Retrieval 

Manager (SRM), Query Manager (QM), Display Manager (DM) and Interpretation 

Manager (IM). These are thoroughly explained in Chapter 7. 
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 The ICIIR Engine Evaluation is assessed with various criteria including; System 

Scope, System Search Options, System Performance, System Presentation and 

System Support. These are used to evaluate our system and determine its efficiency. 

 Experimental Results 

 This chapter experiments the different methods of the Approximate Image 

Search. The data is entered in different tables and graphs, reporting the relevance and 

irrelevance of the images displayed, when different objects or different number of 

objects are used.  

 The data for implicit and explicit indexing is compared. Our research makes use 

of implicit indexing, which was found to be reasonably accurate despite the objects 

used to retrieve images not actually being indexed. We tested the precision to ICIIR, 

and the results were found to be quite accurate in retrieving images meeting the user’s 

queries.    

 

9.2 Limitations 

 The high- level abstractions and concepts can be easily expressed in concept-

based methods, the query can be easily issued and the user interface is very simple, 

and the standard text retrieval techniques can be used for image searching, where the 

text retrieval techniques have been highly developed in the information retrieval 

system. There are many more advantages of the concept-based retrieval system, but it 

still suffers from a number of limitations, some of which are:  
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· The understanding of an image depends on different levels of knowledge and 

experience.  

· Organising the description of a picture’s subject matter in such a way that the 

picture can be most certainly and efficiently retrieved has to be considered 

carefully. 

· It is tedious and time-consuming to associate keywords or text with each image. 

· Some features are very difficult to describe with text, some special textures and 

complex shapes can’t be clearly represented. 

· Text description is sometimes incomplete. It is possible that some image features 

may not be mentioned in textual description, and this is time consuming. 

· Text description is sometimes subjective. Different indexers or even the same 

indexer may describe the same features with different terms or different features 

with the same terms. 

· Decomposing the image to its components is not easy and many experts can use 

different ideas, for example, some indexers may consider a table’s objects to be 

primitive, while others may decompose the table to many objects. 

· Determine the objects inside images is still suffering from many problems, this 

leads the indexer the do this job manually, which is another time consuming task  

· The relationship between objects makes it difficult when making any changes and 

inserting any new images, which may lead to the need of changing some or all of 

the objects’ values. 

· The collection of images which satisfy our rules sometimes require that copyright 

fees are met, which will cause the loss of more funds. 
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9.3 Future Directions 

 Many theoretical and practical research methods may be possible in the future. 

Some of these are listed below: 

· Store the data in XML documents: it is easy to edit data by making use of a text 

editor rather than a complicated database tool. XML files can be easily backed up, 

uploaded and downloaded by/to the clients. When a relational database is used, 

installing and supporting a separate server process is required that needs a 

database administrator. The knowledge of SQL queries is required for relational 

databases. Entity relationship schema or normalizing the tables is not required for 

XML. XML format is hierarchical rather than relational which is used in 

traditional relational databases. If one element contains another element then they 

are treated as parent and child elements and are designed in a structured manner 

rather than using a join table. XML becomes a stronger and programmer friendly 

database for storing, browsing and searching. 

· Objects recognition: when using a system that i s  able to recognize the objects 

inside the image and then store these objects automatically, the objects’ values of 

all its attributes will be automatically computed and stored in the database, this 

will save time. 

· Combine between content-based and concept-based methods: combining ou r  

system with the content-based method could help describe the objects  a  little 

more. 
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Appendix A: System Pages 
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Figure A.1 The System’s Pages Structure  
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The Main Page 

 As usual every project has a home page with all the other pages linked 

together, which can be accessible via this home page. The first page in this project is 

home.asp, its address appears in the browser address field as shown in Figure A.2. 

 

 

 

 

Figure A.2 Project’s Main Page  
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The home page “Project’s Main Page” contains many options including:  

· Home Page: the starting point. 

· Image Search: To search for and display desired images from the image 

collections. This option contains many sub-options of image searching, with 

every image incorporated with some information. 

· Image Maintenance: This option is used by the Staff/Administrators and allows 

them to add, modify or delete records and give them the power to display all 

records in tables from the database. 

·  Contact us: Display the methods of contacting the Staff/Administrators. 

· Research Group:  Display the research group and related information ( e-mail 

address, wed site, etc).  

 The following sections explains the uses of all options and sub-options of our 

system and examines their purposes, how to use them and includes the image of 

different pages used for every option.  

 

Image Search 

 The user selects the ‘Image Search’ option; the main page of Image Search 

appears containing two main options as shown in Figure A.3.  
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Approximate Image Search 

When the user selects the first option of Image Search, an Approximate Image 

Search page appears with six sub-options under this option, three of them used for 

different search objects from our database and the remaining three used for search 

objects from specific image collection, these sub-options are shown in Figure A.4. 

and are:  

· DB Joint Objects Search. 

· DB Separate Objects Search. 

· DB Backward Search. 

Figure A.3 Image Search Main Page 
 



Appendix A. System Pages                                                                                                              page 

______________________________________________________________________  

 

 

280 

 

· Collection Joint Objects Search. 

· Collection Separate Objects Search. 

· Collection Backward Search. 

 

 

DB Joint Objects Search. 

By selecting the first sub-option of the Approximate Image search, a “Joint 

Object Search” page appears, the user enters the objects names that may be found in 

some image categories and then submits the search, a list of images is displayed, 

these images are  displayed in pages as shown in Figure A.5, with every page 

containing 20 images. The number of pages may contains relevant images is also 

displayed, giving the user the ability to a specific page.  

Figure A.4 Approximate Image Search Main Page 
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 The user can enlarge any image of the displayed images by clicking on it; the 

image enlargement is shown in Figure A.6. 

 

Figure A.6 Image Enlargement  

Figure A.5 DB Joint Objects Search 
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DB Separate Objects Search. 

 This sub-option uses the same image retrieval method as “Joint Objects 

Search” with the query varying as the “Separate Objects Search” searches for any 

image that may contains the entered objects, commonly resulting in a greater 

amount of retrieved images such as figure A.7. 

 

 

DB Backward Search 

 The third sub-option of Approximate Image Search is used to search objects 

which may be included in a specific object; this option is called “Backward Objects 

Figure A.7 DB Separate Objects Search 
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Search”. Figure A.8 show the displayed images when searching for the objects that 

may contain in the object of “Wrestling”.  

 

 

The last three sub-options of the Approximate Image Search are similar to the 

first three sub-options. The first three sub-options retrieve images from the database 

where as the last three sub-options retrieve objects from a specific image collection. 

 

 

 

Figure A.8 DB Backward Objects Search 
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Exact Image Search 

When the user selects the second option of ‘Image Search Home Page, the 

‘Exact Image Search’ page appears containing many different sub-options explained 

in details in this section. These sub-options are listed below and shown in Figure 

A.9:  

· Search Images Included Specific Supporting Object(s). 

· Search Images Excluded Specific Supporting Objects. 

· Search Images Included and Excluded Specific Supporting Objects. 

· Search Images using different weights of Supporting Objects. 

· Search Images using Images Availabilities. 

·  Search Images using different densities of Supporting Objects. 

 

Figure A.9 Exact Image Search Main Page 
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Image Search Including Specific Supporting Objects 

 When the user selects the first sub-option of the Exact Image Search, a new 

page will appear. The user enters the desired object name in the first field. In the 

next fields, the user can enter up to six supporting object names to be components in 

the desired images, which are optional and then submit the query. The system 

checks the object name, if not found it will check the thesaurus for the entered name 

and when found, the system will look for all images having the name found in the 

thesaurus. The same procedure used to check the object name is used for the entered 

supporting objects’ names, if there are any. The images that match the user’s search 

will be listed on the screen as shown in Figure A.10. 

 

 

Figure A.10 Image Search using Supporting Object(s) 
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Image Search Excluding  Specific Supporting Objects 

 When the user selects the second sub-option of Exact Image Search Page,  a 

new page will appear. The user enters the desired object name in the first field. On 

the other fields, the user can enter the supporting objects names that are no t  

contained in the desired images, and then press the Submit button. The images that 

match the user’s search will be listed on the screen as shown in Figure A.11.  

 

 

Image Search Including/Excluding Specific Supporting Objects 

The third sub-option is to display images which containing specific objects and 

exclude some other specific objects. The user enters the object name and then enters 

Figure A.11 Image Search without Supporting Objects 

 



Appendix A. System Pages                                                                                                              page 

______________________________________________________________________  

 

 

287 

 

up to three supporting objects to be represents in the display images and also enters 

up to three supporting objects that are to be excluded in the display images. The 

procedure is similar to any sub-option of searching images which contain supporting 

objects or searching images which do not contain specific supporting objects, this 

sub-option shown in Figure A.12. 

 

  

Image Search using Weights of Supporting Objects  

 When the user selects the fourth sub-option of the Exact Image Search Page, a 

new page will appear with two variables (fields). The user enters the desired object 

name, and then selects the supporting objects’ weights levels to be included in the 

Figure A.12 Image Search with/and without Supporting Object(s) 
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displayed images from the drop-down menu and then submit the search. The system 

checks the entered object name and the selected weight level, when found, a list of 

images is displayed as shown in Figure A.13. 

 

 

Image Search using  Availabilities 

 The user selects the fifth sub-option of the Exact Image Search Page; the 

Search Images using Availability sub-option is displayed. The user enters the object 

name and selects the object availability levels from the drop-down menu then submit 

the search, the system checks the entered object name and the selected availability 

level, when found, a list of images is displayed as shown in Figure A.14. 

Figure A.13 Image Search using Objects Weights 
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Image Search using Densities 

 This sub-option of image searching uses density functions in the same manner 

as search images using supporting objects; it uses an extra condition for every 

supporting object, which is the level of its density to be selected from the drop-down 

menu. The user enters the image name, the supporting objects and selects the density 

levels of the entered supporting objects and then submits the search in order to get a 

list of desired images. The system checks the entered object name, the supporting 

objects names and the density level of every entered supporting object, and when 

found, a list of images displayed as shown in Figure A.15. 

Figure A.14 Image Search using Availabilities 
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Image Maintenance 

 The Image Maintenance option is the second option of the Home page 

navigation menu. This page consists of many sub-options, and each sub-option has 

its specific role. The sub-options of Image Maintenance start when 

staff/administrators clicks the Image Maintenance option from the Home page, a 

Login page appears as shown in Figure A.16. 

Figure A.15 Search Images using Supporting Objects’ Densities 
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 The staff/administrator has to enter user name and password, if an eligible user 

name and password are entered, the next page displayed will contain the different 

sub-options of the Image Maintenance page as shown in Figure A.17, if not 

successful, they must either try again or check their user names and passwords with 

the administrators. 

Figure A.16 Staff/Administration Main Page 
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 The staff/administrator maintains the database from time to time; they create 

new records, modify and delete records as well as display records of the different 

object levels of objects in database. The maintenance transactions sub-options are 

illustrated in this section. 

Object Data Transactions 

When the staff/administrator selects the Object Data Transaction option, the 

Object Data Transaction page will appear as shown in Figure A.18.  This page has 

two sub-options; the first sub-option is used to add a new record and the second sub-

option is to modify and delete a record from an object data file. 

Figure A.17 Image Maintenance Transaction Main Page 
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· Add a New Record 

 If the staff/administrator selects the first option, Add  a  New Record Page 

appear, as shown in Figure A.19. The staff/administrator fills the form and then 

presses the Submit addition button, the record will be saved in object data file; here 

the staff/administrator can enter as many records as needed. 

 

 

 

Figure A.18 Object Data Transaction Page 
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· Modify or Delete Record 

 The next page is used to modify and/or to delete a record.  When the 

staff/administrators choose the second sub-option of Object Data Transaction Page, 

a Modify/Delete Record Page will appear as shown in Figure A.20;  t he  

staff/administrator enters the object number in which they wish to modify or delete, 

and then submit their query. 

 

 

 

Figure A.19 Add New Record “Object Data” 
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The system checks the entered number, if found, a new page will display as 

shown in Figure A.21, containing the desired record, at the end of the appeared 

record there are a links to Modify or Delete the record. 

 

Figure A.20 Modify or Delete Record “Enter Object Data Number“ 
 

Figure A.21 Modify /Delete Record “Display Object Data Record “ 
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If the staff/administrator selects Modify link, a new page will appear 

containing all the information about the desired object as shown in Figure A.22, the 

staff/administrator can make the required changes and click the Update button to 

save the changes.  

 

 

 When the staff/administrator selects the Delete link, a warning message will 

displayed, if the staff/administrator selects the delete option, the record will be 

deleted from the database and a message will appear showing that the record has 

been deleted successfully. 

 

Figure A.22 Modify Record of Object Data 
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Object Details Transactions 

 When the staff/administrator selects the second option of Image Maintenance 

Main Page, the Object Details Transaction option page appear, the Object Details 

Transaction page will appear as shown in Figure A.23.  This page contains four sub-

options as follow:  

  

 

· Add a New Record 

 The first sub-option of the “Object Details Transaction” is the “Add New 

Record” option used to add new record.  

Figure A.23 Object Details Transaction Page 
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 The procedures of adding a record to the object details file follow the same 

procedure as in Object Data Transaction explained previously in this section. The 

Add Object Details record transaction is shown in Figure A.24.  

 

 

 The Modify/Delete Record from an Object Details file option is follow the 

same procedure used to Modify/Delete Record from an Object Data file which was 

explained earlier in this section. 

· Add Supporting Factor 

 The third sub-option of the Object Details Page is used to add the supporting 

factors, which build the relationship between different objects (the higher- level 

object and its components of the lower- level objects). When the administrator 

Figure A.24 Add Object Details Record 
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selects the third sub-option, the Add Supporting Factor page will appear as shown in 

Figure A.25. 

 

  

 The administrator fills the form and then submits the transaction,  the  

supporting factor value will be saved in the object details file; and then some other 

computed value will occur. 

· Update Objects’ Weight(s) 

 The fourth sub-option is used to update the objects’ weight. When the 

administrator selects the fourth sub-option of the Object Details Page, the Update 

Objects’ Weight page will appear as shown in Figure A.26. The administrator fills  

the form, which contains the new objects’ weight and then submits the changes, the 

Figure A.25 Add Supporting Objector 
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entered objects’ weight will be saved, and the objects’ value will be recomputed 

based on the new weight. The new computed value of the lower- level object will 

replace the object’s old value in the higher- level availability field, which it belongs 

to. 

 

 

· Update Objects’ Availabilities 

 The user can update the Object’s availability, which is normally used for the 

non-primitive objects by selecting this sub-option, the user enters the object’s 

number and the object’s parent number and then the rule significant value of the 

object, when the user presses the Submit button, the object’s availability will b e  

updated, Figure A.27 shows the page used for updating the availabilities. 

Figure A.26 Update Object’s Weights 
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Staff/Members Transactions 

 When the administrators select the Staff/Members Transaction option, the 

Staff/Members Transaction page will appear as shown in Figure A.28.  This page 

has two options: 

 These are the ‘Add new record’ and ‘Modify/delete record’ and are used by 

the administrator to add or change data from the administrator’s/staff’s file.  

 

 

Figure A.27 Update Object’s Availabilities 
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· Add New Record 

 If the administrator wants to add a new record, the administrator must choose 

the first option; an ‘Add Record’ page will appear as shown in Figure A.29. The 

administrator fills the form and then submit the transaction, the record will be saved 

in the staff/members file; here the administrator can enter as many records as 

needed. 

Figure A.28 Staff/Administrators Main Page 
 
 
 



Appendix A. System Pages                                                                                                              page 

______________________________________________________________________  

 

 

303 

 

 

 

· Modify or Delete Record 

 When the administrator chooses the second option, a Modify/Delete Record 

page will appear; the administrators need to enter the staff/member number, and to 

submit the transaction. The system will check the entered details and if found will 

display the record. At the end of the displayed record there is a link for Modify and 

Delete. If the Administrator wants to modify the record, then they will select the 

modify link, a new page will appear containing all the information about the object, 

the administrator will make the required changes and submit the changes to be 

saved. This procedure is the same as we did for the Object Data and Object Details 

files. 

Figure A.29 Add New Member 
 
 
 



Appendix A. System Pages                                                                                                              page 

______________________________________________________________________  

 

 

304 

 

Display Records Transaction 

 When the Administrator selects the Display Records Transaction sub-option, 

the Displayed Records Transaction page is displayed as in Figure A.30, this option 

contains four sub-options: Display low-level records, display mid- level records, 

display high- level records, and display all records. 

 

 

 If the administrator selects the first sub-option (Display low-level records), all 

records of low-level objects in the database will be displayed; this is clarified in the 

table shown in Figure A.31. The object types are all equal to 1 meaning they’re all 

low-level objects. To display all records of mid- level objects and high- level objects, 

the administrators have to select the second or third sub-option; it will follow the 

same technique of displaying all records as the low-level objects.  

Figure A.30 Display Records Transactions Main Page 
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 If the administrator selects the last option (Display all- levels of records), all 

records of different levels of objects in the database will be displayed, this is shown 

in Figure A.32, the object types of all records vary, the number of each type relates 

to the object l evel, 1 = low-level objects, 2 = mid- level objects, 3 = high- level 

objects. 

  

Figure A.31 Displays Low-Level Object Records 
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 A.5.4 Other Options 

 The user may want to contact the administrators for any further inquiries. The 

user may select one of the remaining options (Contact Us or Research Group). 

Contact Us  

 When users selects the option “Contact Us”. The next page will appear as 

shown in Figure A.33. If the user wants to send a message to the 

staff/administrators, they can use the link “Send Email”. 

Figure A.32 Display All Records  
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Research Group 

 To contact the research group for further inquiries, a user can also select the 

‘Research Group’ option, The Research Group page displayed shown in Figure 

A.34.  

If the user wants to send a message to the research group, he/she will press the link 

“Email Contact” which is located under the particular member’s details. The user 

can also enter the contact’s web page if one is available.  

 

Figure A.33 Contact Administrators 
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Figure A.34 Research Group 
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