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ABSTRACT With escalating mortality rates associated with cardiovascular disease, the early detection of arrhythmias as-

sumes ever-increasing significance. This study introduces a novel multimodal network that concurrently classifies electrocardio-

gram (ECG) and wrist pulse signal (WPS). Both ECG and WPS, as human physiological signals, share closely related distribu-

tions and characteristics, holding potential to accurately reflect underlying cardiovascular conditions. The proposed ICMT-Net 

utilizes continuous wavelet transform to partition 5-second ECG and WPS segments into spectrograms. It incorporates an im-

proved ConvNeXt, a multimodal transformer layer, and a fused multi-layer perceptron to extract and fuse multimodal features 

for ECG classification. Subsequently, the network is adapted to WPS and coronary heart disease classification tasks through 

transfer learning techniques. In comparison to existing methods, our approach achieves heightened sensitivity in detecting supra-

ventricular and ventricular ectopic segments, while also outperforming established WPS classification methodologies. Im-

portantly, the proposed network adeptly handles multimodal signals and excels in classification accuracy, particularly within the 

realm of physiological signals. 

INDEX TERMS Electrocardiogram, wrist pulse signal, transfer learning, coronary heart disease classification. 

I. INTRODUCTION 

The electrocardiogram (ECG) serves as a crucial diagnostic tool 

for monitoring the heart health of patients. Its ability to detect 

abnormal states in real time allows for early intervention and 

treatment.  Nevertheless, the scarcity of medical resources 

poses a significant challenge to healthcare accessibility [1]. Au-

tomating ECG analysis and disease diagnosis not only saves 

medical staff time but also enhances the availability, accuracy, 

and consistency of diagnosis.  

In the past decade, rapid advancements in ECG analysis tech-

niques have led to the categorization of methodologies into four 

key domains. The first group predominantly encompasses 

methods that establish a comprehensive pre-processing process 

to convert the ECG signal into a clean single-cycle signal. Sub-

sequently, feature extraction methods are employed to extract 

key features. Finally, machine learning-related methods, such 

as Support vector machine (SVM) [2], K-nearest neighbor 

(KNN), weighted XGBoost, and Linear discrimination (LD) al-

gorithm, are applied to accomplish ECG classification. How-

ever, in this approach, there is interdependence among the 

steps, leading to redundancies in the extracted features. Conse-

quently, these methodologies necessitate feature selection [3], 

introducing increased computational complexity and time de-

mand in practical applications. The key drawback of these 

methods lies in their low efficiency for fast ECG classification. 

Compared to deep learning, traditional machine learning exhib-

its suboptimal performance in the representation learning of 

large, complex samples of data [4]. 

The second group of models aims to address the aforemen-

tioned problems by devising techniques for automatic feature 

extraction and classification. Representative models in this 

group include Convolutional neural network (CNN) [5], Tuned 

dedicated convolutional neural network (TDCNN) [6], Deep bi-

directional LSTM network-based wavelet sequences 

(DBLSTM-WS) [7], DNN [8,9], a CNN, Transformer and Long 

Short-Term Memory (LSTM) based assemble neural network 

framework named CLSTM-Transformer [10], dual attention hy-

brid network (DA-Net) [11]. All these models demonstrate high 

classification performance. However, they all use segmented 

single ECG signals, which requirement cannot be satisfied in a 

real-time ECG signal classification. 

The third group of models takes a distinct approach by avoid-

ing the extraction of the R peak and focusing solely on the sin-

gle beat of ECG signals. Many methods within this category 

advocate  segmenting the ECG signal into 2, 5 or 10-second 

heartbeats [12], which are subsequently classified using CNN, 

Densely Connected CNN (DenseNet) [13], or an improved deep 

residual network [14]. While this strategy yields a classification 

performance comparable to the most current state-of-the-art 

heartbeat classification methods, it exhibits a limitation in sen-

sitivity to abnormal heartbeats, such as type S and type V heart-

beats. 

The fourth group of methods, a recent emergence in the field, 

aims to enhance capability in handling diverse data formats and 

pushing the limits of accuracy. Various techniques based on 2D 

ECG images have been developed for this purpose. Corre-

sponding 2D CNN has been designed to classify the ECG gray-

scale image[15], 2D matrix[16], and 2D spectrograms[17]. The 
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classification performance of these methods has seen improve-

ment through advanced data enhancement strategies. However, 

a notable limitation is the underutilization of time-domain fea-

tures inherent in the 1D signals, leaving room for the improve-

ment in classification. 

After reviewing the literature on ECG signals, it is notewor-

thy that few studies have harnessed information from both 1D 

and 2D signals. Many research gaps exist in the multimodal fu-

sion of 1D signals and their corresponding spectrograms, de-

spite the demonstrated effectiveness of multimodal approaches. 

Recent studies have illustrated the superiority of multi-module 

recurrent CNN with the transformer that utilize the 1D signal 

segments, 2D spectrograms, and metadata. These approaches 

have achieved better classification results than the 1D and 2D 

networks in a number of applications [18]. 

On the other hand, the wrist pulse signal (WPS) holds a 

wealth of information not only related to cardiac health disor-

ders but also providing crucial insights into blood viscosity, 

blood vessel wall elasticity, blood flow velocity, and various 

other physiological and pathological data on diverse human or-

gans [19]. WPS and ECG signals, both driven by cardiac activity, 

share many similarities in waveform. However, in contrast to 

the ECG signal, the WPS travels through various parts of the 

body, including nerves, muscles, skin, and arterial walls. Con-

sequently, the WPS contains more physiological information 

than the ECG signals[20]. Notably, WPS has been employed as 

one of the four diagnostic methods in traditional Chinese med-

icine (TCM). The study of pulse signals bears substantial theo-

retical and practical significance. Currently, most of studies on 

WPS are confined to feature engineering, with pattern recogni-

tion relying on classical machine learning methods. Several 

classification methods such as SVM and Gradient boosting de-

cision tree (GBDT) [21] have been utilized to classify the de-

noised and feature extracted WPS. 

Similar to the development process of ECG signal analysis 

methods, WPS was first investigated in feature extraction, and 

then deep learning techniques were applied to pulse signal anal-

ysis and recognition. However, compared to the progress of 

deep learning research on ECG signal analysis, few studies 

have concentrated on the applications of deep learning for 

WPS. Noteworthy methods in this domain include GA-BP neu-

ral network [22], 1D CNN [23], and TCN [24], proposed for the 

classification of WPS. Most classification methods for both 

ECG and WPS have been adapted from architectures like Res-

Net or DenseNet. Additionally, CNN structure have evolved to 

ConvNeXt [25]. These networks draw inspiration from the visual 

transformer (ViT) and incorporate various modules, such as in-

verted bottlenecks and separate downsampling layers, to en-

hance classification performance. The integration of these mod-

ules into a network architecture has proven effective in improv-

ing signal classification performance. 

To summarize, our rationale for aiming to address the prob-

lems of existing models can be outlined as follows:  

1) Network Structure Enhancement: The current network 

structure of physiological signal classification needs an update 

with the latest CNN architecture to enhance overall classifica-

tion performance. 

2) Segmentation Sensitivity: Although a heartbeat overlap-

ping segmentation method has been proposed to enhance ECG 

segmentation, it exhibits poor sensitivity to type S and type V 

segments, highlighting the need for improved methodologies. 

3) Multimodal Fusion: The field of multimodal fusion for 

physiological signals has received limited attention. Therefore, 

there is necessity to explore and leverage the multimodal prop-

erties of signals to enhance the model's performance. 

4) Data-Driven WPS Classification: Most of classification 

methods for WPS rely on traditional techniques. To improve 

WPS classification, there is a need for the development of more 

sophisticated, data-driven classification methods. 

Aligned with the aforementioned challenges, we propose an 

improved ConvNeXt network with a multimodal transformer 

layer and a multi-layer perceptron (MLP) fused layer, which is 

called ICMT-Net to classify the ECG. In our approach, ECG 

signals are denoised using a discrete wavelet transform (DWT), 

followed by normalization. Subsequently, the ECG signals are 

segmented into 5-second intervals using the overlapping seg-

mentation method. Within these segments, 2D spectrogram in-

formation is extracted using CWT. Following feature extraction 

by ConvNeXt with CBAM module [26], 1D and 2D ECG fea-

tures are obtained and concatenated.  These concatenated fea-

tures serve as the input for the multimodal transformer layer and 

the MLP fusion layer. The constructed network demonstrates 

heightened sensitivity in detecting abnormal ECG signals, spe-

cifically type V and S segments. Subsequently, the network is 

transferred for WPS classification task. To optimize pulse clas-

sification and coronary heart disease (CHD) classification, the 

WPS is denoised and normalized. Leveraging the similarities 

and differences between ECG and WPS, the network pre-

trained on ECG signals is fine-tuned and transferred to the 

WPS. Finally, the transferred network fuses the features of 1D 

WPS and the corresponding spectrograms, achieving superior 

classification performance compared to existing WPS classifi-

cation methods. 

The main contributions of this paper can be summarized as 

follows: 

 We introduce a groundbreaking network architecture that 

integrates two types of feature extraction networks, 

namely 1D CBAM-ConvNeXt and 2D CBAM-ConvNeXt. 

Local feature maps for each heartbeat, along with their re-

sulting transformed 2D time-frequency maps, are ex-

tracted for both networks. 

 A Transformer layer is incorporated to extract correspond-

ing global feature maps from the aforementioned local 

feature maps. These global features are then fused using 

the MLP Fused module to generate final feature vectors. 

These vectors are subsequently input into the classifica-

tion layer, completing the classification process. 

 We present a meticulously designed multimodal network 

and a corresponding transfer learning architecture. The 

transfer learning framework enables a multimodal net-

work fully trained on ECG signals to undergo full para-

metric tuning on WPS, yielding promising classification 

results. This anticipates a significant reduction in work-

load for various physiological signal classification tasks. 
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II. Data Preprocessing 

A. ECG dataset 

The ECG dataset used in this study was sourced from the 

MIT-BIH arrhythmia database (MITDB), which is  publicly ac-

cessible on PhysioNet [27]. The MITDB comprises 48 ECG re-

codes, each with a sampling rate of 360 Hz and a duration of 30 

minutes. In most recordings, one channel of Modified limb 

leads II (MLII) is obtained by placing electrodes on the chest, 

with MLII being the standard practice for dynamic ECG record-

ing. This paper specifically selects lead II as the primary lead. 

Based on the literature [28], The ECG dataset is further catego-

rized into DS1 and DS2, with the training set divided into DS11 

and DS12, as detailed in Table I based on literature guide-

lines[28]. 

In according with the Association for the Advancement of 

Medical Instrumentation (AAMI), there are 15 arrhythmia cat-

egories that can be classified into five super-classes: non-ec-

topic (N), supraventricular ectopic beat (SVEB), ventricular ec-

topic beat (VEB), fusion beat (F), and unknown beat (Q). The 

specific 15 arrhythmias within these categories are detailed in 

Table II. 

B. Preprocessing of ECG 

In this study, the ECG signals are partitioned into 5-second 

segments using re-labeling rules and an overlapping segmenta-

tion approach. The overlapping segmentation method is specif-

ically implemented in the training set (DS11), as outlined in Ta-

ble III. It's important to note that the validation set (DS12) and 

test set (DS2) do not undergo overlapping segmentation. Table 

III provides the counts of different types of heartbeats in the 

dataset, highlighting the use of overlapping segmentation in 

DS11. 

The visual representation of different types of overlapping 

ECG data (type N, S, V, F, and Q) is illustrated in Fig. 1. The 

subfigures on the left showcase the first ECG data of each cat-

egory, while those on the right depict the second ECG data of 

each category. From Fig. 1, It is evident that compared to the 

first ECG data of type N, S, V, F, and Q, the second ECG data 

is shifted by 1800, 312, 446, 6, and 2, respectively. This strategy 

allows a smaller number of heartbeat classes to sample more 

ECG data. 

 
FIGURE 1.  Five types of overlapping ECG data. The ECG signals in the left column are the first group of ECG signals of types N, S, V, F, and Q from top to 
bottom, while the second group of five types of ECG signals are in the right column. 

N_segment[0] N_segment[0]

S_segment[0] S_segment[1]

V_segment[0] V_segment[1]

F_segment[0] F_segment[1]

Q_segment[0] Q_segment[1]

1.0

0.5

0

-0.5

2

1

0

-1

1.0

0.5

0

-0.5

2

1

0

-1

1.5

1.0

0.5

0.0

-0.5

1.5

1.0

0.5

0.0

-0.5

0.5

0

-0.5

-1.0

0.5

0

-0.5

-1.0

1

0

-1

-2

1

0

-1

-2

0 250 500 750 1000 1250 17501500 0 250 500 750 1000 1250 17501500

0 250 500 750 1000 1250 17501500

0 250 500 750 1000 1250 17501500

0 250 500 750 1000 1250 17501500

0 250 500 750 1000 1250 17501500

0 250 500 750 1000 1250 17501500

0 250 500 750 1000 1250 17501500

0 250 500 750 1000 1250 17501500

Sample points

TABLE II 

SUPER CLASSES OF HEARTBEAT PRESENT IN THE MIT-BIH DATABASE 

AAMI classes Symbol Heartbeat types 

N(Non-ectopic) N Normal beat 

L Left bundle branch block beat 

R Right bundle branch block beat 
e Atrial escape beat 

j Nodal (junctional) escape beat 

S (Supraventricular 

ectopic beat) 

A Atrial premature beat 

a Aberrated atrial premature beat 
J Nodal (junctional) premature beat 

S Supraventricular premature beat 

V (Ventricular ec-
topic beat) 

V Premature ventricular contraction 
E Ventricular escape beat 

F (Fusion beat) F Fusion of ventricular and normal beat 

Q (Unknown beat) P Paced beat 

f Fusion of paced and normal beat 

U Unclassifiable beat 

 

TABLE I 

DIVISION OF TRAINING SET (DS11), VALIDATION SET (DS12), AND TEST SET 

(DS2) 

Dataset Sub-dataset Recording NO. 

DS1 
DS11 

101 106 108 109 114 115 116 119 122 209 

223 

DS12 
112 118 124 201 203 205 207 208 215 220 

230 

DS2 
 

100 103 105 111 113 117 121 123 200 202 
210 212 213 214 219 221 222 228 231 232 

233 234 

 

TABLE III 
NUMBER OF SEGMENTS OF VARIOUS CATEGORIES OBTAINED BY USING THE 

ORDINARY AND THE OVERLAPPING SEGMENTATION METHOD 

Dataset Sub-dataset N SVEB VEB F Q 

DS1 DS11 3023 188 748 10 2 

 DS12 2884 156 885 44 2 
 DS11 (overlapping) 3023 3006 3010 2880 1800 

DS2  5874 477 1468 118 5 
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Subsequently, the denoising process is implemented by ap-

plying the DWT to the segmented heartbeats. The wavelet basis 

function is from Daubechies D6 [29]. To ensure that the network 

can downsample, each ECG segment is resampled to consist of 

1280 sample points. Finally, each ECG segment is normalized 

using Z-score standardization. The normalization formula is 

shown in the following equation: 

𝜇𝛽 =
1

𝑚
∑ 𝑥𝑖
𝑚
𝑖=1         (1) 

𝜎𝛽
2 =

1

𝑚
∑ (𝑥𝑖 − 𝜇𝛽)
𝑚
𝑖=1      (2) 

𝑥𝑛𝑜𝑟𝑚 =
𝑥𝑖−𝜇𝛽

√𝜎𝛽
2

         (3) 

From (1) to (3), 𝑥𝑖 represents the ECG segments, 𝜇𝛽 and 𝜎𝛽 

represent the mean and standard deviation, respectively, and 

𝑥𝑛𝑜𝑟𝑚 represents the normalized ECG segments. 

For the adaptation of multimodal input, the ECG segments 

should be transformed into 2D spectrograms using CWT. 

C. Preprocessing of WPS 

The WPS as a distinct physiological signal, shares morpho-

logical similarities with the ECG signal. However, due to the 

absence of public WPS dataset, this study relies on a private 

pulse signal dataset collected at Wuyi University. Four types of 

wrist pulse signals were gathered for analysis, namely sunken 

pulse, moderate pulse, normal pulse, and skipping pulse signals. 

The entire data collection process adhered to the requirement of 

Human Research Ethics (approval number: [2019]18). 

During the WPS collection, interference from human breath-

ing, small fibrillation, and power frequency introduces high-fre-

quency and low-frequency noise into pulse signals, necessitat-

ing their removed (below 3 Hz and above 20 Hz). A band-pass 

filter is employed for this process, effectively eliminating low-

frequency and high-frequency noise and retaining the clean 

WPS between 3 Hz and 20 Hz range. Additionally, to address 

baseline drift issues caused by the acquisition instrument, base-

line drift removal is performed to obtain a stable WPS signal. 

Following noise reduction and baseline drift removal, addi-

tional steps are taken to enhance the quality of the WPS. Me-

dian filtering and wavelet transform denoising using the sym8 

wavelet are applied to further address baseline drift and over-

come the artifacts in the signal. Cubic spline interpolation is 

employed to fit the WPS and identify the minimum value within 

a specific frequency window (a single pulse cycle). This pro-

cess is repeated by applying cubic spline interpolation is to fit 

the minimum value once again. Ultimately, subtracting the min-

imum curve from the original signal curve effectively elimi-

nates the baseline drift in the WPS. 

The WPS undergoes further processing by being divided into 

5-second segments and subsequently re-labeled into four types 

of pulse after denoising. Fig. 2 displays the WPS along with 

their corresponding spectrograms, depicting sunken pulse, 

moderate pulse, normal pulse, and skipping pulse. To facilitate 

transfer learning, it is imperative that the input shapes of both 

the ECG and pulse signals are identical. Hence, the four types 

of WPS segments are resampled into 1280 sample points, mir-

roring the ECG segments. Finally, these WPS segments are nor-

malized using Z-score standardization. Moreover, there are 186 

cases of healthy pulse signals and 210 cases of CHD pulse sig-

nals, sourced from the Shanghai University of Traditional Chi-

nese Medicine. This dataset also undergoes denoising and base-

line drift removal, following the same preprocessing steps as 

the previously described pulse dataset. Fig. 3 illustrates the two 

types of pulse data are obtained after preprocessing. After de-

noising and segmenting the data into 5-second signal segments, 

the distribution of pulse sample for the two tasks is presented in 

Table IV and Table V, respectively. 

D. Correlation analysis and the feasibility of transfer 
learning 

The ECG signal and the pulse signal share numerous similar-

ities, as both are generated by the systolic-diastolic movement 

of the heart, establishing a morphological relationship between 

the two types of signals. After calculating the KL divergence 
[30] of the two types of datasets, the KL scatter values are dis-

tributed from 0.03 to 0.06, indicating that the distributions of 

the two signals are extremely similar. The detailed KL diver-

gence formula is shown as follows: 

TABLE IV 

FOUR CLASSES OF PULSES PRESENT IN THE TASK OF PULSE 

CLASSIFICATION 

Dataset Sunken Moderate Normal Skipping 

Pulse  5892 888 5304 3462 

 

 TABLE V 

TWO CLASSES OF PULSES PRESENT IN THE TASK OF CHD 

CLASSIFICATION 

Dataset Health CHD 

CHD 2428 932 

 

 
FIGURE 2.  Four types of WPS and the corresponding spectrograms. (a) 
Sunken pulse. (b) Moderate pulse. (c) Normal pulse. (d) Skipping pulse. 
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FIGURE 3.  Two types of WPS and the corresponding spectrograms. (a) 
Healthy pulse signal. (b) CHD pulse signal. 
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𝐾𝐿(𝑝||𝑞) = ∑𝑝(𝑥)𝑙𝑜𝑔
𝑝(𝑥)

𝑞(𝑥)
      (4) 

In (4),  𝑝(𝑥) and q(x) denote the distribution of two da-

tasets. 

Due to the similar distribution of the two datasets and the fact 

that both are 1D signal data, they are quasi-periodic physiolog-

ical signals with multiple peaks and valleys. Thus, the classifi-

cation network architecture trained in the ECG signal can be 

effectively transferred to the WPS. This transfer includes all 

layers of the network except for the final classification layer. 

The network parameters can then undergo globally fine-tuned 

to adapt the architecture for pulse signal classification, resulting 

in optimized network parameters tailored to the characteristics 

of the pulse signal. 

III. Modeling Approach 

A. ConvNeXt-Trans 

The proposed network is built upon ConvNeXt, a convolutional 

neural network architecture traditionally utilized in image clas-

sification, where it has demonstrated superior performance.  

However, in the domain of signal classification, certain modifi-

cations are necessary, particularly at the normalization layer. In 

our proposed method for ECG signal classification, we replace 

the 2D convolution with 1D convolution in ConvNeXt. Addi-

tionally, during the training phase, a method of gradually 

changing the learning rate is employed. The learning rate initi-

ates from a predetermined value and is systematically reduced 

by a factor of 10 times every 10 epochs, spanning a total of 50 

epochs. This approach aims to ensure more consistent model 

convergence during the later stages of training. It is observed 

that the layer normalization (LN) cannot process 1D feature 

maps, which leads to convergence failure. To overcome this, 

the LN in the network is replaced with batch normalization 

(BN). Additionally, LN module in the 2D ConvNeXt network 

is also substituted with a BN, maintaining a bimodal network 

capable of smooth fusion in subsequent experiments. To im-

prove the robustness of the network and reduce the network 

channel redundancy, the CBAM attention module is added to 

the modified ConvNeXt. Furthermore, to facilitate the success-

ful fusion of two distinct modal data types, the transformer en-

coder module is introduced to the network. This layer aids the 

model in extracting global features from both the 1D signal and 

2D spectrogram. Most importantly, it transforms the 2D spec-

trogram into the 1D sequence, enabling seamless fusion of the 

two modalities. The resulting network, termed ConvNeXt-

Trans, is illustrated in Fig. 4. The architecture of ConvNeXt-

Trans contains a pre-convolution module and four stage layers. 

The essential module includes four mechanisms detailed as fol-

lows: 
1) SEPARATE DOWNSAMPLING MODULE 

In ConvNeXt architecture, the separate downsampling mod-

ule (SD) is used for downsampling feature maps with a stride 

of 2. The module is constructed using a convolutional layer and 

BN, and the formula for the separate downsampling module is 

expressed as follows: 

𝑆𝐷(𝑥) = 𝐵𝑁(𝐶𝑜𝑛𝑣𝑘=4,𝑐=𝑐1∗2𝐿(𝑥))      (5) 

In equation (5), x represents the input feature map, BN rep-

resents batch normalization. 𝐶𝑜𝑛𝑣𝑘=4,𝑐=𝑐1∗2𝐿  represents the 

convolution operation with a kernel size of 4 and 𝑐1 denoting 

the original number of convolution kernels. In stage 2, 𝐿 starts 

from 1 and increases by 1 per stage, resulting in the doubling of 

the number of convolution kernels with each down-sampling 

module. 
2) INVERTED BOTTLENECK MODULE 

The inverted bottleneck is inspired by  MobileNetV2 [31], and 

it serves to reduces the network FLOPs (floating-point opera-

tions per second). The formula for the inverted bottleneck is ex-

pressed as follows: 

𝐼𝐵(𝑥) = 𝐶𝑜𝑛𝑣𝑘=1,𝑐=𝑐1∗2𝐿(𝜎(𝐶𝑜𝑛𝑣𝑘=1,𝑐=4𝑐1∗2𝐿 

(𝐵𝑁(𝐷𝑊𝐶𝑘=7,𝑐=𝑐1∗2𝐿(𝑥))))) 

(6) 

In equation (6), DWC represents the depthwise convolution, 

𝜎  represents the ReLU activation function, and 

𝐶𝑜𝑛𝑣𝑘=1,𝑐=𝑐1∗2𝐿 denotes a 1x1 convolution with 𝑐1 ∗ 2
𝐿chan-

nels. The inverted bottleneck structure is designed to increases 

the dimensionality slightly to compensate for information loss 

during the depthwise convolution. 
3) CBAM MODULE 

To enhance the feature extraction capability of the network, 

the CBAM is employed, which applies attention mechanisms to 

the feature map on both channel and spatial dimensions. After 

applying CBAM, the feature map receives the attention weights 

on both channel and spatial dimensions. This process signifi-

cantly enhances the interdependence of individual features 

within the channel and space, making it more effective in ex-

tracting relevant and meaningful features from the current fea-

ture map. The attention mechanism allows the network to focus 
 

FIGURE 4.  ConvNeXt-Trans network, which has three main modules: (I) The 
improved ConvNeXt extracts the local information of signal data and the cor-
responding spectrograms; (II) The CBAM calculates the weight of feature 
map in channel and space, and makes the model more goal focused; (III) The 
transformer layer further extracts the global feature maps that were weighted 
by multi-head self-attention (MHSA) module. 
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on the most informative parts of the feature map, contributing 

to improved feature extraction and, consequently, enhanced 

classification performance. The detailed expressions for 

CBAM are as follows: 

𝐴𝑀𝐶(𝑥) = 𝛿(𝑊1 (𝑊0(𝐺𝐴𝑃(𝑥))) +𝑊1 (𝑊0(𝐺𝑀𝑃(𝑥)))) (7) 

𝐴𝑀𝑠(𝑥) = 𝛿(𝐶𝑜𝑛𝑣𝑘=7,𝑐=1(𝐶𝑜𝑛𝑐𝑎𝑡([𝐴𝑀𝐶(𝑥),𝑀𝑃𝐶(𝑥)]))) (8) 

In equation (7) and (8), 𝐺𝐴𝑃 , 𝐺𝑀𝑃, 𝐴𝑀, and 𝑀𝑃 represent 

global average pooling, global max pooling, average pooling, 

and max pooling, respectively, and 𝛿 denotes the sigmoid func-

tion. The weights for channel attention and spatial attention are 

calculated using (5) and (6), respectively. 
4) TRANSFORMER ENCODER MODULE  

The transformer encoder in the proposed architecture in-

volves a multi-head self-attention (MHSA) module and a feed-

forward network (FFN) with a single hidden layer. To enhance 

the feature extraction network, both sub-layers are followed by 

a BN, and there is a residual connection around every two sub-

layers. This design is beneficial for improving the training sta-

bility and the flow of gradient information through the network. 

The overall structure ensures effective learning and feature ex-

traction capabilities. 

 Firstly, the key insight in the transformer encoder is to ex-

tract N non-overlapping patches from the 1D signal and 2D 

spectrogram image, denoted as 𝑥𝑖
1𝐷 ∈ ℝ𝑡 and 𝑥𝑖

2𝐷 ∈ ℝℎ×𝑤, re-

spectively. These patches are then transformed into a series of 

1D tokens, 𝑧𝑖 ∈ ℝ𝑑,  expressed as follows: 

z = 𝒹(x; 𝑙) = [𝑙𝑥1, 𝑙𝑥2, … , 𝑙𝑥𝑁] + 𝑃𝐸     (9) 

Here, 𝑙 represents the linear projection that maps each token to 

ℝ𝑑, and 𝑃𝐸 ∈ ℝ(𝑁+1)×𝑑 is the positional embedding added to 

the tokens to provide positional information. 

Secondly, the encoded tokens are input into the transformer 

encoder module that contains MHSA, BN and FFN. The corre-

sponding expressions are as follows: 

y = 𝑀𝐻𝑆𝐴(𝐵𝑁(z𝑙)) + z𝑙      (10) 

z𝑙 = 𝑀𝐿𝑃(𝐵𝑁(y𝑙)) + y𝑙       (11) 

𝑀𝐻𝑆𝐴(𝑋) = 𝐷𝑃𝐴(𝑊𝑄𝑋,𝑊𝐾𝑋,𝑊𝑉𝑋)  (12) 

where 𝑀𝐻𝑆𝐴 is the Dot-product attention (DPA) between the 

queries, keys and values are linear projections of the same ten-

sor.  

Finally, the weighted sequence obtained from the attention 

mechanism is projected linearly using the FFN. This process 

allows the network to capture complex relationships and de-

pendencies in the input sequences.  

B. MLP Fused Module 

In order to fuse the two kinds of feature maps extracted from 

the 1D signal and 2D spectrogram, the BN module is applied to 

 
FIGURE 6.  The overall architecture of our proposed method, which consists of four modules: (I) The preprocessing module denoises and normalizes the 
signal data, and the processed data are transformed into spectrograms by using the CWT. (II) ConvNeXt is the feature extractor of the 1D and 2D data, which 
can obtain the local feature of 1D signal and 2D spectrogram, and the global features of those feature maps can be extracted by the transformer encode 
layer. (III) Furthermore, for fusing two modal data, the 1D features and the 2D features are pooled by the global average pooling to obtain the flattened data, 
and two modal data are fused through the MLP layer. (IV) The fused network is fine-tuned and transferred to wrist pulse classification. 
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FIGURE 5.  MLP Fused module. Firstly, two modal feature maps extracted from ConvNeXt-Trans are normalized by the BN layer, and the normalized feature 
maps need to be flattened by global average pooling. Then, the MLP module establishes weights for all features to carry out global awareness and obtains 
two sets of sequences. Finally, the two modal sequences are smoothly concatenated and fed to the classification layer to complete the ECG signal classifi-
cation. 
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normalize these feature blocks. This normalization is crucial for 

converge, especially when dealing with large difference be-

tween the two sets of modal data. Subsequently, the 1D global 

average pool is used to transform the two feature maps into flat-

tened feature sets, and these sets are concatenated into a fusion 

feature set. The detailed MLP module is depicted in Fig. 5. 

Finally, a linear classification layer with the SoftMax func-

tion is used to classify the fused feature sets into five ECG 

types. It's noteworthy that due to the similarity in distributions 

and most features of the two datasets, and considering that the 

pulse dataset is large enough, the original structure and initial 

weights of the model are kept unchanged. Only the final classi-

fication layer is replaced with a fully connected layer capable 

of classifying into 4 classes for the pulse dataset. This final con-

figuration is then re-trained on the WPS dataset using a learning 

rate of 0.001[32]. The final ICMT-Net structure is shown in Fig. 

6.  

IV. Results 

A. Performance metrics 

Four classification indicators, accuracy (Acc), sensitivity 

(Se), positive productivity (Pp), and F1 score (F1), are adopted 

according to the following formulas:  

𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
       (13) 

𝑆𝑒 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
           (14) 

𝑃𝑝 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
           (15) 

𝐹1 = 2 ×
𝑆𝑒×𝑃𝑝

𝑆𝑒+𝑃𝑝
         (16) 

where TP, TN, FP, and FN are true positive, true negative, false 

positive, and false negative, respectively.  

B. Performance evaluation 

The ablation test is conducted through separate experiments, 

each focusing on specific aspects such as the choice of convo-

lution kernel number, the inclusion or exclusion of attention 

mechanisms, and the impact of multimodal fusion and transfer 

learning on the pulse classification task. These experiments uti-

lize the inter-patient paradigm for evaluation. In the training 

phase, the stochastic gradient descent with momentum (SGDM) 

is used as an optimizer to update the model parameters, with a 

base learning rate of 𝐿𝑏𝑎𝑠𝑒 . A ten-epoch gradual warm-up train-

ing strategy[33] is utilized to approach 𝐿𝑏𝑎𝑠𝑒  starting from a 

small value in the first 10 epochs. The learning rate decays 

based on the cosine annealing schedule: 

𝐿𝑐𝑢𝑟𝑟𝑒𝑛𝑡 =
𝐿𝑏𝑎𝑠𝑒

2
(1 + cos⁡(

𝐸𝑐𝑢𝑟𝑟𝑒𝑛𝑡

𝐸𝑠𝑒𝑡
𝜋))     (17) 

where 𝐸𝑐𝑢𝑟𝑟𝑒𝑛𝑡 is the current epoch, and 𝐸𝑠𝑒𝑡  is the total num-

ber of epochs. For fair comparisons, 𝐸𝑠𝑒𝑡  and 𝐿𝑏𝑎𝑠𝑒  are uni-

formly set to 50 and 0.01, respectively. 

 The experiments are implemented in Python using Tensor-

Flow (version 2.5.0) as the programming language. The study 

is conducted on hardware featuring an NVIDIA Quadro RTX 

5000 GPU, 64GB RAM, and the Windows 11 operating system. 

C. Convolution kernel number selection 

In the ablation experiments, various configurations of the 

network are explored, and the number of convolution kernels in 

the pre-convolution layer and each stage is adjusted. The 

choices are 16, 16, 32, 64, 128, 32, 32, 64, 128, 256 and 64, 64, 

128, 256, 512 for the pre-convolution layer and each stage, re-

spectively. These three numbers of convolution kernels are 

used, whether the data overlapping segmentation method is per-

formed or not. The results are summarized in Table VI.  

Table VI shows that ConvNeXt with channels starting from 

32 achieves the best classification performance for ECG signals 

and their corresponding 2D spectrograms. The overlapping seg-

mentation method further improves the detection ability of the 

dataset for ECG signals. Under the condition of using the over-

lapping segmentation method, the sensitivity, positive produc-

tivity, and F1 score of the 1D-ConvNeXt with channels starting 

from 32 are increased by 7.12%, 0.96%, and 1.93%, respec-

tively. For 2D-ConvNeXt, the sensitivity, positive productivity, 

and F1 score are increased by 2.79%, 2.61%, and 0.96%, re-

spectively. The next number of channels in the model is se-

lected only for 16 and 32.  

These results indicate the importance of channel selection in 

achieving optimal classification performance for ECG signals. 

D. ConvNeXt with attention mechanism 

The effect of the CBAM module is investigated in the abla-

tion experiments. The results are presented in Table VII. When 

using the overlapping segmentation method, the classification 

metrics (Acc, Se, Pp, and F1) of the 1D model increased by 

1.64%, 0.35%, 1.39%, and 0.61%. However, for the 2D model, 

only the Se increased by 7.37%, while all other metrics are de-

creased. The confusion matrix in Fig. 7 illustrates that the 1D 

model emphasizes ECG signals of type V and S, while the 2D 

model focuses more on ECG signals of type Q. This leads to the 

different aspects of performance improvement of the model, 

with the 2D model contributing more to sensitivity improve-

ment.  

E. Multimodal fusion experiment 

The fusion of 1D ConvNeXt with2D ConvNeXt using the 

transformer encoder layer and the MLP fusion layer in ICMT-

Net is analyzed in Table VIII. Compared to the 1D CBAM-

ConvNeXt, ICMT-Net shows improvements of 5%, 4.59%, 

2.74%, and 4.08% in Acc, Se, Pp, and F1, respectively. Further-

more, compared to ICMT-Net and 2D CBAM-ConvNeXt, 

ICMT-Net achieves improvements of 15.23%, 2.4%, 9.63%, 

and 12.1% in Acc, Se, Pp, and F1, respectively. These results 

indicate that the transformer encoder layer and MLP fusion 

layer effectively fuse the data features from both modalities, en-

hancing the network's classification ability. 

TABLE VI 

THE SELECTION OF THE NUMBER OF CONVOLUTION KERNELS 

Model 
Overlap-

ping 
C Acc (%) Se (%) Pp (%) F1 (%) 

1D-ConvNeXt 

False 16 78.29 40.02 36.24 37.32 

False 32 77.84 40.25 36.66 37.33 

False 64 77.70 37.13 33.34 34.74 

True 16 69.87 46.18 37.46 38.05 

True 32 74.98 47.37 37.52 39.26 

True 64 72.40 46.15 36.77 38.37 

2D-ConvNeXt 

False 16 71.68 38.00 34.44 34.76 

False 32 75.81 39.75 34.83 36.59 

False 64 75.16 38.68 33.57 35.01 

True 16 72.53 41.10 33.04 34.15 

True 32 74.83 42.54 37.44 37.55 

True 64 68.61 42.38 31.43 31.84 
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Additionally, when comparing Fig. 7 and Fig. 8, it can be 

observed that the classification performance of the multimodal 

fusion network for each category is improved compared to that 

of the 1D and 2D network, except for the sensitivity and the 

positive productivity of the Q class. This suggests that the mul-

timodal fusion network incorporates features from both 1D and 

2D ECG data, leading to improved classification performance, 

especially for type V and S EGC segments.  

F. Transfer learning applied to the pulse classification 
task 

Finally, due to many similarities between WPS and ECG, 

ICMT-Net has been adapted for the pulse classification task and 

the CHD classification task by transferring the corresponding 

network structures and fine-tuning the corresponding parame-

ters, excepting the final classification layer, which is pre-trained 

in the ECG classification task. It’s important to note that the 

initial learning rate (𝐿𝑏𝑎𝑠𝑒) is set to 0.0001.  

In Table IX, a comparative analysis of the classification per-

formance of 1D-ConvNeXt, 2D-ConvNeXt, and ICMT-Net re-

veals that three networks, pre-trained in the ECG classification 

task, demonstrate superior classification performance in both 

tasks. The variance in classification performance between the 

network without pre-training and those with pre-training fluc-

tuates between 0.54% and 3.15%.  

In the PWS classification task, among the models pre-trained 

in the task of ECG classification task, ICMT-Net shows im-

provements of 1.38%, 1.10%, 2.42%, and 1.77% in accuracy, 

sensitivity, positive productivity, and F1 scores, respectively, 

compared to 1D CBAM-ConvNeXt. Compared with 2D 

CBAM-ConvNeXt, ICMT-Net exhibits improvements of 

1.93%, 2.96%, 2.92%, and 2.94%, respectively. 

Conversely, in the CHD classification task, ICMT-Net 

demonstrates improvements of 1.19%, 2.14%, 0.82%, and 

1.51% in accuracy, sensitivity, positive productivity, and F1 

scores, respectively, compared to 1D CBAM-ConvNeXt. In 

compared with 2D CBAM-ConvNeXt, ICMT-Net shows im-

provements of 6.39%, 8.70%, 7.44%, and 8.11%, respectively. 

TABLE IX 

PERFORMANCE COMPARISON OF MODELS TRANSFERRED TO THE WPS AND CHD 

CLASSIFICATION TASK 

Model Task 
Pretrain-
ing 

Acc 
(%) 

Se 
(%) 

Pp 
(%) 

F1 
(%) 

1D CBAM-

ConvNeXt 

WPS False 95.98 96.23 95.44 95.79 

True 97.24 97.19 96.63 96.89 

CHD False 97.03 94.98 97.62 96.19 
True 98.07 96.85 98.33 97.56 

2D CBAM-

ConvNeXt 

WPS False 95.56 92.18 95.54 93.68 

True 96.69 95.33 96.13 95.72 
CHD False 91.98 89.67 90.21 89.94 

True 92.87 90.29 91.71 90.96 

ICMT-Net 
(ours) 

WPS False 97.49 96.30 98.29 97.24 
True 98.62 98.29 99.05 98.66 

CHD False 98.22 96.96 98.61 97.74 

True 99.26 98.99 99.15 99.07 

 

 

 
(a) 

 
(b) 

FIGURE 7. (a) The confusion matrix of 1D CBAM-ConvNeXt. (b) The confu-
sion matrix of 2D CBAM-ConvNeXt. 
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FIGURE 8. Confusion matrix of ICMT-Net when using the overlapping seg-
mentation method. 
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TABLE VIII 

CORRESPONDING EXPERIMENTAL INDICATORS OF THE ICMT-NET  

Model C Acc (%) Se (%) Pp (%) F1 (%) 

ICMT-Net  
16 81.62 52.31 41.65 43.95 

32 74.41 47.17 38.80  39.82 

 

TABLE VII 
CORRESPONDING EXPERIMENTAL INDICATORS OF THE IMPROVED CONVNEXT 

WITH ATTENTION MECHANISM 

Model C Acc (%) Se (%) Pp (%) F1 (%) 

1D CBAM- ConvNeXt 
16 74.41 47.17 38.80 39.82 

32 76.62 47.72 38.91 39.87 

2D CBAM- ConvNeXt 
16 64.47 47.48 31.67 31.65 
32 66.39 49.91 32.02 31.85 
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These results highlight that ICMT-Net, pre-trained on the ECG 

classification task, effectively leverages the features of 1D sig-

nals and 2D spectrograms in the WPS and CHD classification, 

and achieving optimal classification results.  

V.  DISCUSSION 

For evaluating the classification performance of our model, 

we conducted a comparative analysis against leading state-of-

the-art ECG classification methods, and the results are pre-

sented in Table X.  

All the methods listed in Table X are designed for classifying 

heartbeats across five different types within an inter-patient par-

adigm. In this paradigm, the available trainable ECG data, ex-

cluding overlapping segmentation techniques, is limited. Re-

markably, when utilizing the same overlapping dataset, the 

ICMT-Net demonstrates significant performance improve-

ments (as shown in Fig. 8). Specifically, it achieves a 6.12% 

increase in Pp for class N, a 3.82% enhancement in Se for class 

V, and an impressive 54.09% surge in Se for class S when com-

pared to the improved deep ResNet. These findings underscore 

the heightened sensitivity of our model in accurately classifying 

type V and S ECG signals. 

This paper also undertook a comparison of existing deep 

learning models for WPS classification, encompassing the GA-

BP algorithm, 1D CNN, and TCN. These network architectures 

were employed for both WPS and coronary heart disease 

(CHD) classification tasks. The dataset was divided into train-

ing, validation, and testing sets using a 6:2:2 partition ratio. The 

comprehensive classification results are summarized in Table 

XI and XII. Across both tables, our proposed approach consist-

ently demonstrates superior performance in terms of Se and Pp 

for both pulse and CHD classification tasks. These outcomes 

underscore the adaptability of our newly introduced pre-trained 

multimodal fusion network, reinforcing its superiority when 

compared to established methodologies for pulse classification.  

In conclusion, our study sheds light on the ongoing complex-

ity in the realm of cardiovascular disease diagnosis and model 

precision. The ICMT-Net, our innovative creation, introduces a 

new paradigm by harnessing the synergistic potential of multi-

modal physiological signals. By seamlessly integrating inputs 

from both ECG and WPS sources, the ICMT-Net adapts adeptly 

to diverse application scenarios, elevating its accuracy and ro-

bustness. The architectural framework is meticulously detailed 

in Figure 6. This groundbreaking approach not only aligns with 

contemporary CNN architectures but also pioneers new dimen-

sions through the incorporation of multi-modal learning mod-

ules. Leveraging techniques such as overlapping ECG segmen-

tation and continuous wavelet transform (CWT) for 2D spec-

trogram extraction, our model transcends the limitations im-

posed by single-modal analyses. The ConvNeXt architecture, 

augmented with CBAM, plays a pivotal role in extracting piv-

otal features from both 1D and 2D ECG domains. The amal-

gamation of these features within the multi-modal transformer 

and subsequent MLP fusion layers generates a holistic repre-

sentation that excels in classifying intricate ECG segments, in-

cluding those of type V and S. Furthermore, our exploration 

ventures beyond the realms of ECG to embrace wrist pulse sig-

nals (WPS), uncovering the potential synergy between these 

two modalities. Despite the relative novelty of WPS diagnosis, 

our integrated approach holds promise in revealing distinct 

physiological dimensions. Through denoising, normalization, 

and transfer learning, the convergence of WPS and ECG signals 

harmoniously take place within the ICMT-Net. The fusion of 

1D WPS signals with their corresponding spectrograms further 

accentuates the potential relationship inherent in these physio-

logical signals, thereby achieving classification performance 

that surpasses traditional methodologies. Ultimately, this com-

prehensive approach effectively addresses the pressing need for 

accurate cardiovascular disease diagnosis, bridging the gap be-

tween demand and precision.  

VI. Conclusion 

This paper introduces an ICMT-Net network for the classifica-

tion of arrhythmia, pulse patterns, and CHD. Notably, this net-

work operates solely on raw ECG data and random 5-second 

ECG segments, bypassing the need for resource-intensive pre-

TABLE XII 
COMPARISON OF THE CLASSIFICATION PERFORMANCE OF OUR METHOD WITH 

EXISTING METHODS FOR THE HEALTHY PULSE AND CHD IN THE PULSE 

CLASSIFICATION TASK. 

Method  Health CHD 

 Se/Pp (%) Se/Pp (%) 

GA-BP algorithm [22] 98.97/96.59 90.91/97.14 

1D CNN [23] 99.18/96.21 89.84/97.67 

TCN [24] 97.74/95.38 87.70/93.71 

ICMT-Net (ours) 99.59/99.38 98.40/98.92 

 

TABLE X 

COMPARISONS BETWEEN OUR METHOD AND PREVIOUS METHODS FOR THE 

CLASSIFICATION PERFORMANCE OF TYPE N, S, AND V UNDER THE INTER-

PATIENT PARADIGM. 

Method N V S 

 Se/Pp (%) Se/Pp (%) Se /Pp (%) 

Linear Discrimi-

nants [28] 
99.16/86.86 81.59/77.74 38.53/75.94 

PSO-SVM [2] 94.00/98.00 87.34/59.44 61.96/52.96 

DNN [9] 91.89/97.00 89.23/50.85 62.49/55.86 

CNN with Batch-

Weighted Loss [8] 
88.51/98.80 92.05/72.13 82.04/30.44 

Improved Deep 

ResNet [14] 
94.54/93.33 88.35/79.86 35.22/65.88 

ICMT-Net (ours) 80.06/99.45 92.17/76.44 89.31/32.35 

 

TABLE XI 
COMPARISONS BETWEEN OUR METHOD AND PREVIOUS METHODS FOR THE 

CLASSIFICATION PERFORMANCE OF TYPE N, S, AND V UNDER THE INTER-

PATIENT PARADIGM. 

Method Sunken Moderate Normal Skipping 
 Se/Pp(%) Se/Pp(%) Se/Pp (%) Se/Pp(%) 

GA-BP 

algo-

rithm 
[22] 

98.47/95.24 96.63/100 95.10/98.82 98.27/97.42 

1D 

CNN 
[23] 

97.63/95.92 92.70/97.06 96.80/96.61 97.40/99.56 

TCN 
[24] 

95.76/97.24 96.63/96.63 96.80/9492 96.39/96.81 

ICMT-

Net 
(ours) 

98.98/97.41 96.63/100 97.83/98.95 99.71/99.86 
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processing or complex feature extraction methods. The con-

ducted experiments highlight the effectiveness of the CBAM 

attention mechanism, which refines the network’s focus on cru-

cial feature maps, thus elevating overall classification perfor-

mance. By incorporating both the transformer layer and MLP 

fused layer, the network becomes adept at harnessing the attrib-

utes of both 1D signals and 2D spectrograms. This amplifies its 

feature extraction capabilities and subsequently improving clas-

sification performance. In a comparative analysis against exist-

ing ECG classification methods within the inter-patient para-

digm, our network demonstrates exceptional sensitivity in type 

V and S heartbeat segments.  

Furthermore, the ICMT-Net, initially pre-trained for ECG 

classification, showcases seamless transferability to WPS clas-

sification. When compared to established pulse classification 

techniques, our proposed method excels in overall classification 

performance for WPS and CHD classification tasks. Conse-

quently, the model presented in this paper effectively addresses 

the persistent challenge of suboptimal classification perfor-

mance observed in previous models. Additionally, our proposed 

methodology has versatility to extend its utility to the classifi-

cation of various physiological signal types, significantly am-

plifying its pragmatic utility.  

This study also fills signification research gap by addressing 

the dearth of methods that integrate both 1D and 2D approaches 

within physiological signals analysis. However, this approach 

belongs to the field of supervised learning, and the scarcity 

problem of physiological signals leads to the inability to 

achieve optimal network parameters and classification capabil-

ity, regardless of how the network framework and hyperparam-

eters are adjusted.  

In the future, we plan to explore semi-supervised learning 

methods as a solution to the signal classification challenge. 

Semi-supervised learning enables the utilization of more unla-

beled data, which can effectively mitigate sample scarcity and 

bring the solution closer to real-time applicability. Another av-

enue for potential enhancement involves establishing pre-

trained networks that leverage transferred learning from the 

realm of ECG signal classification to other tasks in physiologi-

cal signal classification. 
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