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Abstract
As modern vehicles continue to integrate increasingly sophisticated Advanced Driv-
er Assistance Systems (ADAS) and Autonomous Vehicles (AV) functions, conven-
tional user manuals may no longer be the most effective medium for conveying 
knowledge to drivers. This research analysed conventional, paper and video-based 
instructional methods versus a Large Language Model (LLM)-based instructional 
tool to educate 86 participants about the operation of specific ADAS and AV func-
tionalities. The study sampled participants aged between 20 and over 40, with driv-
ing experience ranging from one to over six years. The first group was educated 
using the conventional methods. In contrast, the second group received instructions 
via an LLM, i.e., users learn via ChatGPT interaction. Our goal was to assess the 
efficiency and effectiveness of these teaching methodologies based on the reaction 
times participants required to activate ADAS functions and the corresponding ac-
curacies. Our findings revealed that the group trained via ChatGPT demonstrated 
significantly improved learning outcomes compared to conventional training. This 
included shorter activation times, higher consistency, and higher accuracy across 
examined functions. This study further proposed a framework to effectively use 
ChatGPT for different training scenarios and education purposes, offering a valu-
able resource for leveraging Artificial Intelligence (AI) in training users to handle 
complex systems. The framework empowers educators to tailor ChatGPT’s interac-
tions, ensuring efficient, guided learning experiences for learners. For researchers, 
this study lays the foundation for exploring the role of LLM-based instructional 
tools in a broader range of applications.

Keywords  Advanced driver assistance systems (ADAS) · Artificial intelligence 
(AI) · Autonomous vehicles (AV) · ChatGPT · Driver training · Large language 
model (LLM)
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Introduction

The rise and rapid proliferation of Advanced Driver Assistance Systems (ADAS) and 
Autonomous Vehicles (AV) constitute a significant transformation in the automotive 
industry, possessing the potential to reshape transportation systems across the globe 
drastically (Fagnant & Kockelman, 2015; Litman, 2017) and offer various benefits, 
notably increased safety (Zahabi et al., 2020), enhanced mobility, and a substantial 
reduction in traffic congestion (Fagnant & Kockelman, 2015). Human factors con-
tribute to more than 90% of accidents, according to Australia’s National Road Safety 
Partnership Program (NRSPP) (Murtaza et al., 2023). The technology-driven shifts 
triggered by the advancements in ADAS, and AVs can significantly mitigate human-
related accidents, which remain one of the leading causes of road casualties world-
wide. The capabilities of AVs vary based on their level of automation, as categorised 
by the Society of Automotive Engineers (SAE), ranging from no driving automa-
tion (level 0) to full automation (level 5) (SAE International, 2021). However, the 
introduction of these sophisticated systems raises a fundamental question: How can 
human drivers be effectively trained to safely interact and cooperate with vehicles 
with ADAS functions or AVs (Murtaza et al., 2023)?

The seamless operation and utilisation of ADAS functions and AVs largely depend 
upon drivers’ comprehensive understanding and ability to control these advanced 
systems effectively, which could be obstructed by several barriers. These include the 
lack of standardisation across manufacturers (Murtaza et al., 2022a) and the lack of 
specific training, practising platforms and opportunities (Murtaza et al., 2023). The 
urgency of addressing these concerns is highlighted by the growing consensus among 
the research community about the critical role of appropriate training in availing the 
full potential of AV technology (Zahabi et al., 2020; Zheng et al., 2023).

The automotive industry and academia have invested considerable resources into 
training to ensure trainees have the competencies to perform their tasks safely and 
effectively (Merriman et al., 2023). Existing training programs primarily focus on 
fostering confidence and imparting necessary skills in individuals, enabling them to 
interact with advanced systems with high proficiency and safety (Merriman et al., 
2023a; Nandavar et al., 2023). The range of conventional training methods spans 
from paper-based, video-based instructions to demonstration-based and trial-and-
error techniques.

This variance in training methods is evident across sectors. For instance, mod-
ern current vehicle driver training in the automotive industry relies on user manu-
als, demonstrations at dealerships, videos, information brochures, and trial and error 
(Boelhouwer et al., 2020; Greenwood et al., 2022; Murtaza et al., 2023; Nandavar 
et al., 2023; Zahabi et al., 2020), while forklift driving and situational awareness 
cycling also employ video-based instruction (Lehtonen et al., 2017, 2021). In the 
aviation industry, pilot training employs simulation-based and video-based methods 
(Nasir & Bargstädt, 2017; Ng, 2022; Salas et al., 1998), while the software devel-
opment industry utilises both video and paper-based methods (Lloyd & Robertson, 
2012; Van der Meij & Van Der Meij, 2014). Similarly, video and paper-based training 
is used in the medical field to instruct medical procedures and train staff, including 
physiotherapists (Buch et al., 2014; Ji & Butterworth, 2019). This diversity in training 
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approaches across various industries underscores the importance of tailoring instruc-
tional methods to specific sector requirements and learning objectives, emphasising 
the evolving nature of educational techniques in response to technological advance-
ments and industry-specific needs.

Understanding drivers’ interaction with ADAS functions and AVs is grounded 
in mental models, which represent drivers’ knowledge and comprehension of these 
advanced in-vehicle systems (Gaspar et al., 2020). These mental models can be 
shaped by different formal and/or informal training methods, such as trial-and-error, 
user manuals (Lubkowski et al., 2021), dealership demonstrations (Nandavar et al., 
2023), and video-based training (Zahabi et al., 2020). An accurate mental model 
allows drivers to utilise ADAS effectively and safely, while an inaccurate model can 
lead to misuse, over-reliance, and potentially dangerous situations (Nandavar et al., 
2023). Hence, choosing effective training methods is crucial in developing accurate 
mental models, enhancing drivers’ understanding of ADAS functions, and ensuring 
safer interaction with these systems (Murtaza et al., 2023).

Currently, there is a lack of a formal training platform specifically designed for 
drivers of modern vehicles equipped with ADAS functions. According to (Kay, 
2023), the recent launch of ChatGPT has been a historic breakthrough for the appli-
cation of Artificial Intelligence (AI) within the realm of education. Several studies 
(Abdelghani et al., 2023; Al Kahf et al., 2023; Aleven et al., 2023; Biswas, 2023; 
Colabianchi et al., 2022; Du et al., 2023; Dwivedi et al., 2023; Fauzi et al., 2023; 
Firat, 2023; Nick, 2023; Sallam, 2023; Smutny & Schreiberova, 2020; Susnjak, 2023; 
Yuan, 2023; Zhou et al., 2021) have evidenced the potential of Large Language Mod-
els (LLMs), such as ChatGPT, in enhancing learning outcomes, learner motivation, 
engagement, customised support and output presentation, consistency and scalability 
in training across a wide range of industries including automotive, transportation, 
aviation, maritime, medical, education, information system, and construction. How-
ever, to our knowledge, no comprehensive study discusses how an LLM-augmented 
approach can be employed as an effective training tool for ADAS functions or AVs.

Consequently, this study seeks to investigate this unexplored area by offering a 
systematic framework for using ChatGPT’s LLM as a training tool for drivers to 
use ADAS functions and AVs in the future. By leveraging our LLM-augmented 
approach’s cognitive and dialogic capabilities, we aim to enhance users’ understand-
ing of ADAS, thereby improving their interactions with these systems and ensur-
ing safer and more efficient driving experiences. The efficacy of the ChatGPT-based 
training approach was evaluated in an empirical study and compared with conven-
tional training methods for operating ADAS functions. Participants’ performance, 
as measured by their accuracies and reaction times in interacting with ADAS func-
tions, served as a primary metric for assessing the effectiveness of different training 
methods. By investigating the cognitive underpinnings of learning and understanding 
ADAS functions, this research attempts to reveal how different training methods can 
influence the formation of mental models, thereby impacting the utilisation of ADAS 
functions.

In this study, we utilised ChatGPT’s capabilities to develop an interactive train-
ing program for teaching drivers how to use ADAS functions and AV capabilities. 
ChatGPT was asked to digest the contents of simulated ADAS and AV manuals and 
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convey this information through a conversational, interactive medium that adapts to 
users’ responses. The training content was developed by inputting manual descrip-
tions into ChatGPT. This information was transformed into clear, conversational lan-
guage suitable for learners even with little or no relevant technical backgrounds. 
By doing so, ChatGPT provided personalised guidance, clarified user queries, and 
verified understanding through targeted follow-up questions. This methodology was 
designed to impart knowledge and engage users in a two-way dialogue, fostering a 
deeper understanding of ADAS functionalities and enhancing the learning experi-
ence. To ensure the consistency and accuracy of the information provided, in the 
experiment, ChatGPT was restricted to using only the data from the manuals, avoid-
ing any external knowledge sources. The technical implementation of this approach 
utilised the foundation of instructional design and the science of learning to enhance 
the effectiveness of the ChatGPT-facilitated training.

The findings of this study hold implications for both the automotive industry and 
educators, suggesting practical strategies for ADAS training that can be incorporated 
into driver education programs, dealership demonstrations, and user manuals. As the 
automotive landscape shifts towards increased automation, it becomes imperative to 
re-evaluate our training methodologies. This study offers a novel perspective by inte-
grating LLMs into the training process, providing a promising avenue for enhancing 
drivers’ comprehension of ADAS functions and ensuring safer road experiences in 
an era of automation.

The remainder of this paper is organised as follows: Sect. 2 presents the meth-
odology, experimental setup, and driving environment. Section  3 describes the 
recruitment process and the composition of the participants. In the same section, we 
also discussed the framework for effectively using the ChatGPT prompt for train-
ing purposes. Section 4 compares the two different training methods, conventional 
vs. ChatGPT, by analysing their corresponding participants’ accuracy and response 
times when interacting with ADAS functions. Section 5 compares various training 
methods and the significance of ChatGPT-based training and its applications in other 
industries. Based on the findings and analyses, recommendations for stakeholders 
and concluding remarks are provided in Sect. 6.

Methodology

Experiment Setup

The experiment was conducted using a York driving simulator, interfaced with a Log-
itech G27 racing wheel system comprising pedals and a shifter module. An array of 
ADAS functions (detailed in Table 1) were assigned to specific buttons on the steer-
ing wheel and the shifter module to mimic an authentic driving environment.

The experimental methodology encompassed manoeuvres of an AV in a three-
dimensional virtual setting. This vehicle was either autonomous or controlled by the 
participant, with ADAS functions in either an activated or deactivated state. The sim-
ulated AV was equipped with an automatic transmission feature, enabling the panel 
on the shifter module to be dedicated entirely to the activation and deactivation of 
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ADAS functions. Consequently, the shifter lever was disabled for the duration of the 
experiment.

To enhance the ecological validity of the experiment, thorough attention to detail 
was exerted in the design process to emulate a highly authentic and immersive driv-
ing experience. This setup is visually represented in Figs. 1 and 2. Figure 1 identifies 
components “a” to “c” as the steering wheel, pedals, and driving seat, respectively. 
Figure 2 displays components “d” to “h”, signifying distinct aspects of the setup and 
their corresponding ADAS functions.

In Fig. 2, component “d” illustrates the location of the Lane Keeping Assist (LKA) 
button on the shifter module. Component “e” shows the positioning of the Autopilot-
On (AP-On) function on the steering wheel. The Adaptive Cruise Control (ACC) 
function, represented by component “f”, is positioned on the shifter module. Compo-
nent “g” indicates the location of the Autopilot-Off (AP-Off) function on the steering 
wheel, and component “h” highlights the Collision Avoidance (CA) function, also 
located on the steering wheel. This exhaustive labelling and description provide a 
comprehensive overview of the experimental setup, contributing to the experiment’s 
reproducibility.

Driving Scenario and Environment

The driving simulator’s interface is shown in Fig. 4, where the red box stands for the 
front of the vehicle, i.e., the bonnet. The dashboard, which includes a speedometer 

Fig. 1  Experiment setup [a: 
steering wheel, b: pedals, c: 
driving seat]
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and indicators for the ADAS functions, is displayed underneath that. These indicators 
light up in green to show when the functions are ON, as illustrated in Fig. 4, indicat-
ing, for example, that the LKA function is active. The 3D simulated environment 
incorporates several key features that one can find on a real road, such as different 
traffic densities, streetlights, road signs, pedestrians, speed zones, buildings, and veg-
etation. These features help participants better understand their environment within 
the simulation (Kolekar et al., 2020).

Fig. 3  An overview of the simulated driving scenario [red and blue arrows indicate the low-speed and 
high-speed zones, respectively]

 

Fig. 2  ADAS functions’ loca-
tions [d: LKA, e: AP-On, f: 
ACC, g: AP-Off, h: CA]
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Figure 3 shows a bird’s-eye view of the driving route, with a red circle showing 
where the vehicle starts. The route’s low-speed (50 km/h) and high-speed (100 km/h) 
zones are indicated with red and blue arrows, respectively. These zones mimic city 
and highway driving changes, providing participants with different driving expe-
riences. During each test, participants were told to start from the low-speed zone, 
cross an intersection, enter the high-speed zone, cross the intersection again, and then 
return to the low-speed zone. Several triggers (T1 to T5) along the route start differ-
ent events as the vehicle passes, as shown in Fig. 3. Table 1 shows the instructions 
linked to these triggers. When the vehicle passes a trigger, an audio instruction from 
Table 1 is played, asking the participant to act accordingly. Out of the five actions, 
only the ACC requires two buttons to be pressed sequentially, and the others can be 
activated with one button. In this work, we analyse data on the steering angle, the 
utilisation of acceleration and braking, the times when events were triggered, and 
drivers’ response time to these events. We measured how accurately (as a percentage) 
participants used the correct ADAS functions and how long they took to respond (in 
seconds).

Table 1  Instruction for each trigger
Trigger no Instruction
T1 Turn on the auto-pilot function
T2 Turn off the auto-pilot function
T3 Turn on the lane-keeping assist function
T4 Turn on the collision avoidance function
T5 Turn on the adaptive cruise control function

Fig. 4  A snapshot of the simulator interface [i: Rear mirror view, j: front of the simulated AV, k: Shows 
LKA function is ON, l: right side mirror, m: speedometer, n: left side mirror view, o: AV current 
parameters]

 

1 3



International Journal of Artificial Intelligence in Education

Recruitment of Participants

The sample comprised various ages and genders to maintain heterogeneity. The par-
ticipant recruitment was conducted via a hybrid approach, utilising both digital and 
conventional methods. In this study, we recruited a diverse sample of participants, 
including RMIT University students, staff, and members of the general public inter-
ested in AV research. To recruit participants, we leveraged the university’s online 
platform, including webpages, emails, and online forms. This effort was comple-
mented by paper-based advertisements, i.e., posters and leaflets, distributed through-
out RMIT University’s Bundoora campus.

Data collection was extended over six months to ensure a sufficiently large and 
representative dataset for subsequent analyses. Our final sample group consisted 
of 86 adult participants aged 20 to above 40 years old, as detailed in Table 2. All 
participants had driving experience ranging from novice (one to three years), inter-
mediate (four to six years), to experienced (over six years), as outlined in Table 3. 
This division of driving experience categorisation is consistent with established road 
safety and insurance benchmarks for defining driver expertise (Commonwealth of 
Massachusetts, 2023; Robbins & Chapman, 2019). Additionally, participants were 
categorised based on their frequency of ADAS function usage, and this information 
is presented in Table 4. In this study, we only collected the above information in 
ranges instead of their absolute values due to privacy concerns, which were essential 
for our ethics approval application. In the experiment, participants were divided into 

Table 2  Participants division w.r.t age group
Training type Number of 

participants
Age group(20–
30 years)

Age 
group(30–40 
years)

Age group
(Above 40 
years)

Conventional learning group 46 20 14 12
ChatGPT-based learning group 40 18 12 10

Table 3  Participants division w.r.t driving experience
Training type Number of 

participants
Driving 
experience
Novice driver 
(1–3 years)

Driving experience
Intermediate driver 
(4–6 years)

Driving experience
(Experienced 
driver (above 6 
years)

Conventional learning 
group

46 14 13 19

ChatGPT-based learning 
group

40 13 11 16

Table 4  Participant’s division w.r.t ADAS functions frequency of use
Training type Number of 

participants
Novice/Occa-
sional user

Intermittent 
user

Reg-
ular 
user

Conventional learning group 46 15 17 14
ChatGPT-based learning group 40 13 15 12
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two distinct learning groups. They were randomly allocated to each group to enhance 
the validity of the comparison between training methods. Group 1, the conventional 
learning group, consisted of 46 participants trained through video presentations and 
user manuals. Group 2 comprised 40 participants who received training through a 
ChatGPT-based learning platform. Both groups had an almost balanced gender dis-
tribution, with the first group having 26 males and 20 females and the second group 
comprising 23 males and 17 females. A prerequisite for all participants was to hold a 
valid driving license.

To prevent potential bias, we carefully chose student participants from a wide 
array of academic disciplines, thereby ensuring a diverse representation of educa-
tional backgrounds. Additionally, we extended invitations to the general public, 
attracting participants from various backgrounds and enhancing our dataset’s diver-
sity. Before initiating the experiment, all participants were comprehensively briefed 
about the study’s objectives and procedures. Informed consent was obtained from all 
participants, ensuring their voluntary and informed participation.

Given the categorical nature of our data, we conducted Pearson’s Chi-Square tests 
for our analysis. This test is suitable for comparing frequencies across categorical 
variables (Field, 2013). The Mann-Whitney U test was not considered appropriate 
because it is intended for continuous or ordinal data with individual scores, which 
does not match our dataset’s characteristics (Field, 2013; MacFarland et al., 2016).

We conducted statistical analyses to assess the comparability of participant char-
acteristics between the two learning groups. The results of Pearson Chi-Square tests 
revealed no statistically significant association between the training group type and 
gender (p = 0.927), age distribution (p = 0.989), driving experience levels (p = 0.979), 
and ADAS use frequency (p = 0.998). All p-values were above the standard signif-
icance threshold of p < 0.05. These findings indicate that the observed differences 
between the conventional learning group and the ChatGPT-based learning group 
were not statistically significant, suggesting a balanced distribution of participants 
across key demographic and experiential variables. This equivalence between 
groups supports the validity of comparisons made in subsequent analyses of training 
effectiveness.

The experimental protocol was subjected to a thorough review process and was 
approved by the RMIT University Human Research Ethics Committee (Approval 
Number: EC 25,022). This ensured adherence to the ethical standards and guidelines 
incumbent on academic research.

Participant’s Registration and Briefing Session

Upon arrival at the experiment site, all participants were guided through a stan-
dardised registration process. They were provided with a comprehensive explanation 
of the experiment’s setup, objectives, and potential implications. Each participant was 
presented with a “Participant Information and Consent Form,” which had received 
prior approval from the RMIT University Human Research Ethics Committee. After 
going through the details mentioned in the form, participants gave informed consent 
to participate in the study by signing the form.
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Subsequently, all participants were introduced to the project through a concise 
video. This video aimed to set the context for the experiment rather than serving as 
part of the training process.

Group 1 Training: Conventional Method

Following the introductory video, group 1 participants proceeded with their training 
session. This session commenced with an informative video lasting approximately 
ten minutes, which demonstrated the project’s objectives, hardware setup, virtual 
driving environment, route, and, notably, three of the five ADAS functions.

The video’s decision to focus on only three ADAS functions was informed by the 
need to simulate the experience of purchasing a new vehicle, where car dealers typi-
cally showcase a limited number of key functions due to time constraints and legal 
limitations (Murtaza et al., 2022b). Meticulous design underscored this methodology 
to ensure an accurate explanation of the experiment setup and a professional demon-
stration of the ADAS functions. To maintain consistency across the study and ensure 
that all participants receive the same level of information, video recordings were 
utilised as the medium for training and demonstration. This approach aligns with the 
findings of (Ebnali et al., 2019; Zahabi et al., 2020), who suggest video-based train-
ing as one of the highly effective methods.

After the video, participants were presented with a comprehensive user manual 
in printed form that was structured to emulate the look and feel of an actual vehicle 
owner’s manual while being tailored for the experimental setup. The length of this 
user manual was around 1100 words. This manual consisted of three sections. The 
first section overviews the driving simulator’s interface, layout, and operations. The 
second section offered detailed descriptions of all five ADAS functions’ functionality 
and activation/deactivation processes, extending beyond the three discussed in the 
video. The final section outlined the boundaries and limitations of each ADAS func-
tion. Participants were given 15 min to read and understand the manual, emphasis-
ing the remaining two ADAS functions not covered in the video. Time allocation to 
read the user manual is consistent with that mentioned in (Merriman, Revell et al., 
2023). The 15-minute time allocation for reading the manual was carefully chosen 
to maintain uniform experimental conditions across the conventional and ChatGPT 
groups, accounting for consistency and logistical constraints within the study design. 
By standardising the duration, we aimed to minimise variability in exposure to the 
instructional material, thus providing a fair baseline for comparing training effec-
tiveness across demographically diverse participants. This approach ensures that any 
observed differences in the outcomes can be more confidently attributed to the train-
ing methods rather than differences in the time spent with the manual. According to 
(Brysbaert, 2019), a non-native English speaker reads an average of 139 words per 
minute; hence, our manual was designed to be comfortably read in around 8 min, 
providing ample time for participants to review sections as needed, mainly the two 
ADAS functions not covered in the instructional video. After training, all participants 
were invited to drive the AV in a simulated environment.
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Group 2 Training: ChatGPT-Based Interactive User Manual

Group 2 participants underwent a distinctive training approach. Instead of the con-
ventional method, they were introduced to a ChatGPT-based interactive user manual, 
with training conducted directly on a simulator screen. While the text content of 
the user manual remained the same for both groups, the delivery method differed 
significantly. This innovative approach, utilising the ChatGPT-based manual, aimed 
to create a more engaging and efficient learning environment within a 15-minute 
training session.

The ChatGPT prompt has been specifically modified to instruct participants on 
using numerous ADAS functions of the simulated AV, a process comprehensively 
discussed in Sect. 3.3.1. It is imperative to note that there is no imposed limit on the 
number or length of questions that participants can put forward to ChatGPT. This 
open-ended approach is intended to provide users with a more expansive and flex-
ible learning environment. Participants are thus given the liberty to ask any number 
of questions, regardless of their complexity or scope, within 15 min. The rationale 
behind this procedure is to ensure that participants have ample opportunity to explore 
and understand the AV’s operations deeply and comprehensively within a reasonable 
time frame.

According to (Dwivedi et al., 2023), it has been noted that instructions delivered 
via ChatGPT can occasionally be vague or unrelated to the context if not properly 
structured. This observation aligns with the findings of (Chandra et al., 2022), who 
asserted that poorly constructed queries or instructions may elicit incorrect or irrel-
evant responses from the LLMs. Consequently, to ensure that ChatGPT provides 
accurate instructions tailored to a specific scenario, it becomes imperative to furnish 
the system with ample context and detailed information.

In this study, we proposed a comprehensive set of guidelines to optimise com-
munication with ChatGPT. These guidelines describe the most effective strategies 
for structuring queries and instructions to obtain the expected and most beneficial 
responses from the LLM-augmented approach. By adhering to these guidelines, users 
can maximise the potential of ChatGPT and facilitate more accurate and contextu-
ally relevant outputs, thereby enhancing the overall effectiveness of the interactive 
training sessions. It is important to highlight that participants were not required to 
create prompts to interact with ChatGPT. This aspect was managed by providing pre-
designed prompts designed by the Author, as detailed in Sect. 3.3.1 of our manuscript.

Framework for Preparing a ChatGPT Prompt for Training

The development and application of instructional content through ChatGPT requires 
a detailed understanding of the context and background information relevant to 
the training scenario. This paper introduces a comprehensive framework aimed at 
optimising the creation and delivery of ChatGPT prompts for a variety of training 
domains. Although our primary focus is on ADAS and AV driver training, our frame-
work’s principles are broadly applicable, extending to diverse industries beyond AV 
training. The framework is structured around a set of guiding principles that enhance 
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the instructional effectiveness of ChatGPT, ensuring that the content is both relevant 
and accessible to learners from different backgrounds.

Our framework’s approach is designed with a dual focus, incorporating general 
LLM prompting principles, which apply universally across multiple contexts, and 
application-specific (pedagogical) principles tailored to particular training scenarios 
such as those involving ADAS and AV. The general principles aim to guide the cre-
ation of effective, clear, focused, and contextually appropriate prompts. The applica-
tion-specific principles enable the customisation of instructional content to meet the 
unique needs of learners. This dual approach ensures that ChatGPT delivers informa-
tive, engaging, personalised, and directly relevant training to the specific learning 
objectives.

In applying these principles to AV driver training, we equipped ChatGPT with 
a detailed user manual for an AV, instructing it to use this information to conduct 
an interactive, conversation-based training session. This method focuses on per-
sonalised learning experiences and ensures that instruction is based solely on the 
provided materials, thereby avoiding external information that could lead to incon-
sistencies or inaccuracies. The framework offers a versatile methodology for devel-
oping instructional content for ChatGPT by articulating a clear distinction between 
general and application-specific principles. This approach facilitates the creation of 
training programs that are effective, engaging, and tailored to the diverse needs and 
backgrounds of learners. To optimise the instructional effectiveness of ChatGPT in 
training scenarios, such as ADAS and AV driver training, we introduce a framework 
distinguishing between general LLM prompting principles and application-specific 
(pedagogical) principles. This distinction clarifies the underlying rationale of each 
principle and its relevance to specific applications, including ADAS and AV training. 
To study the practical application and effectiveness of our framework, we present a 
detailed demonstration of its implementation in training drivers for AV. This illus-
trates the adaptability and precision of our guiding principles and also showcases 
the tangible benefits of our approach. This practical demonstration serves as a robust 
proof of concept, reinforcing the applicability of our framework across various train-
ing domains and specifically highlighting its efficacy in preparing drivers for the 
complexities of navigating AV.

General LLM Prompting Principles

These foundational principles are applicable across a wide range of applications and 
are crucial for creating effective ChatGPT prompts:

i.	 Goal and scene setting: Begin the conversation with ChatGPT by clearly defin-
ing the goals, approaches, and conditions. The rationale behind setting the scene 
and defining goals is to provide a clear context that guides the LLM to respond 
appropriately to the user’s needs within the specified scenario. When the LLM 
is aware of the scene, it can customise its language, tone, and content to match 
the specific requirements of the task, ensuring that the training is relevant and 
effective. A well-defined prompt significantly reduces the likelihood of misun-
derstandings, which are critical to avoid when the LLM is the primary source of 
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instruction. The design rational is consistent with (Chandra et al., 2022; Dwivedi 
et al., 2023).

Below is a practical example that demonstrates how to apply our framework’s prin-
ciples, explicitly focusing on the initial goal and scene setting with ChatGPT.

Hello ChatGPT, in my next message, I will provide you with the contents of a 
user manual for an autonomous vehicle (AV). This manual provides informa-
tion on how to operate an AV in a simulated environment. Instead of asking the 
participants to read the manual by themselves, you will digest the contents and 
then use an interactive, conversation-based approach to teach the participants 
how to drive the AV and operate various ADAS functions [Approaches]
Your goal is to ensure that participants feel confident and capable of using the 
ADAS functions and operating the AV safely and efficiently after they have 
received this training from you [Goals]
Please ensure that the guide and instructions that you provide to the participants 
are solely based on the information provided within the given manual and do 
not draw from general knowledge or external resources [Conditions]

Following this, the contents of the user manual were pasted to ChatGPT via the 
prompt.

In this study, we provided ChatGPT with all the contents in the user manual, which 
include clear definitions of the operation procedures and limitations of each ADAS 
function. We instructed ChatGPT not to pull information from external resources 
to maintain clarity and consistency. This approach ensures all participants receive 
the same level of detail about each function, avoiding the situation where ChatGPT 
might generate false information, thus reducing potential confusion.

ii.	 Providing structured instruction to ChatGPT: Consistency is crucial in help-
ing ChatGPT understand and respond appropriately. This could apply to various 
scenarios, like instructing different operations in a factory or explaining other 
administrative procedures in an office setting. Framing information consistently 
can significantly improve the clarity of the response and facilitate the learning 
process. To ensure this, we have established a standard structure for present-
ing instructions to ChatGPT. For every ADAS function, we begin with its func-
tion name, then provide a brief description, specify its physical location on the 
experiment setup, verbally describe its symbol, and finally, with its activation 
and deactivation procedures. This consistent approach facilitates more effective 
prompt responses. Since our user manual has already been written in a systemic 
structure, no special instructions are needed in our experiment.

iii.	 Reiterate objectives and conditions to ChatGPT regularly: It is vital to 
remind ChatGPT regularly each time a session is initiated or resumed to adhere 
strictly to the instructions provided in the manual or training materials. It could 
be critical because of the conversational memory and the maximum token limi-
tations in LLM-based tools. This practice could make ChatGPT less likely to 
divert or start utilising information from external or generic sources and thus 
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ensure context retention and adherence to specified guidelines throughout the 
interaction. Regular reinforcement of these guidelines helps maintain the focus 
and accuracy of the ChatGPT responses. Such reiteration can compensate for 
the absence of a sustained conversational memory (Open, 2023) in AI systems 
such as ChatGPT, facilitating more accurate and contextually relevant responses. 
However, our study did not encounter this issue, as each participant received 
training through separate prompts. Furthermore, the user manual was concise 
and short (approximately 1100 words); therefore, we did not reach ChatGPT’s 
maximum token capacity.

Tokenisation and chunking, specifically in the context of Open-AI’s GPT-3 and GPT-
4, refers to breaking down the input and output into smaller pieces known as tokens. 
A token could be as small as one character or a word (for example, the letter ‘a’ could 
be a token, and the word ‘apple’ could also be a token). When there’s a long dialogue 
with many back-and-forth conversations, ChatGPT can hit its maximum token limit 
(e.g., GPT maximum is 4097 tokens) (Raf, 2023). When this limit is reached, some 
of the earlier parts of the conversation may be cut off, resulting in the model losing 
the context or instructions provided at the beginning. To address this issue, important 
instructions should be reiterated regularly to ensure the model continues following 
them. This is especially crucial when the instructions involve adhering strictly to a 
particular set of guidelines or utilising specific terms. For instance, in this study, they 
are the names and symbols of the ADAS functions.

Application-Specific (Pedagogical) Principles

iv.	 Personalised responses: Customise your instructions and questions to match 
your task’s specific requirements and your audience’s characteristics. Person-
alised responses ensure that the instruction is comprehensible to participants 
from diverse backgrounds, thereby enhancing their understanding and applica-
tion of the information provided. For instance, considering our participants are 
from diverse backgrounds, we guided ChatGPT to keep its instructions simple 
and clear. This makes it easier for participants to understand and follow. How-
ever, if the participating groups have relevant professional knowledge, using 
well-known technical terminologies and jargon can ease understanding and make 
the conversation more engaging. Highlighting or bolding key points may help 
draw participants’ attention to crucial information. For example, in our experi-
ment, we instructed ChatGPT: “Your audience is the general public; please use 
simple words and highlight keywords in your response to participants’ inquiries.”

v.	 Proactive knowledge checking on learners: One can train ChatGPT to respond 
to a query with the corresponding answer plus a relevant follow-up question to 
check a learner’s understanding. Using follow-up questions is one of the best 
methods to reinforce learning through retrieval practice (Agarwal & Bain, 2019). 
This can be achieved by instructing ChatGPT to pose a follow-up question to the 
participant after its response. For instance, in this study, we instructed ChatGPT 
that if a participant asks how to activate any ADAS function, it should display the 
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steps and then ask a follow-up question. The following instruction was given to 
ChatGPT: “After you respond to the participant’s question, please ask a follow-
up question similar to the one which is mentioned below”. “Do you understand 
how to use this function, or would you like me to explain it to you again”?

vi.	 Phrasing output format: One can instruct ChatGPT to present its responses 
in various formats, such as bullet points, paragraphs, or tables. Utilising bullet 
points is particularly effective for presenting sequential instructions in a clear 
and easy-to-follow manner. For instance, in this study, we guided ChatGPT to 
rephrase its output by instructing it to; “Please use bullet points to list the steps 
for activating or deactivating any function”.

Assessment of ChatGPT’s Response Accuracy and Sample Interactions

In our experimental setup, we designed a unique user manual, approximately 1,100 
words in length, detailing the location and function of each ADAS feature. Three 
functions were located on the steering wheel and two on the shifter module. This 
specificity ensured that ChatGPT relied solely on the information provided, which 
helped maintain the accuracy of its responses. Throughout the experiment, we did not 
observe any false responses generated by ChatGPT.

However, ChatGPT does have limitations, especially after pauses in interaction 
or when initiating a new session due to the sustained conversational memory issue 
in ChatGPT (Open, 2023), as well as when reaching the maximum token limit (Raf, 
2023), which may result in irrelevant or incorrect information. These limitations are 
further compounded when requesting real-time or very recent information (Du et al., 
2023). We did not observe any false or incorrect responses generated by ChatGPT 
during our experiment, confirming its accuracy within our specific parameters. The 
study’s limitation lies in the brief nature of our user manual (which was around 1100 
words in length), which does not adequately represent the complexities of process-
ing larger documents. Such complexities could challenge ChatGPT’s token capacity, 
potentially increasing the risk of generating inaccurate or invented information.

Furthermore, for more robust analysis, it would be ideal to implement systematic 
procedures to identify false, biased, or incomplete information automatically. For 
future work, it is also important to investigate how LLMs manage more lengthy doc-
uments and whether this affects the tendency to invent information. Future research 
should also be conducted to validate ChatGPT’s performance in terms of accuracy 
and reliability. This aspect has also been highlighted by (Thirunavukarasu et al., 
2023) as a key area for future research.

Participants learned about all the ADAS and AV functions available in the sim-
ulated AV through interactions with ChatGPT. To provide a comprehensive over-
view of ChatGPT’s performance, we present five examples of questions asked by 
the learners, distributed across three types of inquiries. These include two questions 
relating to functions available in our AV simulator, two queries about non-existing 
functions, and one more complex, conditional inquiry illustrated through a specific 
scenario-based question. The rationale was to assess whether ChatGPT can provide 
valid answers across various scenarios without inventing information. In all cases, 
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the responses from ChatGPT were accurate, demonstrating the model’s capability to 
handle direct inquiries (the functions available in simulated AV as shown in Figs. 5 
and 6) and hypothetical scenarios (functions not available in AV as demonstrated in 
Figs. 7 and 8), and complex, conditional inquiries (as illustrated in the new Fig. 9) 
effectively.

Additionally, we observed that, on average, participants asked seven questions 
while interacting with ChatGPT. The responses from ChatGPT, averaging approxi-
mately 124 words per question, were concise yet comprehensive, making it easier for 

Fig. 7  Screenshot of a learner-1 
inquiring about a non-existing 
function in the simulator

 

Fig. 6  Screenshot of a learner-2 
inquiring about an existing 
function in the simulator

 

Fig. 5  Screenshot of a learner-1 
inquiring about an existing 
function in the simulator
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participants to understand and engage with the content. Furthermore, we analysed 
the total length of participant’s communication with ChatGPT, including the pro-
vided AV user manual, instructions and questions asked by the participants, which 
amounted to approximately 2520 words. This quantitative analysis is instrumental in 
highlighting the level of engagement, depth of user interactions and the efficacy of 
ChatGPT’s responses.

Preparing the Learners

The effectiveness of using ChatGPT as a teaching aid in education and training 
depends on educators or trainers providing clear guidance to their learners on how 
to interact with and learn from the system. In this work, our training approach is 
based on a well-structured preparation process, which was delivered through a short 

Fig. 9  Screenshot of a learner 
inquiring about a complex, con-
ditional inquiry of an existing 
function in the simulator

 

Fig. 8  Screenshot of a learner-2 
inquiring about a non-existing 
function in the simulator
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introduction video to ensure consistency in the instruction mode. The following steps 
outline our methodology for preparing the video:

Defining Learning Objectives  In the beginning section, we set clear learning goals, 
emphasising the participants’ comprehension of ADAS functions. This step provides 
a clear target for the training and ensures learners know what they are expected to 
learn.

Introducing ADAS Context and Vocabulary  The next section in the instructional 
video presents the experimental context and introduces key ADAS features within 
a simulated AV environment to engage the participants. Simultaneously, it provides 
essential ADAS-related technical terms such as Autopilot, ACC, LKA, and CA, 
equipping learners with the language needed for accurate discussions with ChatGPT. 
This ensures that the discussions are technically relevant.

An Interaction Kickstarting Example  The final section of the video guides learners on 
initiating interaction with ChatGPT. It suggests starting the conversation with spe-
cific queries like, “I am a new user, please tell me what functions are available in the 
AV”? to ensure that learners engage in informed discussions about the functions and 
their operational processes.

Results and Analysis

In our study, we aimed to investigate the significance and impact of different training 
approaches for end-users of ADAS and autonomous driving functionalities within 
an AV. Participants interacted with the AV system within a simulated environment, 
using either an innovative training method facilitated by ChatGPT or a conventional 
method comprising video demonstrations and user manual instructions. A critical ele-
ment of ChatGPT-based training was developing a set of principles designed to opti-
mise the effectiveness of ChatGPT in generating prompts and yielding better learning 
outcomes. Performance metrics included participants’ accuracies, represented by 
the percentage of correct actions executed, and response latencies, calculated as the 
time difference between when the audio instruction was issued and when the correct 
ADAS function was activated or deactivated.

Accuracy Analysis

The results of this study are derived from the comparative analysis of two groups: a 
conventional learning group of 46 participants and a ChatGPT group of 40 partici-
pants, a total of 86 participants. Participants were trained on five ADAS functions: 
AP-On, AP-Off, LKA, CA, and ACC, using their respective training methods.

According to the data presented in Table 5, those trained with ChatGPT demon-
strated a comprehensive understanding of all five functions, achieving accuracies 
ranging from 80 to 100%. It was observed that both ChatGPT and video-based learn-
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ers reached 100% accuracy in identifying and using the AP-On and AP-Off functions, 
irrespective of training methods and their driving experience levels. The prominent 
placement of these AP functions at the top of the steering wheel likely contributed to 
the uniform high accuracy rates.

The physical placement of each ADAS function is also an important factor in 
understanding the study’s outcomes. LKA and ACC functions were situated on the 
shifter module, whereas the CA system’s control was accessible on the side of the 
steering wheel. Compared to the AP-On and AP-Off functions at the top of the steer-
ing wheel, the less intuitive placement of the LKA, CA, and ACC functions likely 
contributed to the varied accuracy rates across these functions. The ChatGPT group 
outperformed the video-based group for the LKA function by achieving a 92% accu-
racy rate compared to the latter’s 71%. It is worth noting that the video-based group 
did not have data for CA and ACC, mimicking a real-world scenario where not all 
ADAS functions are demonstrated by the sales agent. The ChatGPT group demon-
strated a 95% accuracy rate for the CA function, compared to the 73% observed in 
the user manual group. Likewise, ACC function accuracy was 80% for ChatGPT 
learners, compared to 58% for those who used the user manual.

To thoroughly evaluate the effectiveness of the training methods, a statistical anal-
ysis was conducted using the Pearson Chi-square method. This analysis revealed 
significant differences in learning outcomes between the groups for several ADAS 
functions. Specifically, the p-values obtained are 0.014 for the LKA function, 0.008 
for the ACC function, and 0.034 for the CA function. Given that these p-values are 
below the threshold of 0.05, it can be concluded that the observed differences in 
learning outcomes are statistically significant. This evidence supports the superior 
effectiveness of the ChatGPT-based training approach, particularly for ADAS func-
tions where operational complexity and non-intuitive physical placement may hin-
der learning. The slightly lower accuracy for the ACC function across both learning 
methods could be due to its more complex operation, requiring sequential button 
presses to engage and set speed, emulating manufacturers’ real-time vehicle control 
systems (Mercedes-Benz, 2021; Toyota Motor Corporation, 2022).

Analysis Based on the Driving Experience

Driver experience is categorised as either a novice driver (one to three years), an 
intermediate driver (four to six years), or an experienced driver (over six years). This 
is consistent with (Commonwealth of Massachusetts, 2023; Robbins & Chapman, 
2019). Our study investigated the relationship between driving experience and the 

Table 5  Participants’ average accuracies after being trained using different methods
Group-division w.r.t train-
ing method

No. of par-
ticipants in 
each group

AP-on 
response 
accuracy 
in %

AP-off 
response 
accuracy 
in %

LKA 
response 
accuracy 
in %

CA 
response 
accuracy 
in %

ACC 
response 
accuracy 
in %

ChatGPT-based learning 
Group

40 100 100 92 95 80

Conventional learning 
group

46 100 100 71 73 58
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proficiency with which participants engaged with ADAS. This is outlined in Tables 6 
and 7 for the conventional and ChatGPT learning groups, respectively. Our findings 
concur with (Murtaza et al., 2023) that increased driving experience corresponds to 
improved performance in activating ADAS functions.

It is clear from Table 6 that novice drivers in the conventional group had lower 
accuracy rates (57% for LKA and CA and 43% for ACC), reflecting a learning curve 
associated with these functions. As experience increased, so did proficiency: interme-
diate drivers (four to six years) showed improved accuracy (70% for LKA and CA, 
and 54% for ACC), and experienced drivers (over six years) reached higher accuracy 
levels (84% for LKA, 89% for CA, and 74% for ACC).

For the ChatGPT group (Table  7), novice drivers started with higher accuracy 
rates of 84% for LKA and CA and 77% for ACC. This trend of improvement was 
more noticeable as drivers gained experience, with intermediate drivers reaching 
90% in LKA and 100% in CA and experienced drivers achieving a perfect 100% 
accuracy in both LKA and CA, with ACC at 88%. The ACC function showed slightly 
lower accuracy in both learning methods. This may be because it is more complex to 
use, requiring sequential button presses to activate and set the speed, which mirrors 
the vehicle control system of the actual vehicle (Mercedes-Benz, 2021; Toyota Motor 
Corporation, 2022).

The observed differences in performance between the conventional and ChatGPT 
groups indicate that the method of instruction may influence how drivers learn and 
apply ADAS and AV functions. The ChatGPT group’s results suggest that this edu-
cational methodology may offer a more effective foundation for understanding these 
complex systems, particularly for novice drivers. These insights support the integra-
tion of advanced instructional tools, such as ChatGPT, into driver training programs. 
This integration aims to enhance the utilisation of ADAS and potentially improve 
road safety for drivers at all experience levels.

Table 6  Conventional group participant’s response accuracy w.r.t their driving experience
Driving experience AP-on 

response 
accuracy in %

AP-off 
response 
accuracy 
in %

LKA 
response 
accuracy 
in %

CA 
response 
accuracy 
in %

ACC 
response 
accuracy 
in %

Novice driver (1–3 years) 100 100 57 57 43
Intermediate driver (4–6 years) 100 100 70 70 54
Experienced driver (above 6 
years)

100 100 84 89 74

Table 7  ChatGPT group participant’s response accuracy w.r.t their driving experience
Driving experience AP-On 

response 
accuracy in %

AP-Off 
response 
accuracy 
in %

LKA 
response 
accuracy 
in %

CA 
response 
accuracy 
in %

ACC 
response 
accuracy 
in %

Novice driver (1–3 years) 100 100 84 84 77
Intermediate driver (4–6 years) 100 100 90 100 82
Experienced driver (above 6 
years)

100 100 100 100 88
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Analysis Based on the Frequency of use of the ADAS Function

In a comprehensive analysis of driver engagement with ADAS functions, we observed 
a consistent positive relationship between the real-life frequency of ADAS utilisation 
and the accuracy of participant responses. Analysing the conventional training group 
more closely, individuals who had never/occasionally used ADAS functions (in their 
real-life) demonstrated initial competencies at 53% for LKA, 60% for CA, and 46% 
for ACC. Intermittent users of ADAS in their daily driving have experienced notice-
able improvements. The accuracy rates for LKA and CA have increased to 76%, 
while the accuracy for ACC has risen to 58%. Regular ADAS users within this group 
improved further, achieving 85% precision in LKA and CA and 71% in ACC, as 
demonstrated in Table 8.

Participants in the ChatGPT educational group who never/occasionally used 
ADAS functions demonstrated high accuracy rates, 76% for LKA, 84% for CA, and 
69% for ACC. The intermittent users showed swift learning, with perfect scores of 
100% for LKA and CA and an impressive 86% for ACC. Regular users in this group 
upheld these high precision levels, consistently scoring 100% for LKA and CA and 
improving to 91% for ACC, as demonstrated in Table 9.

Our findings concur with the research of (Murtaza et al., 2023), supporting the 
concept that consistent real-world utilisation of ADAS is associated with enhanced 
driver performance. The comparison between conventional training and the ChatGPT-
based approach highlights the potential influence of teaching methods on understand-
ing and implementing ADAS features. Participants who were trained using ChatGPT 
demonstrated enhanced proficiency, suggesting that this method might provide ben-
efits for learning complex automotive technologies. This is especially evident among 
new and occasional users, where the ChatGPT group’s performance was relatively 
higher than the conventional group, suggesting ChatGPT offers a potentially more 
intuitive learning experience. These results support the integration of educational 
tools like ChatGPT into driver training curriculums, with the potential to increase the 

Table 8  Conventional group participant’s response accuracy w.r.t their ADAS frequency of use
Groups- division w.r.t ADAS 
function frequency of use

AP-on 
response ac-
curacy in %

AP-off 
response ac-
curacy in %

LKA 
response ac-
curacy in %

CA response 
accuracy 
in %

ACC 
response 
accuracy 
in %

Never/Occasionally used 100 100 53 60 46
Intermittent user 100 100 76 76 58
Regular user 100 100 85 85 71

Table 9  CHATGPT group participant’s response accuracy w.r.t their ADAS frequency of use
Groups- division w.r.t ADAS 
function frequency of use

AP-on 
response ac-
curacy in %

AP-off 
response ac-
curacy in %

LKA 
response ac-
curacy in %

CA response 
accuracy 
in %

ACC 
response 
accuracy 
in %

Never/Occasionally used 100 100 76 84 69
Intermittent user 100 100 100 100 86
Regular user 100 100 100 100 91
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effectiveness of ADAS usage and improve road safety for drivers of different experi-
ence levels.

Analysis Based on the Participants’ Familiarity with ChatGPT

Table  10 demonstrates a positive correlation between the frequency of ChatGPT 
usage and the improvement in ADAS function response accuracy. Those who use 
ChatGPT regularly achieved 100% accuracy in performing most functions, with a 
92% performance in ACC. This suggests that consistent interaction with LLM-based 
tools can enhance one’s ability to learn effectively.

Intermittent engagement with ChatGPT demonstrated improved performance out-
comes. This is evidenced by a 100% accuracy rate in AP-On and AP-Off responses 
and a high degree of proficiency of 95% in LKA and CA functionalities. These find-
ings suggest that periodic interactions with LLM-based platforms can substantially 
augment learning processes.

Individuals with minimal or no previous interaction with ChatGPT showed com-
paratively lower yet acceptable proficiency in activating ADAS functions. Spe-
cifically, in LKA and ACC functionalities, they achieved 75% and 63% accuracy, 
respectively, which, although satisfactory, are less than those observed in individuals 
who engaged with ChatGPT intermittently or regularly, as demonstrated in Table 10. 
These functions, located on the shifter module and not as intuitively accessible as 
those on the steering wheel, presented a steeper learning curve for these users. The 
challenge mentioned by participants, which we collected through feedback discussed 
in Sect. 5.3, reflects their initial struggles with navigating ChatGPT. They recom-
mended incorporating visual aids in ChatGPT-focused training to help new users 
easily find and use ADAS functions. However, most participants reflected that Chat-
GPT training is engaging, enjoyable, and interactive. They appreciated that ChatGPT 
simplifies the information retrieval process, allowing users to concentrate more on 
learning and understanding ADAS and AV functions. This observation resonates well 
with (Dwivedi et al., 2023; Shoufan, 2023; Tlili et al., 2023). A noticeable correlation 
exists between regular ChatGPT usage and proficiency in handling ADAS and AV 
functions, emphasising the importance of integrating LLM-based tools in training for 
complex technological systems.

Table 10  ChatGPT group participants’ response accuracy w.r.t their familiarity with ChatGPT
Groups- division 
w.r.t their familiar-
ity with ChatGPT

ChatGPT learn-
ing group: No of 
participants in 
the group

AP-on 
response 
accuracy 
in %

AP-off 
response 
accuracy 
in %

LKA 
response 
accuracy 
in %

CA 
response 
accuracy 
in %

ACC 
response 
accuracy 
in %

Never/Occasionally 
used

8 100 100 75 87 63

Intermittent user 20 100 100 95 95 85
Regular user 12 100 100 100 100 92
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Reaction Time Analysis

Data from the two groups, one trained with a conventional method and the other 
with ChatGPT was initially subjected to a normality analysis using Shapiro-Wilk’s 
and Anderson-Darling’s test. This preliminary analysis was performed to guide our 
decision in choosing the appropriate statistical test, parametric or non-parametric, 
depending on the normality of the data.

For the group that underwent training via the conventional methods, covering all 
ADAS functions (AP-On, AP-Off, LKA, CA, and ACC), it was verified through Sha-
piro-Wilk’s and Anderson-Darling’s tests that the collected data did not conform to a 
normal distribution. In contrast, data from participants trained through the ChatGPT 
system showed mixed results. The data adhered to a normal distribution for certain 
ADAS functions, namely AP-On and AP-Off, as confirmed by Shapiro-Wilk’s and 
Anderson-Darling’s tests. However, the data did not follow the normal distribution 
for the remaining functions, LKA, CA, and ACC. Consequently, conventional statis-
tical measurements that assume normality, such as the analysis of variance (ANOVA) 
test, did not apply to this dataset. Given these observations, we determined that non-
parametric testing was the appropriate statistical method for our analysis. We utilised 
the Mann-Whitney U test, a recommended non-parametric test for comparing two 
unrelated samples when the data are not normally distributed (Field, 2013). There-
fore, the interpretation of our results was approached with due consideration of these 
analytical choices and the inherent attributes of the collected data.

The key performance indicator examined in this section is the reaction time 
required by the participants to activate/deactivate ADAS functions correctly. This 
metric was selected to evaluate and compare the efficacy of the two different instruc-
tional methodologies in imparting the participants’ critical operational skills related 
to ADAS.

AP-On and AP-Off Functions

The box plots in Figs. 10 and 11 demonstrate unique patterns between participants 
trained using conventional methods and those trained using ChatGPT. It is clear from 
Fig. 10 (AP-On) group 1 that participants trained with the conventional method had 
a median response time recorded as 3.25 s. The span of response times for this group 
ranged from 2.30 to 6.00 s. This relatively wide range suggests a dispersion in data 
points, reflecting variability in the time taken by participants to press the correct but-
ton. The Standard Deviation (SD) for this group was calculated to be 0.92 s, underlin-
ing a higher variability in response times.

Conversely, participants in group 2, trained using ChatGPT, demonstrated a lower 
median response time of 2.51 s. Data from this group was more narrowly distributed, 
ranging from 1.80 to 3.32 s, and there was a significantly lower SD of 0.44 s. This 
tight range reflects greater consistency among participants, suggesting that they were 
quicker and more uniform in selecting the correct button. Outliers for both groups are 
marked with the “+” symbols on the plot.

In Fig.  11 (AP-Off condition), the median response time for the conventional 
method group increased slightly to 3.30 seconds, with responses scattered between 
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2.31 and 6.20 seconds. The SD for this group was calculated as 0.93 seconds. In 
contrast, the ChatGPT group in the AP-Off condition posted a median response time 
of 2.59 seconds. Their responses, ranging from 1.86 to 3.63 seconds and displaying 
a notably lower SD of 0.46 seconds, exhibited a tighter data clustering, indicative of 
more uniform performance among this cohort. Outliers for both groups are marked 
with the “+” symbols on the plot.

As presented in Table 2, the average accuracy for both AP-On and AP-Off condi-
tions was recorded at 100% for all participants, irrespective of the training methods. 
However, the lower deviation and shorter response times of the ChatGPT groups 
suggest a better learning outcome of this approach.

A statistical comparison between the groups, employing the Mann-Whitney U test, 
was conducted for both AP-On and AP-Off conditions. The tests revealed statistically 
significant differences (p < 0.05) between the two groups in both situations. Partici-
pants trained via ChatGPT consistently selected the correct response more rapidly 
than their conventionally trained counterparts. The highly significant p-value of less 
than 0.0001 provides compelling evidence for rejecting the null hypothesis, thereby 
validating the observed training advantage of the ChatGPT method in both autopilot 
conditions.

Fig. 10  AP-On reaction time compari-
son between Video vs. ChatGPT train-
ing methods. “+” shows the outliners
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LKA Function

The box plots in Fig. 12 demonstrate response times (in activating the LKA function) 
between participants trained through conventional methods and those trained using 
ChatGPT. It’s noteworthy that, unlike the AP-On and AP-Off functions, the LKA 
function is situated on the shifter module instead of the steering wheel, a factor that 
may influence response times.

It can be observed from Fig. 12 that participants trained using conventional meth-
ods showed a median response time of 4.70  s. The response times for this group 
ranged from 2.52 to 8.84 s, with an SD of 1.92 s, highlighting a broad distribution in 
the time participants took to activate the correct function, indicating a wider variation 
in individual performance. In contrast, the group trained via ChatGPT had a lower 
median response time of 3.59 s. Their response times were tightly packed, ranging 
from 1.99 to 6.60 s, with a lower SD of 1.03 s. This data suggests a higher level of 
consistency among the participants in this group, implying they were both quicker 
and steadier in selecting the correct command on the shifter module.

Statistical comparisons between the two groups using the Mann-Whitney U test 
highlighted a significant difference in the response times (p < 0.05). The test produced 
a p-value of 0.0037, demonstrating strong evidence that the response times between 
the two groups were not the same. This underscores the superior efficiency of the 

Fig. 11  AP-Off reaction time 
comparison between Video vs. 
ChatGPT training methods. “+” 
shows the outliners
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ChatGPT training method, which showed significantly shorter response times than 
the conventional training method, even when interacting with the ADAS function 
located on the shifter module, which generally can take longer to reach.

CA Function

The box plots in Fig. 13 show the variability and central tendency of response times 
across both groups in activating the CA function. The group trained using the user 
manual recorded a median activation time of 4.40 s. In contrast, the ChatGPT-trained 
group demonstrated a faster median activation time of 3.18 s. This difference again 
suggests a quicker response time for participants trained through the ChatGPT model.

Analysing the spread of data offers additional insights. The group trained with the 
user manual showed a wide range of response times, extending from 2.02 to 8.54 s, 
with an SD of 1.64. This signifies a substantial variation in individual performance 
within this group. Conversely, the group trained with ChatGPT showed a more con-
sistent range of response times, stretching from 2.10 to 6.40 s, and a lower SD of 
0.98. This tighter spread suggests a greater consistency in performance among these 
participants.

The Mann-Whitney U test was used to ascertain the statistical significance of the 
differences observed. The resulting p-value was 0.0002, substantially below the com-
monly accepted significance level of 0.05. This indicates that the difference in median 
activation times between the two groups is statistically significant. These findings 

Fig. 12  LKA reaction time compari-
son between Video vs. ChatGPT 
training methods. “+” shows the 
outliners
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suggest that ChatGPT-based interactive training could lead to faster activation of the 
CA function than instruction methods relying on conventional user manuals.

ACC Function

The study further investigates the effectiveness of two distinct training approaches 
in instructing participants to operate the ACC function. This operation is slightly 
more complex, requiring the activation of two buttons: one to engage the ACC and a 
second to set the speed. This configuration was designed to emulate real-time vehicle 
control systems in models like those outlined in the (Mercedes-Benz, 2021; Toyota 
Motor Corporation, 2022).

The group trained via the conventional user manual displayed a median activation 
time of 6.95 s, with individual values ranging from 3.94 to 9.05 s. The SD for this 
group was 1.35, reflecting a substantial variation in individual performances. On the 
other hand, participants trained through the ChatGPT-based interactive user manual 
showed a notably more efficient performance. The median activation time for this 
group was significantly reduced to 4.91 s. Furthermore, the range of response times 
in this group was narrower, spanning from 3.04 to 7.90 s, with a lower SD of 1.007. 
This suggests a greater level of consistency in performance among the ChatGPT-
trained participants.

Fig. 13  CA reaction time com-
parison between User Manual vs. 
ChatGPT training methods. “+” 
shows the outliners
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A Mann-Whitney U test was performed to statistically assess the observed differ-
ences in median activation times between the two groups. As displayed in Fig. 14, the 
resulting p-value was less than 0.0001, significantly lower than the standard thresh-
old of 0.05, indicating a statistically significant difference. These findings suggest 
that ChatGPT-based interactive user manual training is more effective in teaching 
participants to promptly activate the ACC function than the conventional user manual 
approach.

Discussion

Training Methods

This study aimed to determine whether the interactive and personalised instruction 
offered by ChatGPT could enhance learning efficiency and accuracy compared to 
conventional methods. Our key findings revealed that ChatGPT-based training led to 
faster activation times, increased consistency, and high accuracy across all examined 
ADAS functions.

The conventional learning process for ADAS functions is indeed diverse, involv-
ing demonstrations by sales agents at dealerships (Nandavar et al., 2023), video-

Fig. 14  ACC reaction time com-
parison between User Manual vs. 
ChatGPT training methods. “+” 
shows the outliners
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based instruction (Merriman, Revell et al.,2023; Zahabi et al., 2020), and self-study 
through the vehicle’s user manual (Boelhouwer et al., 2020; Greenwood et al., 2022). 
However, these methods have their limitations. For instance, due to time constraints 
and the complexity of ADAS features, dealership sales agents might not fully cover 
all available functionalities, leading to a knowledge gap (Murtaza et al., 2023). Fur-
thermore, these agents may lack the necessary expertise to adequately explain the 
operation of ADAS (Abraham et al., 2017), further widening this informational gap. 
Additionally, user manuals, although detailed, often require a high level of existing 
knowledge and considerable time to be effectively used (Oviedo-Trespalacios et al., 
2021). This is further compounded by the lack of interactive learning experience 
(Seel, 2011), which limits the effectiveness of these manuals.

A potential explanation for the superior performance of the ChatGPT-based train-
ing could be attributed to the interactive, responsive, and engaging nature of chatbot-
based learning. Prior research (Dwivedi et al., 2023; Hirunyasiri et al., 2023) has 
suggested that applying LLMs, such as ChatGPT, enhances the educational experi-
ence by providing personalised instructions and immediate feedback. This feature 
potentially creates a more engaging learning environment that could facilitate quicker 
mastery of tasks and improved consistency in task performance.

The observed improvements of participants in learning outcomes can be further 
explained as follows: The interactive nature of chatbot learning infuses an element of 
gamification into the educational process. As (Wu & Yu, 2023) suggests, this aspect 
makes learning more enjoyable, thereby increasing user engagement. The ‘game-
like’ interaction keeps the learners interested, providing a more dynamic, participa-
tory, and effective learning experience. It is, therefore, reasonable to infer that the 
introduction of chatbots like ChatGPT into the learning paradigm has the potential 
to enrich the learning experience and motivate learners by making the process more 
enjoyable and engaging.

The growing complexity of ADAS demands innovative approaches to user educa-
tion. Our study’s findings suggest that AI-assisted tools like ChatGPT could poten-
tially fill this gap, offering a more comprehensive and efficient learning experience 
than conventional video-based training or user manuals. The ChatGPT training meth-
odology in our study demonstrated a high degree of accuracy across all tested ADAS 
functions.

The results presented in Table 2 reflect the significant benefits of using ChatGPT 
for learning ADAS functions. Notably, the ChatGPT group achieved an impressive 
accuracy range of 80–100% across all functions. Even when confronted with the 
complexities of ACC, the accuracy remained at a substantial 80%. In comparing 
these two instructional methodologies, the ChatGPT-based training consistently led 
to shorter median activation times and tighter data dispersion, indicating that partici-
pants were quicker and more consistent in activating the desired functions. Further 
research should be conducted to investigate the optimum number of training sessions 
to achieve even higher accuracy and to shorten the reaction time further in activating 
the ADAS or AV functions.

These results support the continued development and application of AI-based 
training methods like ChatGPT. However, further research is needed to corroborate 
these findings and explore the potential of such training methods across a broader 
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spectrum of tasks and contexts. With technological advances and the increasing com-
plexity of vehicle control systems, the need for effective and efficient training meth-
ods is evident. The findings of this study indicate that ChatGPT-based training could 
be a promising approach in this respect.

While promising, these findings should be interpreted cautiously, as other hidden 
factors could have influenced the outcomes. Future research should strive to replicate 
these findings across different settings and with larger participant samples to estab-
lish the generalisability of these results. The potential for extending the application 
of such AI-based training to other vehicle systems or even beyond the automotive 
industry is also worth investigating.

The Framework for Preparing a ChatGPT Prompt

In this work, we used a customised, ChatGPT-based interactive training platform 
to educate participants about the ADAS functions of a simulated AV. The principles 
we followed in this context ensured an effective training program and illustrated the 
broader potential of LLM across different industries.

The essence of effective training with ChatGPT lies in the level of specificity and 
context provided. We aimed to equip participants with comprehensive knowledge 
about each ADAS function. For instance, we detailed the concept, purpose, location, 
symbol, and procedure for activating/deactivating different functions. This meticu-
lous approach eliminated any assumption of prior knowledge on the part of partici-
pants and reduced the possibility of confusion.

Ensuring the consistency of instruction delivery is another fundamental aspect of 
our method. We established a standard format for presenting information on ADAS 
functions. Additionally, we incorporated a proactive knowledge check mechanism 
into our training framework. This mechanism provides necessary information and 
asks a follow-up question to assess participant comprehension, thereby promoting 
iterative learning.

The constraints of AI systems, such as the absence of sustained memory in Chat-
GPT, necessitate regular reiteration of key instructions throughout user interactions 
(Open, 2023) and have been incorporated into the framework into some best prac-
tices, which ensure more accurate and contextually relevant responses. Furthermore, 
setting an output format personalised to each individual’s learning experience can 
optimise the training efficacy.

Prompt engineers play a crucial role in enhancing user experiences with LLMs by 
guiding learners on how to effectively phrase and frame their questions or requests to 
utilise the LLM’s full potential. We found that treating interactions with ChatGPT as 
two-way conversations, providing long-form questions, or sharing contextual narra-
tives resulted in more precise and relevant responses.

Overall, our training method using a ChatGPT-based platform led to enhanced per-
formance among participants compared to those trained using conventional methods. 
This was validated by the accuracy in activating the ADAS functions and reaction 
time in activating those functions. This suggests that the customised and interactive 
approach adopted for ChatGPT-based training was more effective in teaching partici-
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pants about ADAS functions. Our study thus shows the immense potential of LLM-
augmented approach training methods and their viability across various industries.

Subjective Opinions of Participants

The objective outcomes presented in Sect. 4 indicated improved accuracy and reac-
tion times when using ChatGPT for ADAS training. To complement these findings, 
we collected the participants’ subjective views to understand their personal experi-
ences with the training process. These subjective experiences are crucial for interpret-
ing the objective results, offering insights into the specific features of the ChatGPT 
training, which participants found beneficial. By examining these perspectives, we 
aim to uncover the factors contributing to their improved performance.

At the end of each participant’s training, we collected their subjective opinions 
about the learning process with ChatGPT. Our study’s qualitative analysis suggests 
that 90% of these opinions were positive. Participants highlighted ChatGPT as a 
dynamic and engaging environment ideal for learning ADAS functionalities. Nota-
bly, the system’s interactivity and tailored approach were well-received, with learners 
appreciating the information’s concise and direct delivery. Well-structured responses 
with highlighted keywords expedited the learning process and made it more enjoy-
able, integrating elements of gamification and motivation into the educational experi-
ence. These observed benefits are consistent with the studies (Dwivedi et al., 2023; 
Kasneci et al., 2023; Shoufan, 2023; Tlili et al., 2023). However, a minority of partic-
ipants, approximately 8%, reported initial difficulties in interaction and a preference 
for additional visual aids to assist in the learning process. Despite these minor chal-
lenges, introducing the LLM into the training process positively influenced learning 
outcomes. In future research, we aim to conduct quantitative analysis, such as the 
NASA TLX (Task Load Index), to substantiate further the correlation between par-
ticipant motivation, engagement, cognitive load, and learning efficiency. A key focus 
could be on examining the cognitive load during the learning process, particularly 
how AI-based learning compares to conventional methods in this aspect. A com-
parative study could also explore whether adopting LLM-based training tools can 
result in a reduced mental workload, thereby leading to improved performance and 
understanding of complex ADAS functionalities. Furthermore, conducting a study to 
determine if learning with LLM-augmented methodologies leads to quicker learning 
than conventional methods would be a valuable extension of our research.

Selected feedback from participants is as follows:
Positive feedback:

1.	 “Using ChatGPT has significantly enhanced my learning experience. It’s par-
ticularly helpful for quick, direct responses to specific queries. The instructions 
given by ChatGPT were easy for me to follow and to locate the buttons. I like 
the output format in bullet points, and it allows me to step by step follow the 
instructions”.

2.	 “Interacting with ChatGPT is enjoyable and makes learning easier because you 
can get direct answers to your questions. For example, when I asked about acti-
vating the Autopilot feature in a car, ChatGPT promptly directed me to its button 
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on the steering wheel. This immediate assistance saves time and makes learning 
efficient, enjoyable, and fun. I like that you do not need to search for the relevant 
information, ChatGPT does it for you”.

Negative feedback:

1.	 “I found the learning process with ChatGPT a bit confusing since it didn’t pro-
vide any visuals for the ADAS functions. I had to read the text and figure out 
the location of the button. It would be easier if ChatGPT included images of the 
ADAS functions”.

2.	 “I had a bit of trouble learning with ChatGPT because it didn’t show me any 
pictures of the ADAS buttons; I only got written explanations. In my opinion, 
images can help to make learning easier. Overall, I like learning with ChatGPT 
as I do not need to read all the details. You ask ChatGPT it filters for you”.

The participants’ reflections on using ChatGPT for ADAS training reveal its potential 
to enhance the educational experience. Their positive feedback underscores Chat-
GPT’s intuitive interface and engaging interaction, suggesting that the AI-facilitated 
training could lead to more effective learning outcomes by making the process 
engaging and interactive. Additionally, the feedback highlights ChatGPT’s role in 
streamlining the learning process by efficiently offloading the information retrieval 
task. ChatGPT enables participants to focus more on memorising and understanding 
the placement and use of ADAS features, as illustrated by participants’ feedback for 
direct, step-by-step instructions and immediate, relevant answers.

However, the feedback also highlights areas for improvement, such as the need 
for visual aids to complement textual explanations. Recognising this, future research 
should consider the integration of multimedia into ChatGPT’s reply. This advance-
ment could potentially revolutionise the training experience by providing customised 
visual prompts alongside textual explanations, thereby accommodating the diverse 
audience for learning.

Extending LLM-Augmented Training to Other Industries

The previous sections demonstrated the framework’s effectiveness in preparing a 
ChatGPT prompt to train drivers on ADAS and AV functions. Nonetheless, the pro-
posed framework has broader applicability beyond the autonomous vehicle industry. 
For instance, it can be used in the manufacturing sector to facilitate the assembly of 
complex machinery. Consider an ordinary assembly task involving a jet engine in an 
aviation manufacturing setting. In this context, the proposed framework can effec-
tively utilise a ChatGPT prompt for training technicians or engineers in assembling/
maintaining a jet engine.

Goal and Scene Setting  Start the interaction with ChatGPT by outlining the goals, 
methods, and conditions.
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Hello ChatGPT, in my next message, I will provide you with the contents of a 
detailed operational manual for assembling a jet engine. This manual includes 
comprehensive instructions on how to assemble the jet engine in a manufac-
turing setting. Instead of having the technical staff read the manual, you will 
interpret the contents and use an interactive, dialogue-based method to guide 
them through the assembly process [Approaches].
Your goal is to ensure that the technicians or engineers can navigate through the 
complex assembly process of the jet engine efficiently, confidently, and safely 
after they have received this training. [Goals]
Ensure that the guidance and instructions you provide to the technical staff are 
solely based on the specifics within the given manual and do not draw from 
generic knowledge or external resources [Conditions]

Then, the contents of the operational manual (in this case, the Jet engine assembly 
guideline) are provided to ChatGPT via the prompt. This approach assures that all 
participants receive consistent and accurate information about each task, avoiding 
potential confusion.

Personalise Responses  The prompt engineer should customise the instructions and 
questions to match the audience’s characteristics and task. In this scenario, where 
qualified engineers and technicians assemble a jet engine, it is important to instruct 
ChatGPT to use technical language and terminologies specific to the industry. The 
instructions should be detailed and precise, facilitating easy understanding and fol-
low-through for the employees involved in the assembly process.

Providing Structured Instruction to ChatGPT  Consistency is vital to helping ChatGPT 
to understand and respond correctly. It would be good to follow the standard process 
and procedure for each assembly step to tell ChatGPT about each part’s assembly 
guidelines. For example, start with each part/instrument name, provide a detailed 
description, specify its physical location on the jet engine, describe any symbols or 
tools related to it, and finally, explain its execution procedure.

Proactive Knowledge Checking on Learners  Train ChatGPT to answer a query with 
the corresponding answer and a relevant follow-up question to check the understand-
ing of the engineers or technicians. For example, if a technician asks how to install a 
particular part, ChatGPT should present the steps and then ask a follow-up question: 
“Do you know where the part is located and what tools you need to use, or would you 
like me to explain in further detail?”

Reiterate Objectives and Conditions to ChatGPT Regularly  It’s crucial to remind 
ChatGPT every few prompts to adhere strictly to the instructions in the manual. This 
maintains the focus and accuracy of ChatGPT responses. Regular reinforcement of 
these guidelines is important, especially when a new conversation with ChatGPT is 
initiated or resumed after a pause.
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Phrasing Output Format  Guide ChatGPT in presenting its responses in various for-
mats as needed. For instance, instruct ChatGPT to “use detailed paragraphs for the 
description of each assembly step, use bullet points to list the steps for executing each 
step, and if the engineer or technician specifically requests information in a table 
format, provide it accordingly.”

Conclusion

The comparative study on the efficacy of conventional instructional and LLM-
augmented methods for teaching ADAS functions has yielded insightful findings. 
We found that using an LLM-based tool such as ChatGPT resulted in high accu-
racy and efficiency, which could enhance user education in advanced vehicular 
systems.

The implications of these findings are far-reaching, particularly for the automotive 
and transportation industry. ChatGPT could significantly bridge the knowledge gap 
concerning ADAS functions, leading to a higher adoption rate. Moreover, this novel 
instructional approach may reduce the number of incidents resulting from misuse or 
misunderstanding of these complex systems and thus yield better road safety.

For educators, our findings underline the potential of LLM in transforming user 
education, clearly indicating how this could shape future educational strategies. 
The effectiveness of ChatGPT, as shown in our research, suggests that LLM-based 
instructional tools could be included in considerations for future educational guide-
lines or instructional strategies surrounding the training for ADAS or other complex 
vehicular systems. There is a lack of comprehensive regulation or standardised plat-
form for ADAS function training. Thus, these findings could be influential in initiat-
ing dialogues to develop such a framework.
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