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A B S T R A C T   

Cold-Formed Steel Lipped (CFSL) channels are susceptible to a localized failure mechanism known as web 
crippling, triggered by concentrated loads or reactions applied to the web of the section. These loads induce 
buckling and distortion in the web, ultimately leading to the member’s collapse. It is a challenging task to 
accurately determine the web crippling capacity of a CFSL channel due to its complexity and various influencing 
factors. This paper presents hybrid soft computing techniques for accurately predicting the web crippling ca
pacity of CFSL channels subjected to two flange load cases. The developed soft computing techniques combine 
Artificial Neural Networks (ANN) with either Genetic Algorithms (GA) or Particle Swarm Optimization (PSO) to 
improve computational efficiency and accuracy. The finite element models of CFSL channels are developed and 
validated by experimental results and then employed to generate a database, which is used to train machine 
learning models, including ANN, GA-ANN, and PSO-ANN. Analysis is undertaken on the reliability of existing 
design formulas for determining the web crippling capacity of CFSL channels. It is shown that the PSO-ANN 
model outperforms the other models in terms of prediction accuracy. The existing design codes and formulas 
are not reliable in estimating the web crippling capacity of CFSL channels. However, the proposed model yields 
good correlation with finite element analysis results. A user- friendly graphical interface tool is developed for the 
practical design of cold-formed steel lipped channels.   

1. Introduction 

Thin-walled Cold-Formed (CF) section members are manufactured 
from flat steel sheets or strips by cold-forming processes at ambient 
temperature to create the desired shape such as C-channels, Z-sections, 
and other profile shapes [1,2]. Cold-formed sections offer numerous 
environmental advantages in construction including (a) sustainable 
production [3]; (b) recyclability [4]; (c) lightweight [2–5]; (d) dura
bility [6] and (e) energy efficiency [7]. Thin cold-formed members are 
prone to web-crippling failure, which is localized failure that takes place 
when subjected to concentrated loads and reactions, as shown in Fig. 1 
(b). The web crippling capacity of a Cold-Formed Steel Lipped (CFSL) 
channel depends on key factors such as the thickness, web height, in
ternal bending radius, the bearing length of the loaded plate, and the 
material yield stress [8–10]. The cross-sectional variables of a CFSL 
channel are displayed in Fig. 1(a). 

Considering the location of the failure and the loading conditions, 
contemporary standards classify web crippling load cases into two pri
mary categories, namely one flange load cases and two flange load cases. 
In one flange load cases, the concentrated load is applied to the web 
through a single flange of the CFSL member. This can occur in various 
scenarios, such as when a beam is supported by a bearing plate resting 
on one flange or when a floor joist is loaded by a concentrated force 
applied to one flange. The one-flange load cases are divided into 
Interior-One-Flange (IOF) and End-One-Flange (EOF). In two flange load 
cases, the concentrated load is applied to the web through both flanges 
of the CFSL member simultaneously. This can occur when a beam is 
supported by a bearing plate resting on both flanges. The two flange load 
cases are divided into Interior-Two-Flange (ITF) and End-Two-Flange 
(ETF). This study investigates the web crippling capacity under two 
flange load cases, as illustrated in Fig. 2. The one flange load case is out 
of the scope of the study. 

Several standards provide formulas for calculating web-crippling 
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Nomenclature 

bf Flange width 
bl Lip length 
bo bias at the output layer 
bhk bias at the hidden layer 
Cr Coefficient of internal bending radius 
Cl Coefficient of bearing length 
Cw Coefficient of web slenderness 
Cb, Cb,r, Cb,l, Cb,w, Cb,b Factors depends on loading condition 
CP Correction factor 
Cϕ Calibration factor 
d Depth of the web 
dl Depth of the flat portion of the web 
E0.2 The tangent modulus of the stress-strain curve at the yield 

strength (0.2 % proof stress) 
Fm Fabrication factor 
fsig sigmoid transfer function 
Fy Yield stress 
fy,c Enhanced yield stress at corner regions 
hw The web height between the midlines of the flanges 
K Elastic buckling coefficient 
Mm Material factor 
L Channel length 
lb Bearing length 
Pm Average ratio between the tested load and the predicted 

load 

Pcr Critical buckling load 
rext External bent radius (ri + tw)
ri Internal bending radius 
rm Internal bending radius measured along the middle of the 

section (ri + 0.5tw)
R Web crippling capacity 
Rnorm Normalized web crippling capacity 
Ss Length of uniform load applied 
tw Thickness of the web 
VF Fabrication factor 
VM Material factor 
VP Variability coefficient of the tested load / predicted load 
wk weight connection between neuron k of the hidden layer 

and the output neuron 
wik weight connection between input variable and neuron k of 

the hidden layer 
x given input parameter 
Xi input parameter i 
xn Normalized input parameter 
xmax Maximum of input parameters 
xmin Minimum of input parameters 
βo Parameter equal to 2.5 
θ angle between the plane of the web and the plane of the 

bearing surface 
λ Web crippling slenderness 
ν Poisson’s ratio 
ϕ,∅w Capacity factor  

Fig. 1. CFSL channel: (a) Cross Section variables and (b) Typical web crippling failure under Interior-Two-Flange load case [10].  
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capacity of CFSL sections. EN 1993–1-3:2005 [11] uses separate equa
tions Eqs.(13) to (18) for each load case of CFSL channels, while AISI 
S100–16 (R2020) [12] and AS/NZS 4600 [13] employ a single equation 
Eq.(19) with parameters adjusted for different loading conditions. 
However, Sundararajah et al. [14] found that the AISI formula could be 
unconservative for CFSL members. They proposed two alternative 
equations: Eq. (20) modifies the AISI S100–16 equation with updated 
factors for better agreement with test data, while Eq.(21) incorporates a 
new factor to account for the influence of steel grade. These equations 
are given in Table 8. In a channel section, the flanges and web are 
treated as simply supported plates [14,15]. 

Recently, the adoption of the Direct Strength Method (DSM) has 
gained prominence as a preferred approach for designing CF sections 
[16]. It is considered an alternative to the effective width method in 
design standards such as AISI S100 and AS/NZS 4600. The direct 
strength method differs from the effective width method by emphasizing 
the importance of an accurate elastic stability analysis. The buckling 
analysis accounts for factors such as support conditions, applied load 
patterns, and overall system behavior, rather than solely focusing on the 
individual elements that make up the cross section [15]. Current DSM 
design formulas Eq. (22-25) are illustrated in Table 8. However, the DSM 
involves complex calculations and requires a good understanding of 
buckling behavior. This complexity can make it challenging to imple
ment without specialized software, especially for estimating the critical 

buckling loads. 
While discussing design methods like the effective width method and 

direct strength method for thin-walled structures, it’s crucial to 
remember their inherent limitations. These methods are not theoreti
cally perfect; they simplify complex non-linear problems into workable 
models for engineers, offering a practical design tool without demanding 
detailed analyses or extensive testing for every member. As a result, 
applying safety factors or resistance factors to these simplified models in 
design is essential to account for errors in their strength predictions 
[15]. 

Machine Learning (ML) techniques can be used to overcome the 
limitations of both the direct strength method and the effective width 
method. The ML models have the capability to discern complex 
nonlinear correlations between input and output variables. In addition, 
various research works have shown that artificial intelligence models 
provide more accurate predictions than empirical formulas. However, a 
large amount of data is required to train the models. In this paper, a 
hybrid soft computing strategy is proposed to forecast the web crippling 
capacity of CFSL sections subjected to two flange load cases. The strat
egy combines artificial neural networks (ANN) with either genetic al
gorithms (GA) or particle swarm optimization (PSO) to enhance 
efficiency and robustness in crippling capacity prediction. First, a nu
merical finite element (FE) model is proposed and is validated by 
existing test results. A comprehensive database is then created using five 
extracted features from experimental results to train machine learning 
models. Three machine learning models ANN, GA-ANN, and PSO-ANN 
are employed in the study. The performance of these models is evalu
ated. Based on the results obtained by ML algorithms, a design model is 
proposed and compares with current design codes. 

2. Finite element analysis of CFSL channels 

2.1. Element and mesh 

A finite element program ABAQUS was utilized to simulate the 
experimental work. Natario et al. [17] explored the effectiveness of 
quasi-static analysis using ABAQUS/Explicit in simulating the web 
crippling behavior of channel sections subjected to (ETF) and (ITF) load 
cases. Their findings revealed that the explicit analysis delivered highly 
accurate predictions of experimental data in terms of ultimate load, 
post-collapse load-deflection behavior, and failure mechanism. Notably, 
the quasi-static analysis yielded a more accurate prediction of the 
experimentally observed failure mode than the non-linear static anal
ysis. As a result, Explicit Quasi-static analysis was used because of its 
effectiveness in handling complex problems with contact and 

Fig. 2. Web crippling load cases (a) ITF load case (b) ETF load case.  

Fig. 3. Meshing size.  
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convergence challenges [9,18–20]. Central dimensions of CFSL channels 
were used in the modelling. Accordingly, the separation between the 
bearing plate and CFSL channels was half the thickness of the CFSL 
element. 

The S4R shell element with reduced integration was used to model 
CFSL sections. The bearing plates were simulated utilizing the R3D4 
quadrilateral rigid body. A rigid body was typically used to model 
components or structures that have much higher stiffness compared to 
the surrounding material, such as rigid supports, fixtures, or large 
masses. 

Mesh refinement is crucial for obtaining accurate numerical results. 
As recommended in previous studies [8–10], the mesh sizes for web and 
flanges were 5 mm × 5 mm, and a more refined mesh with dimensions 
of 5 mm × 1 mm was implemented in the corner regions to facilitate the 
correct transmission of loads from the flange to the web, and represent 
the impacts of corner radius in relation to plastic deformations at the 
juncture of the web and flange [21]. The 10 mm × 10 mm mesh size was 
used for bearing plates since they do not affect web crippling perfor
mance, as shown in Fig. 3. 

2.2. Material model for cold-formed steel 

Multi-linear isotropic hardening material model was employed in the 
FE model, where the modified two-stage Ramberg-Osgood model sug
gested by Gardner and Yun [22] was used to simulate the stress-strain 
response of cold-formed steel sections. The model is expressed in 
mathematical form as follows: 

ε =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

f
E
+ 0.002

(
f
fy

)n

f ≤ fy

f − fy

E0.2
+

(

εu − ε0.2 −
fu − fy

E0.2

)(
f − fy

fu − fy

)m

+ ε0.2 fy ≤ f ≤ fu

(1)  

where E0.2 is defined as 

E0.2 =
E

1 + 0.002n E
fy

(2) 

The ultimate tensile strength fu and corresponding strain εu are 
obtained from the following expressions: 

fu

fy
= 1+

(
130
fy

)1.4

(3)  

εu = 0.6
(

1 −
fy

fu

)

(4) 

For corner regions, Eqs.(1)–(4) utilize the following expression given 
by [22] to predict the enhanced yield stress fy,c, which accounts for the 
effects of plastic deformations caused by cold forming of steel sections: 

fy,c =
Bc

(ri/tw)
αfy (5a)  

Bc = 3.69
(
fu
/

fy
)
− 0.819

(
fu
/

fy
)2

− 1.79 (5b)  

α = 0.192
(
fu
/

fy
)
− 0.068 (5c) 

Typical stress-strain relationship is illustrated in Fig. 4 for flat and 
corner regions. 

As required by the ABAQUS program, the engineering curve is 
transformed into the true stress and strain. The following expressions 
can be used: 

σtrue = σ(1+ ε) (6a)  

εtrue = ln(1+ ε) (6b) 

The strain hardening exponents n and m are 7.6 and 3.8 for flat part 
of the cold-formed section, respectively; however, they are taken as 7.0 
and 4.2 respectively for the corners of the section [22]. The modulus of 
elasticity for steel material is 203,000 MPa with Poisson’s ratio equal to 
0.3, and the steel density is taken as 7850 kg/m3 for the explicit quasi
static analysis. 

Fig. 4. Typical stress strain curves for tw= 1.5 mm, ri= 6 mm and fy= 450 Mpa.  

Fig. 5. Boundary conditions (a) ETF load case (b) ITF load case.  
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2.3. Boundary conditions 

Symmetry boundary conditions reduce the time for the analysis. 
One-half of the test set-up was modelled for the ETF load case via 
symmetry about the horizontal planes, as shown in Fig. 5(a). For the ITF 
load case, one-quarter of the model was employed using symmetry 
about vertical and horizontal plans as shown in Fig. 5(b). 

A single reference point, which represented the rigid body compo
nents, was used to assign the boundary conditions for bearing plate. The 
bearing plate had free vertical movement constrained to 20 mm towards 
the flange, while all translations along transverse and longitudinal axes 
and rotations about the longitudinal axis were prevented to simulate the 
experimental setup. The ITF load case limited this movement to 10 mm 
due to the model’s Z-plane symmetry. The model employed a 
displacement control method. A “smooth step” was assigned to the 
displacement amplitude to gradually apply the load during the simula
tion to limit the impact of the inertial influences on the FEA. 

The contact between the bearing plate and the CFSL surfaces was 
modelled using surface-to-surface interaction using kinematic contact 
constraint, where the contact element was the bearing plate and the 
target elements were the flange plus corners. In the normal direction, 
hard contact was chosen to prevent the penetration of the bearing plate 
surface into the CFSL surface and to ensure that no contact pressure was 

Fig. 6. The effect of imperfection on the response of ETF150–62.5- 
1.52–50 channel. 

Table 1 
Validation of FEM web crippling capacity against Sundararajah et al. [14] ETF test results.  

No. CFSL channel lb (mm) fy (MPa) tw (mm) ri (mm) bf (mm) bl (mm) d (mm) L (mm) Exp (kN) FEA (kN) Exp/FEA 

1 ETF100.4-50.5-1.03-25 25 581 1.03 3.5 50.5 13.4 100.4 306 1.76 1.72 1.02 
2 ETF100-50-1.52-25 25 540 1.52 4 50 15.4 100 307 4.24 4.1 1.03 
3 ETF150-62-1.21-25 25 556 1.21 4 62 19.6 150 456 2.06 2.06 1.00 
4 ETF150.2-62.5-1.52-25 25 531 1.52 4.5 62.5 18.1 150.2 456 3.63 3.51 1.03 
5 ETF203.7-77-1.91-25 25 506 1.91 5 77 22.1 203.7 609 5.51 5.17 1.07 
6 ETF203.6-76.5-2.41-25 25 526 2.41 5 76.5 20.4 203.6 609 9.1 9.24 0.98 
7 ETF100.3-50.5-1.03-50 50 581 1.03 3.5 50.5 13.6 100.3 306 1.74 1.87 0.93 
8 ETF100.9-51.3-1.52-50 50 540 1.52 4 51.3 15.7 100.9 307 4.47 4.44 1.01 
9 ETF150.7-61.8-1.21-50 50 556 1.21 4 61.8 19.5 150.7 456 2.23 2.19 1.02 
10 ETF150-62.5-1.52-50 50 531 1.52 4.5 62.5 18.4 150 456 3.74 3.72 1.01 
11 ETF203.4-76.5-1.91-50 50 506 1.91 5 76.5 21.9 203.4 609 5.63 5.41 1.04 
12 ETF99.8-50.2-1.03-100 100 581 1.03 3.5 50.2 14 99.8 306 2.13 2.21 0.96 
13 ETF100.4-50.9-1.52-100 100 540 1.52 4 50.9 15.3 100.4 306 5.27 5.48 0.96 
14 ETF150.9-61.9-1.21-100 100 556 1.21 4 61.9 19.6 150.9 456 2.46 2.45 1.00 
15 ETF150-60-1.52-100 100 531 1.52 4.5 60 19.8 150 456 4.03 4.17 0.97 
16 ETF203.4-76.5-1.91-100 100 506 1.91 5 76.5 22 203.4 606 6.01 5.94 1.01 
17 ETF203.5-76.4-2.41-100 100 526 2.41 5 76.4 20.4 203.5 609 9.45 10.66 0.89 
Mean 1.00 
COV 0.04  

Table 2 
Validation of FEM web crippling capacity against Sundararajah et al. [14] ITF test results.  

No. CFSL channel lb (mm) fy (MPa) tw (mm) ri (mm) bf (mm) bl (mm) d (mm) L (mm) Exp (kN) FEA (kN) Exp/FEA 

1 ITF99.9-50.6-1.03-25 25 581 1.03 3.5 50.6 14.3 99.9 510 7.05 6.61 1.07 
2 ITF101.1-51.2-1.52-25 25 540 1.52 4 51.2 15.9 101.1 510 14.43 15.04 0.96 
3 ITF150.3-62.1-1.21-25 25 556 1.21 4 62.1 19.6 150.3 760 9.13 8.36 1.09 
4 ITF150.1-62.5-1.52-25 25 531 1.52 4.5 62.5 18.2 150.1 760 15.36 14 1.10 
5 ITF203.6-76.4-1.91-25 25 506 1.91 5 76.4 22 203.6 1015 22.99 19.89 1.16 
6 ITF203.7-76.6-2.41-25 25 526 2.41 5 76.6 20 203.7 1015 36.71 31.93 1.15 
7 ITF100.4-50.3-1.03-50 50 581 1.03 3.5 50.3 14.5 100.4 510 6.41 6.59 0.97 
8 ITF101.1-50-1.52-50 50 540 1.52 4 50 15.6 101.1 510 14.3 14.2 1.01 
9 ITF151.1-62-1.21-50 50 556 1.21 4 62 18.3 151.1 760 8.16 8.06 1.01 
10 ITF150.8-61.4-1.52-50 50 531 1.52 4.5 61.4 18.3 150.8 760 13.17 13.47 0.98 
11 ITF203.6-76.6-1.91-50 50 506 1.91 5 76.6 22 203.6 1015 20.7 20.03 1.03 
12 ITF203.6-76.7-2.41-50 50 526 2.41 5 76.7 20.6 203.6 1019 34.41 34.46 1.00 
13 ITF100.1-50.7-1.03-100 100 581 1.03 3.5 50.7 13.3 100.1 510 6.45 6.68 0.97 
14 ITF100.8-50.9-1.52-100 100 540 1.52 4 50.9 15.5 100.8 510 14.34 14.82 0.97 
15 ITF150.4-62.3-1.21-100 100 556 1.21 4 62.3 19.6 150.4 760 8.14 8.334 0.98 
16 ITF150-62.7-1.52-100 100 531 1.52 4.5 62.7 18.3 150 760 12.92 13.68 0.94 
17 ITF203.1-77.3-1.91-100 100 506 1.91 5 77.3 19.4 203.1 1015 20.19 20.4 0.99 
18 ITF203.6-76.7-2.41-100 100 526 2.41 5 76.7 20.2 203.6 1013 33.68 35.45 0.95 
Mean 1.02 
COV 0.06  
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transmitted unless the nodes of the bearing plate surface contacted the 
CFSL surface. In the tangential direction, the friction between the 
bearing and the CFSL surfaces was modelled using penalty formulation 
and the friction coefficient was 0.4 [9,14]. 

2.4. Effect of imperfection 

The effect of imperfection on web crippling capacity was investi
gated using an eigenvector field approach in finite element models with 
ABAQUS’s * IMPERFECTION option. The imperfection magnitude was 
set to dl/150 [14]. However, its impact on both web crippling capacity 
(less than 1 %) and the load-displacement curve was negligible, as seen 
in Fig. 6, justifying its exclusion from the study. This aligns with existing 
research neglecting initial geometric imperfections due to their minimal 
effect on ultimate web crippling capacity [14,23]. 

2.5. Validation of the FE model 

Sundararajah et al. [14] conducted a series of experiments on CFSL 
channels that are used to validate the accuracy of the developed FEM. 
The geometry and mechanical properties of the test samples are given in 

Table 3 
Range of input parameters.  

Parameter Symbol Minimum Maximum 

Relative web depth d/tw 65 200 
Relative internal bending radius ri/tw 2 6 
Channel thickness (mm) tw 1 2.4 
Bearing plate length (mm) lb 25 150 
Yield stress (MPa) fy 300 600  

Fig. 7. Comparisons of the failure prediction of ETF100.9–51.3-1.52–50 between (a) test results observed by Sundararajah et al. [14], (b) FEA model.  

Fig. 8. Comparisons of the failure prediction of ITF101.1–50-1.52–50 by and FEA and the test results observed by Sundararajah et al. [14].  

Fig. 9. Comparison of predicted and experimental load-vertical displacement curves for: (a) ETF150–62.5-1.52–50 and (b) ITF101.1–50-1.52–50.  
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Table 1 and Table 2. Each channel label in these tables comprises the 
load case followed by the depth, flange width, thickness, and plate 
width, respectively. Specimen dimensions followed AISI S909 guidelines 
with lengths equaling 3 and 5 times the web flat depth for ETF and ITF 
conditions respectively. Three bearing plate sizes (25, 50, 100 mm) 
created diverse testing conditions for both load cases. Additionally, the 
support system was designed to ensure that the test channels had pinned 
supports at both the top and bottom. The comparisons of the failure 

between the test and FE simulations are shown in Fig. 7 and Fig. 8, 
where the contour shape refers to von mises stress. In addition, a com
parison between test and FEM results of load-vertical displacement 
curve is illustrated in Fig. 9. The comparative study from these figures 
and tables demonstrates that the FEM developed for ETF and ITF load 
cases effectively replicates the web-crippling capacity of CFSL channels. 
This is substantiated by the reasonable alignment observed between the 
FEM results and experimental data. It is seen that the mean value of the 
test to prediction ratios for ETF and ITF load cases is 1.00 and 1.02, 
respectively, with the corresponding coefficient of variation of 0.04 and 
0.06, respectively. The little discrepancies of the test and FEM results 
can be due to the complexity of the material behaviour, boundary 
conditions, and experimental uncertainties. Consequently, the proposed 
models can be used to conduct an extensive parametric investigation. 

2.6. Parametric study 

A comprehensive assessment of the web crippling capacity (denoted 
as Rb) in relation to changes in plate bearing length, internal bending 
radii, and yield stress has been meticulously conducted. The finite 
element analysis was undertaken on sample ITF150.3–62.1-1.21–25, 
ITF151.1–62-1.21–50, and ITF150.4–62.3-1.21–100. The obtained re
sults were then compared with measurements in Fig. 10. It should be 
noted that the FE analysis was also performed on the sample with a 
bearing length of 150 mm. The findings presented in Fig. 10 clearly 
illustrate that the web crippling capacity increases with increasing the 
bearing length, except in the case of a 25 mm bearing plate. In this 
scenario, the ultimate load is a result of the combined effects of flange 
crushing and web-crippling mechanisms [14]. More specifically, Fig. 11 
shows that the load-displacement relationship of the 
ITF99.9–50.6-1.03–25 channel exhibits two distinct phases. Initially, the 
response shows a proportional increase in capacity as vertical deflection 
develops under the bearing plate up to Point b. Beyond this peak, the 
shortened web depth provides greater resistance, shifting deformations 
toward crushing at the web-flange juncture. This flange crushing 
mechanism enables additional load carrying capacity [14]. Analysis 
indicates this post-crippling response occurs only for the 25 mm bearing 
length. 

The effect of the internal bending radius and yield stress on the 
behavior of a reference CFSL channel named as ITF265–65-1.56 was 
investigated using the finite element analysis. The sample had a web 
thickness of 1.56 mm, flange width of 65 mm, lip length of 15 mm, and 
depth of 265 mm. The results of this analysis are presented in Fig. 12. it 
is observed from Fig. 12(a) that increasing the internal bending radius 
results in a decrease in the web crippling capacity. This can be attributed 
to the inverse relationship between the raised yield stress at corners and 

Fig. 10. The effect of bearing length on the web crippling capacity.  

Fig. 11. Load-displacement curve for ITF99.9–50.6-1.03–25.  

Fig. 12. The effect of influencing parameters on the web crippling capacity of ITF265–65-1.56: (a) internal bent radius/web thickness ratio, and (b) yield stress.  
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internal bending radius, as succinctly illustrated by Eq.(5) Finally, it can 
be seen from Fig. 12(b) that the web crippling capacity of CFLS channels 
increases with increasing its yield stress. 

3. Development of machine learning models 

This section outlines the developed ML models and presents results 
from the conducted ML analysis. The conducted ML analysis leverages 
Artificial Neural Networks (ANN) and hypered machine learning models 
including Genetic Algorithm Artificial Neural Network (GA-ANN) and 
Particle Swarm Optimization Artificial Neural Network (PSO-ANN). The 
validated FE model was used to create a database containing 414 
datasets for each load case. It is important to demonstrate that while 
finite element models provide accurate web crippling predictions, the 
machine learning approach offers several practical advantages. As evi
denced in the prior section, properly converged finite element studies 
require adequate mesh size to capture the crippling behavior. This 
represents a computational demand beyond what is feasible for routine 
engineering analysis. In contrast, the machine learning model requires 
only basic input parameters to rapidly return buckling estimates. 
Additionally, constructing finite element models demands extensive 
expertise and time to ensure proper element choice, loading configura
tions, boundary conditions, and material definitions. The machine 
learning technique bypasses this intensive modeling preparation 

through data-driven training. More importantly, common structural 
analysis packages tailored for engineering design typically do not 
contain the advanced nonlinear capabilities found in specialized 
research tools like ABAQUS and ANSYS. As a result, mainstream pro
grams have not developed to handle complex instability phenomena like 
web crippling prediction. 

3.1. Artificial neural networks (ANN) 

Artificial Neural Networks (ANN) are machine learning algorithms 
inspired by the human brain’s data processing mechanisms. ANN con
sists of three main components: an input layer, interconnected neurons, 
and an output layer. The input layer receives and passes input data to 
hidden layers, where computations are performed using activation 
functions to modify inputs before forwarding them. The output layer 
generates results or predictions. Neurons in different layers are linked by 
weights, and adjusted during training to minimize outcome disparities, 
often through backpropagation. ANN has been used in structural engi
neering previously by researchers [24–29]. 

Determining the optimal count of hidden layers and neurons often 
requires several trials to find the best network configuration [30]. Pre
vious studies found that using one hidden layer provides acceptable 
accuracy for typical engineering problems [31,32]. So, one hidden layer 
is used in the study. The number of neurons should be sufficient to 

Fig. 13. Hybrid GA-ANN and PSO-ANN models.  

R.I. Shahin et al.                                                                                                                                                                                                                                



Engineering Structures 309 (2024) 118061

9

precisely represent the specific problem, yet it should be kept suffi
ciently low to prevent overfitting of the network [33,34]. It is recom
mended that the optimal count of neurons in the hidden layer should not 
exceed twice the quantity of input points by more than one. The chosen 
number of neurons is based on particle swarm optimization as discussed 
later. 

Although it provides a more accurate and reliable substitute for 
statistical and numerical methodologies, ANN has inherent limitations 
in terms of its search strategy. The optimization problem of training a 
neural network is often non-convex, meaning it has multiple local op
tima. In cases where the initial weights and biases are ill-suited, ANN 
may converge towards a local optimal solution, which is optimal only 
within a nearby subset of possible solutions, rather than reaching the 
global optimum. Moreover, Overfitting occurs for an excessive number 
of neurons because ANN becomes too complex and memorizes the 
training data instead of learning the underlying patterns. This can lead 
to different solutions when the ANN is applied to new data [14,24]. 
Evolutionary algorithms inspired by natural processes, such as genetic 
algorithms (GA) and particle swarm optimization (PSO), have displayed 
the potential to mitigate these constraints. Hybrid approaches 
combining Artificial Neural Networks (ANN) with Genetic Algorithms 
(GA) or Particle Swarm Optimization (PSO) have gained popularity in 
recent years for solving complex engineering problems such as structural 
optimization, damage detection, and material design [14,24,35,36]. 

3.2. Hybrid ANN-genetic algorithm 

The Genetic Algorithm (GA) is a search-driven optimization method 
rooted in the principles of natural selection. GA is known for their ability 
to perform a global search in the solution space. They explore a wide 
range of potential solutions, allowing them to find optimal or near- 
optimal solutions even in complex and multimodal problem land
scapes [37]. It works by creating a population of solutions to a given 
problem, which are then evaluated and rated according to a given fitness 
function. The solutions are then recombined and mutated over time to 
create new solutions, which are then evaluated and rated again. This 
process continues until a solution that meets the desired criteria is 
found. GA-ANN models combine these two approaches by using genetic 
algorithms to optimize the parameters of an artificial neural network. 

The framework of the GA-ANN shown in Fig. 13 involves the 
following steps: 

Problem Definition: Clearly define the optimization problem or task 
to be solved using the GA-ANN framework. This could include defining 

the objective function. Mean Squared Error (MSE) is a popular objective 
function for regression problems.  

(1) Encoding: Represent the ANN architecture and parameters as a 

chromosome Ci =
[
wi

1, b
i
1,wi

2, b
i
2

]
where wi

1,wi
2 are the input and 

output weights, respectively; bi
1, b

i
2 are the input and output 

biases, respectively.  
(2) Initialization: Randomly initialize the initial population of 

chromosomes.  
(3) Evaluation: Evaluate the fitness of each chromosome in the 

population using (MSE).  
(4) Genetic Operators: Apply genetic operators, including selection, 

crossover, and mutation, to generate a new population of chro
mosomes from the existing population.  

(5) Fitness Evaluation: Re-evaluate the fitness of the new population 
based on the updated chromosomes.  

(6) Termination Criteria: Determine the termination conditions for 
the GA-ANN framework.  

(7) Solution Extraction: Extract the best solution or chromosome 
from the final population. 

The GA-ANN framework iteratively repeats Steps (4) to (7) until the 
termination criteria are met. The parameters of the GA-ANN model are 
presented in Table 4. 

3.3. Hybrid ANN-particle swarm optimization 

Particle Swarm Optimization (PSO) is a nature-inspired optimization 
algorithm [38]. PSO excels at global optimization tasks. It iteratively 
explores the search space by updating particle positions and velocities, 
guiding them towards the global optimum. PSO’s exceptional balance 
between exploration and exploitation enables efficient identification of 
optimal or near-optimal solutions. Recent research further underscores 
PSO’s effectiveness, particularly when combined with other optimiza
tion techniques [36,39]. PSO mimics the movement of particles or birds 
in a multidimensional search space to find the best solution. It operates 
by managing a group of particles, each representing a potential solution 
with position and velocity vectors. Initially, particles are randomly 
placed in the search space. They move iteratively, guided by their per
sonal best and the global best positions. The movement of particles 
balances exploration and exploitation. Exploration involves exploring 
different areas of the search space by updating particle velocities based 
on their current state, personal best, and global best. Exploitation refines 
solutions by adjusting velocities toward personal and global best posi
tions, helping particles converge toward the optimal solution. This 
balance is controlled by parameters like cognitive and social weights. 
PSO continues through iterations until a termination condition is met, 
like a predefined maximum number of iterations or a desired solution 
quality [40]. The framework of the PSO-ANN is shown in. 

Fig. 13 involves the following steps:  

(1) Generate a population of particles, where each particle represents 
a set of parameters for the neural network.  

(2) For each particle in the swarm, calculate its fitness by training the 
corresponding neural network and evaluating its performance 
using an objective function.  

(3) Modify the velocities and positions of the particles using their 
prior velocities, positions, as well as the optimal positions 
attained by both the individual particle and the entire swarm.  

(4) Update the best positions achieved by each particle and the 
swarm based on the fitness values. 

Repeat Steps (2− 4): Iterate the process for a defined number of it
erations or until a convergence criterion is met. The parameters of the 
PSO-ANN models are presented in Table 5. 

Table 4 
GA-ANN parameters.  

Parameter Value 

Population size 100 
Maximum number of iterations 2500 
Function tolerance 1.00E-06 
Crossover fraction 0.8 
Migration Fraction 0.2 
Migration Interval 20  

Table 5 
PSO-ANN parameters.  

Parameter Value 

Number of particles in the swarm 100 
Maximum number of iterations 2500 
Function tolerance 1.00E-06 
Minimum adaptive neighborhood size 0.25 
Weighting of particle’s best position 1.49 
Weighting of the neighborhood’s best position 1.49 
Lower bound of the adaptive inertia 0.1 
Upper bound of the adaptive inertia 1.1  
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3.4. Input parameters 

In machine learning tasks, selecting the right variables for a model is 
crucial. One method for this is using a correlation matrix, which displays 
correlation coefficients between variables, ranging from − 1 (complete 
negative correlation) to 1 (absolute positive correlation), with 0 indi
cating no correlation. By examining this matrix, researchers can identify 
strongly correlated variables to include in their analysis. This method 
has been proven useful in structural engineering sensitivity analysis, 
providing insights into how model parameters affect responses [41]. 

Fig. 14 shows a correlation plot of the parameters studied. Correla
tion matrix is a graphical overview of the linear relationships between 
multiple variables in a dataset. The cells show the correlation co
efficients between each pair of variables, ranging from − 1 to + 1. 
Values of − 1 or + 1 indicate perfect negative or positive correlation, 
respectively, while 0 indicates no correlation. The analysis reveals a 
strong positive correlation between thickness and ultimate axial load 
concerning the web crippling capacity. On the other side, while the 
correlation of the relative height d/tw and internal bending radius ri/tw is 

stronger than the absolute height d and internal bending radius ri, the 
correlation of the absolute length of the bearing plate lb is stronger and 
consistent than the relative length lb/tw. Besides, the correlation of the 
relative total height of the channel d/tw is stronger than the correlation 
of the relative depth of the flat portion of the web dl/tw. Therefore, the 
section’s geometry will be assessed using relative values “d/tw, ri/tw”, 
while the length of the bearing plate will be treated as an absolute value 
lb. The range of input variable is shown in Table 3. The observed minor 
differences in the relative influence of design parameters on web crip
pling between (ETF) and (ITF) loading scenarios suggest that boundary 
condition restraint effects vary between end and intermediate locations. 
For ITF load case, the load is applied through both flanges at an interior 
location. This distribution helps spread the load across the web, 
reducing the localized stress concentration. But for ETF load case, the 
load is applied through both flanges at the end. This concentrates the 
load on a smaller area of the web, leading to higher stress and potential 
for earlier buckling. As a result, ITF sections exhibit higher strength and 
better stability compared to ETF sections under similar loading condi
tions. This variation alters how parameters like d/tw and bearing plate 

Fig. 14. Correlation matrix for suggested input variables for (a) ETF load case and (b) ITF load case.  

Fig. 15. Configuration of the developed ANN model.  
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length interact to induce instabilities. 

3.5. Data preparation 

The second phase in constructing a machine learning model involves 
normalizing the dataset to improve the predictive accuracy and learning 
efficiency of these models. To achieve this, the linear normalization 
formula was utilized to rescale the independent variables within the 
interval [− 1, 1], employing the subsequent formula [42]: 

Xnorm = 2
X − y
z − y

− 1 (7)  

where y and z are the minimum and maximum values in the current list 
respectively. The data range is shown in Table 3. Subsequently, the 
dataset was randomly partitioned into three distinct subsets. Initially, a 
training set was created, encompassing 70 % of the records, which was 
employed for training the machine learning models through supervised 
learning. Subsequently, the remaining 30 % of the data was allocated, 
with 15 % serving as a validation set and the remaining 15 % as a test 
set. These subsets were utilized to assess the models’ performance and 
evaluate the trained network’s capacity for generalization. 

The training of the dataset is carried out utilizing the Bayesian reg
ularization backpropagation learning algorithm. The hidden layers 
incorporate the tan-sigmoid transfer function (tansig), while the output 
layer employs the linear transfer function (purelin). The assessment of 
network training is. 

conducted through the Mean Square Error (MSE). The prescribed 

threshold for the maximum epochs during training corresponds to 1500. 
Notably, the Marquardt adjustment parameter is deliberately estab
lished at a value of 0.005. 

The Particle Swarm Optimization (PSO) algorithm was employed for 
the purpose of optimizing the number of neurons. The range of neurons 
was [5–11], where 5 represents the number of parameters in the study, 
while 11 represents the suggested maximum number of neurons, esti
mated to be twice the number of variables plus 1. The Particle Swarm 
Optimization (PSO) algorithm was employed to search for the optimal 
number of neurons that achieves minimum Mean Squared Error (MSE). 
It was found that the appropriate number of neurons is 8. Subsequently, 
Artificial Neural Network (ANN), Genetic Algorithm-based Artificial 
Neural Network (GA-ANN), and Particle Swarm Optimization-based 
Artificial Neural Network (PSO-ANN) models were utilized to formu
late a prediction of the web crippling capacity with high accuracy. The 
configuration of the developed ANN model is given in Fig. 15. Where the 
parameters of the GA-ANN and PSO-ANN models are presented in 
Table 4 and Table 5, respectively. 

3.6. Performance indices 

Performance assessment indices are metrics used to evaluate and 
quantify the performance of the model. The Correlation coefficient (R) 
assesses the degree of linear correspondence between the real "target" 
values and the projected "output" values. A correlation coefficient 
ranging from 0.70 to 0.89 signifies a robust correlation, while values 
within the range of 0.90 to 1.00 indicate an exceptionally strong cor
relation [9,24]. MSE, MAE, and MPE serve as metrics for gauging errors, 

Fig. 16. Comparison of actual web crippling capacity with predicted results from ML models under ETF load case: (a) ANN model, (b) GA-ANN model, and (c) PSO- 
ANN model. 

Fig. 17. Comparison of actual web crippling capacity with predicted results from ML models under ITF load case: (a) ANN model, (b) GA-ANN model, and (c) PSO- 
ANN model. 
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and it is desirable for these values to be minimized [43]. 

R =

∑N
i=1(ti − μT) (pi − μP)̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑N
i=1(ti − μT)

2
√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑N
i=1(pi − μP)

2
√ (8)  

MPE =
100%

N

∑N

i=1

ti − pi

ti
(9)  

MAE =
1
N
∑N

i=1
|ti − pi| (10)  

MSE =
∑N

i=1

(ti − pi)
2

N
(11)  

where ti and pi are the FEA "target" and projected "output" values, 
respectively; μT and μP are the average values of the FEA "target" and 
projected "output" values, respectively; and N represents the count of 
values. 

The a10 − index is a performance metric that quantifies the count of 
data points that closely match predicted values within a permissible 
deviation of ± 10 % when contrasted with real-world data. The optimal 
score achievable is 1.0. The score range falls within the interval [0,1]. 

a10 − index =
m10
N

(12)  

where "m10" represents the quantity of data points derived from actual/ 
predicted values, it is constrained within the range of 0.9 to 1.1. 

4. Validation of ML models 

The findings indicate that the trained neural networks effectively and 
accurately predict the web-crippling capacity of CFSL channels. It 

Table 6 
Performance indices for ANN models under ETF load case.  

Model MSE MPE MAPE R a10-index 

ANN  0.044  -0.314  4.439  0.997  0.908 
GA-ANN  0.004  0.019  1.202  1.000  1.000 
PSO-ANN  0.003  0.056  1.097  1.000  1.000  

Table 7 
Performance indices for ANN models under ITF load case.  

Model MSE MPE MAPE R a10-index 

ANN  0.615  0.006  4.799  0.995  0.906 
GA-ANN  0.378  -0.080  4.489  0.996  0.908 
PSO-ANN  0.167  -0.322  2.914  0.998  0.978  

Table 8 
Empirical formulas for predicting the web-crippling capacity of lipped CFSL channels.  

Source Predictive formula  Notes 

Eurocode EN 1993-1- 
3:2005 

End two flange (ETF)  The conditions of using Eurocode formulas are as 
follows: hw/tw ≤ 200, ri/tw ≤ 6 and 
45◦ ≤ ϴ ≤ 90◦. REC− ETF = k1 k2 k3[6.66 −

hw/tw

64
][1 + 0.01

Ss

tw
]tw

2 fy/γM1 
(13) 

Interior two flange (ITF)   

REC− ITF = k3 k4 k5[21.0 −
hw/tw

16.3
][1 + 0.0013

Ss

tw
]tw

2 fy/γM1 
(14) 

Where:   

k1 = 1.33 − 0.33k (15) 
k2 = 1.15 − 0.15ri/tw but 0.5 ≤ k2 ≤ 1.0 (16) 
k3 = 0.7 + 0.3(∅⁄90)2 (17) 
k = fy/228; fy in N/mm2 (18) 

AISI S100-16 (R2020) 
and AS/NZS 4600 RAISI = Ctw

2 fy sinθ
(

1 − Cr

̅̅̅̅̅
ri

tw

√ ) (
1+Cl

̅̅̅̅̅
lb
tw

√ ) (
1 − Cw

̅̅̅̅̅
dl

tw

√ ) (19)  

Sundararajah et al. [14] 
(1) R = Ctw

2 fy sinθ
(

1 − Cr

̅̅̅̅̅
ri

tw

√ ) (
1+Cl

̅̅̅̅̅
lb
tw

√ ) (
1 − Cw

̅̅̅̅̅
dl

tw

√ ) (20) factors C, Cr, Cl and Cw are given in Table 9 

Sundararajah et al. [14] 
(2) 

R =

Ctw
2 fy sinθ

(
1 − Cr

̅̅̅̅̅
ri

tw

√ ) (
1+Cl

̅̅̅̅̅
lb
tw

√ ) (
1 − Cw

̅̅̅̅̅
dl

tw

√ ) (

1 − Cf

̅̅̅̅̅̅̅̅̅
250
fy

√ )
(21) factors C, Cr, Cl, Cw and Cf are given in Table 9 

Natário et al. [20,44] 
R = 0.474Py

[

1 − 0.115
(Pcr

Py

)0.728 ](Pcr

Py

)0.728 
for ETF load case 

(22) DSM equation 

R =

⎧
⎪⎪⎨

⎪⎪⎩

Pyforλ ≤ 0.517

0.732Py

[

1 − 0.156
(

Pcr

Py

)0.516
](

Pcr

Py

)0.516
forλ > 0.517

for ITF load case 

(23) 

Py = fy Nm

[ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
4r2

m + tw2
√

− 2rm

]

Nm = lb +2.5rext +
dl

2 
for ETF load case 

Nm = lb +2
(

2.5rext +
3dl

4

)

for ITF load case 

rext = (ri + tw)

rm = (ri + 0.5tw)

λ =
̅̅̅̅̅̅̅̅̅̅̅̅̅
Pcr/Py

√

Sundararajah et al. [14] 
(3) R =

⎧
⎪⎪⎨

⎪⎪⎩

Pyforλ ≤ 0.71

Py

[

1 − 0.25
(

Pcr

Py

)1
](

Pcr

Py

)1
forλ > 0.71 

for ETF load case 

(24) DSM equation 

R =

⎧
⎪⎪⎨

⎪⎪⎩

Pyforλ ≤ 0.94

Py

[

1 − 0.10
(

Pcr

Py

)0.86
](

Pcr

Py

)0.86
forλ > 0.94 

for ITF load case 

(25)  
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should be noted that among the three machine learning models studied, 
the ANN model demonstrates relatively weakened predictive perfor
mance, as shown in Fig. 16(a) and Fig. 17(a). While the ANN model 
demonstrates the ability to accurately predict the training data, it 
struggles significantly when making predictions for test data. This lim
itation arises from the use of the conventional ANN methodology, which 
depends on the gradient descent technique. In situations where the 
training set comprises variables with numerous closely situated local 

minima, the model tends to converge towards local minima for error 
instead of the global minima. 

On the other hand, the GA-ANN and PSO-ANN models exhibit strong 
performance in training, validation, and testing data. The majority of 
predictions by these models across various subsets closely align with the 
baseline, as depicted in Fig. 16(b), (c) for the ETF load case and Fig. 17 
(b),(c) for the ITF load case. This illustrates their resilient and advan
tageous capability to precisely calculate the web crippling capacity of 
CFSL channels. The positive results they achieved underscore the ad
vantages of employing integrated hybrid frameworks. These frame
works adeptly explore the. 

potential solution space, refine the initial biases and weights within 
the ANN model, and ultimately reach the global optimum. However, the 
reliability of these models in estimating the web crippling capacity of 
lipped CFSL channels is heavily dependent on a comprehensive FEM 
database. 

5. Performance assessment 

It can be seen from Tables 6 and 7 that both hybrid models, GA-ANN 
and PSO-ANN, outperform the conventional ANN model. The R values 
for the GA-ANN and PSO-ANN models are higher than the ANN model’s, 
indicating strong linear correlations between the predicted and actual 
data. 

The hybrid models, GA-ANN and PSO-ANN, also show smaller values 
of other statistical indices, including MAPE, and MSE, confirming lower 
deviations and better prediction accuracy. Furthermore, the hypered 
models exhibit a higher A-10 index, signifying a close alignment 

Table 9 
Coefficients for unfastened stiffened channel under two flange loading.  

Factors AISI S100 and AS/NZS 
4600 

Sundararajah et al. 
[14] (1) 

Sundararajah et al. 
[14] (2) 

ETF ITF ETF ITF ETF ITF 

C 13 24 5.35 17.0  1.03  1.24 
Cr 0.32 0.52 0.22 0.19  0.21  0.17 
Cl 0.05 0.15 0.23 0.05  0.16  0.04 
Cw 0.04 0.001 0.06 0.03  0.06  0.03 
Cf – – - -  6.85  16.9 
∅w 0.90 0.80 0.76 0.82  0.85  0.88  

Table 10 
Factors of elastic buckling coefficient.  

Load Case Cb Cb,r Cb,w Cb,l Cb,b 

ETF  0.58  0.01  0.05  0.3  0.05 
ITF  1.84  0.01  0.03  0.1  0.05  

Fig. 18. Comparison of web crippling strengths obtained by formulas and FEM for ETF load case.  
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between the predicted values and the target values. On the other hand, 
the MPE results present different impressions, as they indicate that the 
ANN model has a lower value. However, when compared to the other 
performance indices and the outcomes illustrated in Table 6 for the ETF 
load case and Table 7 for the ITF load case, it becomes evident that this 
metric does not provide reliable readings for comparing artificial intel
ligence models, and shall not to heavily rely on it in the future. Overall, 
the results demonstrate the effectiveness of using hybrid models in 
accurately predicting the web-crippling capacity of CFSL channels. 

6. Comparisons with design codes and empirical formulas 

6.1. Web crippling resistance 

This section examines the accuracy of the various empirical formulas 
specified in design codes and proposed by researchers in predicting the 
web crippling resistance of CFSL channels, including Eurocode EN 
1993–1-3:2005, AISI S100–16 (R2020) and AS/NZS 4600 as well as the 
formulas proposed by Sundararajah et al. [14] and Natário et al. [20, 
44]. Table 8 summarizes the empirical formulas utilized to predict the 
web crippling resistance for CFSL channels. In AISI S100–16 (R2020) 
and AS/NZS 4600, the dl

tw 
ratio is limited to 200, and ri

tw 
ratio is as large as 

3.0 for two flanges loading cases. The condition specified in Eurocode 
(2005) for the applicability of its design proposal is given in Table 8. 

The critical buckling load Pcr can be calculated using FEA programs, 
but the process of developing finite element models solely to calculate 
theoretical elastic buckling loads is often impractical from a design en
gineering perspective. For simplicity, the following critical buckling 
load equation can be used [19]: 

Pcr =
π2 E K t3

w

12(1 − ν2) d
(26)  

where the following formula is suggested to estimate the elastic buckling 
coefficient K: 

K =Cb

(

1 − Cb,r

̅̅̅̅
ri

tw

√ ) (

1+Cb,l

̅̅̅̅

lb

tw

√ ) (

1 − Cb,w

̅̅̅̅

dl

tw

√ )

(

1+Cb,b

̅̅̅̅̅

bf

tw

√ )

(27) 

Factors Cb, Cb,r, Cb,l, Cb,w, Cb,b depend on loading conditions as shown 
in Table 10. 

The effectiveness of previously suggested formulas in forecasting 
web crippling capacity under both ETF and ITF load cases, as assessed 
through FEM, is visually presented in Fig. 18 and Fig. 19, respectively. 
The figures show that for ETF load case, AISI S100 significantly over
stimates the web crippling capacities of CFSL channels while the for
mulas suggested by Natário et al. [20,44] significantly underestimate 
their web crippling capacities. EN1993–1-3:2005 and Sundararajah 
et al. [14] provide better estimations than AISI S100 and the model of 
Natário et al. [20,44]; however, there is still discrepancy between the 
calculations and FE results. For ITF load case, the formulas suggested by 
Sundararajah et al. [14] provide better estimations than other design 
models. However, the PSO-ANN models stand out as the most accurate 
predictive models for web crippling capacity of CFSL channels subjected 
to two flange load cases. 

Fig. 19. Comparison of web crippling strengths obtained by formulas and FEM for ITF load case.  
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In Fig. 20, the Taylor diagram amalgamates various statistical pa
rameters, including Root-Mean-Square Deviation (RMSD), standard 
deviation, and R, derived from actual data obtained from finite element 
model and current formulas in addition to the proposed PSO-ANN 
models, facilitating direct comparisons [45]. The point labelled as 
"Obs" signifies the observed actual data. Notably, the proposed 
PSO-ANN model closely aligns with point "Obs" along the x-axis while 
maintaining the same standard deviation. Furthermore, the PSO-ANN 
model positions itself closest to the center of the RMSD circles, indica
tive of its superior estimation capabilities compared to other models. 

A box-and-whisker plot (or boxplot) briefly visualizes the central 

Fig. 20. Taylor diagram of proposed ML model and past formulas under (a) ETF load case (b) ITF load case.  

Fig. 21. Box plot of predictive models under a) ETF load case (b) ITF load case.  

Table 11 
Resistance factor ∅w for current and proposed formulas.  

Formula ETF ITF 

AISI S100-16 USA and Mexico  0.9  0.8 
AISI S100-16 Canada  0.8  0.65 
Sundararajah et al. [14] (1)  0.76  0.82 
Sundararajah et al. [14] (2)  0.85  0.88 
Sundararajah et al. [14] (3)  0.75  0.8 
Proposed ANN model  0.9  0.9  

R.I. Shahin et al.                                                                                                                                                                                                                                



Engineering Structures 309 (2024) 118061

16

tendency and spread of a data set. The box represents the interquartile 
range (IQR), containing the middle 50 % of the data with the median 
bisecting it, where the bottom and top of the box show the first and third 
quartiles, respectively. The whiskers extend from the box capturing the 
majority of the remaining data points. This concise representation al
lows for rapid assessment of data distribution and skewness. In the 
context of assessing the box plot for the PSO-ANN models, notable ob
servations emerge. Both the mean and median values (Q2) for these 
models closely approximate zero. Additionally, when examining the 
lower quartile (Q1), upper quartile (Q3), and the whiskers of the PSO- 
ANN models, it becomes evident that they illustrate a more limited 
range of errors when compared to earlier equations. This is visually 
represented in Fig. 21(a) for ETF load case and Fig. 21(b) for ITF load 

case. These compelling findings strongly endorse the PSO-ANN models 
as a dependable choice for predicting the web crippling capacity of 
lipped cold-formed sections under ETF and ITF load cases. 

6.2. Resistance factor 

The AISI S100 recommends a statistical approach to determine the 
resistance factor used in design capacity equations, which can be used 
alongside the machine learning models proposed as follows: 

ϕ = Cϕ (Mm Fm Pm) e− βo

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
V2

M+V2
F+CP V2

P+V2
Q

√

(28) 

In the LRFD method, the calibration factor Cϕ and the load effect 

Table 12 
The weights and biases of the proposed ANN model to determine the web crippling capacity of lipped CFSL channels subjected to ETF load case.  

Neuron Weight Bias 
Input Output Input Output 
lb fy tw d/tw r/tw Rnorm 

1 0.096 0.084 -0.285 -1.38931 -0.46372 11.194 -2.826 7.285 
2 0.323 -0.270 0.326 -1.56662 -4.1679 0.769 -6.360 
3 -0.079 -0.090 0.343 1.480825 0.457936 6.067 2.613 
4 -0.087 0.056 -0.491 0.316442 0.036534 -11.887 1.524 
5 -0.086 0.070 -0.584 0.134934 0.029587 4.197 1.218 
6 -0.105 -0.060 -1.425 -0.2711 -0.04754 -0.202 -0.281 
7 0.002 10.842 -6.457 -11.8911 19.23133 -0.009 18.140 
8 -0.089 0.163 -0.434 0.528185 -0.03808 5.447 1.868  

Table 13 
The weights and biases of the proposed ANN model to determine the web crippling capacity of lipped CFSL channels subjected to ITF load case.  

Neuron Weight Bias 
Input Output Input Output 
lb fy tw d/tw r/tw Rnorm 

1 -35.820 0.079 -80.842 4.675081 -2.8565 -0.561 62.068 1.774 
2 0.059 14.073 -0.034 -0.10553 -0.03809 0.150 0.085 
3 2.983 0.013 -2.726 1.264749 1.091554 -0.771 5.535 
4 0.006 0.051 -0.488 0.179519 -0.00272 -2.933 -0.254 
5 0.046 0.007 14.739 -21.1027 -0.01599 0.116 8.548 
6 -0.031 -0.005 -12.677 7.708871 -0.00235 0.232 -6.779 
7 -0.054 -0.088 0.832 -0.56221 0.151386 -2.260 -1.223 
8 0.211 -0.094 0.151 -1.10754 -2.51821 3.413 -5.163  

Fig. 22. Two GUI Tools to determine web crippling capacity for lipped CFSL channels subjected to two flange load cases: (a) ETF load case, and (b) ITF load case.  
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factor VQ are assigned values of 1.52 and 0.21, respectively. For mem
bers susceptible to web crippling, the material factors Mm and VM are set 
to 1.1 and 0.1, respectively. The fabrication factors Fm and VF are both 
established at 1.0 and 0.05, respectively. The parameter βo is designated 
as 2.5 for (CF) using the LRFD method. The correction factor CP is equal 
to (1+1/n)m

m− 2 , where n is the number of tests, and m is the degree of freedom 
(n – 1). Pm denotes the average value of the ratio between the tested load 
and the predicted load. Finally, VP represents the variability coefficient 
of the ratio between the tested load and the predicted load, with a 
minimum threshold of 0.065. 

The estimated resistance factor for ETF and ITF load cases is 0.907 
and 0.914, respectively. Hence, it is advisable to employ a ϕ factor of 
0.90 in conjunction with the proposed PSO-ANN models. It is important 
to clarify that the estimated resistance factors were derived from the 
validation process against the test data presented in Tables 1 and 2. 
These values reflect the performance of the ANN models based on the 
specific test data and corresponding predictions. 

Table 11 presents a comparison of the resistance factor between the 
proposed Artificial Neural Network (ANN) model and the existing design 
formulas. The findings reveal that the presented ANN model produces a 
coefficient surpassing other models in magnitude except for AISI ETF 
load case for USA and Mexico. This observation implies that the pre
sented model is highly reliable, particularly in light of its superior ac
curacy when compared to alternative models, as explained earlier. 

7. The proposed design tools 

7.1. Proposed formula 

The specific formula for web crippling capacity can be directly 
deduced from the PSO-ANN models for daily design applications using 
Table 12 for ETF load case and Table 13 for ITF load case. The formula 
involving the input and output variables is written as [46]: 

Rnorm = fsig

{

bo +
∑h

k=1

[

wk × fsig

(

bhk +
∑m

i=1
wik Xi

)]}

(29) 

The normalized web crippling capacity in Eq.(29) was derived by 
applying the weights and biases listed in Table 12 or Table 13 to the 
equation. It is worth to mention that the input variables should be 
normalized within the interval [− 1, 1] using Eq.(7). Then, the output 
Rnorm can be de-normalized using Eq.(30). 

R =

{
7.335Rnorm + 8.505for ETF load case

20.395Rnorm + 23.315for ITF load case (30)  

7.2. Graphical user interface 

A practical graphical user interface (GUI) software, shown in Fig. 22, 
has been developed for engineers. The user can obtain the web crippling 
capacity by providing the input parameters shown in Fig. 22. The GUI 
tools can be downloaded for the ETF load case [47] and for the ITF load 
case [48] for free. 

8. Conclusions 

This paper has presented computationally efficient machine learning 
models for predicting the web-crippling capacity of CFSL channels 
subjected to two flange load cases. Finite element models have been 
established to assess the web crippling capacity of CFSL channels under 
both End Two Flange and Interior Two Flange loading conditions. A 
parametric study has been performed to identify the most influential 
parameter influencing the web crippling capacity. The validated FE 
models have been used to develop a database covering a wide range of 
important parameters. The developed database has been employed to 
train and test hybrid ML techniques incorporating ANN with either 

genetic algorithms or particle swarm optimization (PSO) to improve the 
computational efficiency and accuracy of ML prediction. The accuracy 
of the ML results has been examined against various empirical formulas 
available to calculate the web crippling capacity of CFSL channels. The 
key findings are as follows:  

1. The developed finite element models accurately predict the web 
crippling capacity of CFSL channels under both End Two Flange 
(ETF) and Interior Two Flange (ITF) loading conditions.  

2. Equations (21, 24, 25) proposed by Sundararajah et al. [14] provide 
improved solutions compared with the design codes. However, there 
is still a discrepancy between the calculations and FE results. 

3. The proposed (PSO-ANN) model provides excellent crippling ca
pacity prediction compared to the existing equations, which makes it 
a more accurate and reliable alternative. In addition, the evaluation 
of predictive performance indicates the (PSO-ANN) framework 
achieves improved modeling accuracy over the stand-alone ANN and 
(GA-ANN) approaches. This is evidenced by more favorable statis
tical metrics like lowered mean squared error and higher correlation 
coefficient values for the PSO-ANN method.  

4. A user-friendly graphic interface software has been developed for 
calculating the web crippling capacity of cold-formed steel lipped 
channels. 
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