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Fault Estimation and Accommodation for Switched Systems
with Time-varying Delay

Dongsheng Du, Bin Jiang, and Peng Shi

Abstract: This paper considers the problem of fault estimation and accommodation for a
class of switched systems with time-varying delay. An adaptive fault estimation algorithm
is proposed to estimate the fault, moreover, constant or time-varying fault can be estimated.
Meanwhile, a delay-dependent criteria is obtained with the purpose of reducing the conser-
vatism of the fault estimation algorithm design. On the basis of fault estimation, an observer-
based fault tolerant controller is designed to guarantee the stability of the closed-loop system.
Additionally, simulation results are presented to illustrate the efficiency of the proposed re-

sults.
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1. INTRODUCTION

In order to increase the reliability and safety of dy-
namics systems, fault diagnosis (FD) and fault tolerant
control (FTC) have been intensively investigated in re-
cent years. Generally speaking, FTC includes two main
approaches: passive and active. In passive FTC systems,
which use feedback control laws that are robust with re-
spect to some fixed faults [1,2]. However, it may be
failed for other accidental faults. Under this case, we
must resort to active FTC technique, which relies on a
fault detection and isolation (FDI) process to identify the
fault-induced changes [3]. The control law is reconfig-
ured online in response to the FDI decisions and hence
has better fault-tolerance capability. It can be seen that
FDI process is the first step in active FT'C to monitor the
system and determine the location of the fault. Then,
fault estimation is utilized to on-line generate magnitude
of the fault. Therefore, FD is a very meaningful and
challenging topic, which has attracted many researches
to devote themselves into this study domain. During the
past decades, various effective methods, such as sliding
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mode observer approach using equivalent output injec-
tion signal [4], adaptive technique [5, 6], and learning
method based on neural network [7, 8] and so on, have
been developed for the fault estimation problem. Among
them, adaptive fault diagnosis observer has been proved
to be an effective approach. The advantage of the adap-
tive fault diagnosis observer is that the state vector es-
timation and actuator fault estimation can be obtained
simultaneously.

On the other hand, relatively few FD work was done
for switched system compared with the plentiful FD
achievements for general dynamic systems. FD for
switched systems was considered in [9, 10], passive and
active FTC for nonlinear switched systems with actua-
tor faults were separately investigated in [11] and [12].
Sensor fault case for switched systems was studied in
[13]. Switched system belongs to hybrid system, which
consists a finite number of subsystems and an associ-
ated switching signal governing the switching among
them. Many physical or man-made systems can be
modeled as switched systems, including chemical pro-
cesses, computer controlled systems, switched circuits
and so on. During the past three decades, lots of sta-
bility theoretic results have been reported for switched
systems [14]- [16]. On the other hand, time delay
is the inherent features of many physical process and
the big sources of instability and poor performances.
Switched systems with time delay have strong engi-
neering background, such as in network control sys-
tems [17] and power systems [18]. Existing stability cri-
teria of delay systems can be classified into two types:
delay-dependent and delay-independent methods. In re-
cent years, much attention has been drawn to the de-
velopment of delay-dependent conditions aimed at re-
ducing the conservatism, and many theoretical studies
have been conducted for switched systems with time de-
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lay [19]- [20]. However, to the best of our knowledge,
the problem of fault estimation and accommodation for
switched systems with time-varying delay has not been
considered yet, which motivates us to investigate this
meaningful issue.

In this work, based on adaptive fault diagnosis ob-
server method and average dwell-time technique, the
problem of fault estimation and accommodation for
switched systems with time-varying delay is solved. A
novel adaptive estimate law is proposed by solving some
constrained linear matrix inequalities. An efficient al-
gorithm is developed to solve these constrained LMIs
and simulation results prove the effectiveness of the pro-
posed method. The contributions of this work can be
summarized as the following two aspects:

1:) An adaptive estimate law is developed for switched
system with time-varying delay. By utilizing piece-
wise Lyapunov function and average dwell-time
technique, a novel adaptive fault estimation algo-
rithm is designed. Moreover, the obtained result
is delay-dependent, which makes further efforts to
degrade the conservativeness. On the other hand,
many fault estimate law is confined to estimate con-
stant fault. The advantage of such proposed estima-
tion algorithm can not only estimate the fault fast
and exactly, but also is adaptive to estimate two type
of fault: constant fault case and time-varying fault
case.

2:) To review the development of FD for switched sys-
tems, the fault estimation and accommodation for
switched system with time-varying delay is not con-
sidered yet. Additionally, the time-delay is time-
varying and constrained in an interval set. This
condition is more practical than constant time delay
case. This paper investigates this issue and efficient
results are given. Another point should be pointed
out that average dwell-time technique is utilized to
stabilize the switched system, which is more gen-
eral and flexible than dwell time switching and ar-
bitrary switching signal.

The paper is organized as follows. Section 2 gives the
model description. Section 3 presents the fault estima-
tion algorithm, and an observer-based fault tolerant con-
troller is designed. An example is illustrated in Section 4
to show the usefulness and applicability of the proposed
approaches, and the paper is concluded in Section 5.

2. MODEL DESCRIPTION

The switched system is described as follows :

Xt) = Agx(t) +Agenx(t—d(t))
+Bo ) (u(t) + f(t)) (1)
y(t) = Copxl(t) (2)

where x(t) € R”" is the state vector, y(¢) € R™ is the out-
put vector, u(t) € R” is the control input, f(¢) € R! is
the actuator fault. o(r) : [0,400) — y = {1,--- N} is
the switching signal, N > 1 is the number of subsys-
tems. At an arbitrary continuous time ¢, o(¢), denoted
by o for simplicity, is dependent on ¢ or x(¢), or both,
or other switching rules. A (), Ads(r)> Bo(r)> and Co(p)
are constant matrices with appropriate dimensions for
all o(¢) € y. When the i-subsystem is activated, we de-
note the matrices associated with o/(t) =iby Ag () = Aj,
AdG(t) = Ay, Bo‘(t) = B;, and CG(t) =G. d(l) is the time
delay and assumed to satisfy the following condition:

C1: d(¢) is differentiable and bounded with a constant
delay-derivative bound:

h <d(t)<hy, dit)<d<]l 3)
f(t) can be thought of as an additional signal expressed
as f(t) = v(t —to) fo(t), the function v(r —19) is given

by

0, t<1
v(t—to):{ Lot

where £ is the time of fault occurring. That is, f(¢)
is zero prior to the failure time ¢ < #y and is fy(¢) af-
ter the failure occurs r > fy. It is assumed that the
derivation fy(¢) with respect to time is norm bounded,
ie. (o)l < fi. I/l < f2, where 0 < fi < eo,
0< f2 <eoo.

The following lemmas are added for the convenes of
later proof.

Lemma 1: ( [21]) Given matrices #', 2 and % of
appropriate dimensions and with %" symmetrical, then

WA+ XFOY+ZTFT ()27 <0

holds for all F(¢) satisfying F7 (¢)F (¢t) < I if and only if
for some € > 0,

W+e2 2T +e '@y <0

“

Lemma 2: ([22]) For any real vectors a, b and matrix
G > 0 of compatible dimensions, the following inequal-
ity holds:

a'b+bTa<a"Ga+b"G'b, a,beR"

Lemma 3: ( [23]) Consider the switched system
x(t) = fo(x(t)), 0 € y and let @ >0, u > 1 be
given constants. Suppose that there exist functions
Vo) : R" = R, and two class functions §; and f3,
such that By (x(r)]) < Vi(x(t)) < Ba(lx(0)]), Vi(x(r)) <
—aVi(x(t)),Vi € ¥, and Vi(x(1)) < uV;(x(2)),V(i, j) €
v x y then the system is globally uniformly asymptoti-
cally stable for any switching signal with average dwell
time

T, > T, =Inu/a
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3. MAIN RESULTS

3.1. Fault diagnosis observer design
To diagnose the actuator fault, the following fault di-
agnosis observer is designed:

(1) = Ag(nR(1) + Ago(n Rt —d(1))
B () (u(t) + [ (1)) = Loy (5(t) — (1)) (5)
$(t) = Ca(z)f(f ) (6)
where £(r) € R" is the state vector of the observer,

$(t) € R™ is the output vector of the observer, f(f) is
an estimate of f(¢), Ls(;) is the observer gain.

Denote
e(t) =%(1) —x(t); r(r) =9()—y(t);
f(@) = f(0) = f(); (7
then the error dynamics is described by
é(t) = Agpe(t) +Ausmelt—d(t))+Bog f(1)®8)
r(t) = Co-(,)e(t) )
where Ag(;) = Ag() — Lo(Co(r)- As aresult, the purpose

of fault estimation is to find a diagnostic algorithm for
f () such that

lime(t) =0;

{—o0

lim £(¢)

lim = f(r) (10)
3.2. Fault estimation algorithm design

In the sequel, a convergent adaptive fault diagnostic
algorithm to estimate the fault f(#) is given, which is
obtained from the residual r(z). Consequently, f(z) # 0

implies that the residual r(r) with respect to time is
#r) = f(6) = (1) (1D
Theorem 1: For the time delay d(¢) satisfying the
condition C1 and a given scalar ¢ > 0, if there exist pos-
itive definite matrices P, X;, R;, Yi, U, Vi, Qi1. Qiz, Qis,
Zj, Zpp, G, matrices W, Fi, Nit, Ni, Mit, Mip, Si1, Sz,
and a scalar 7 > 0, such that

P 1 .
|: I X; :| >0’ Ple_I’ 1_1’27" 7N (12)
R, X
[Xi V,l ]ZO,Y,R,I,U,VII, i=1,2,-,N.(13)
_ Hi rl
\P’_{FZ Ql}<0 (14)
where
U = hZy+hZp, h=h —h,
Q = diag{~Y;,~he 7, —hye 7,

—he % (Zn+Zn),—l, —TI},

P11 P12 Sit
¥ P Si2
I = * ox —e gy —
k *
k *
il O15
G A4ClF!
0 0 ,
—e~Qp 0
* —2FCBi+G
AT P —hCIWT hoNi B
ALP, haNip - hSp
I, = 0 0 0 —
0 0 0
0 0 0
hM; CIWT 0
hMp 0 0
0 o 0 |,
0 0 0
0 0 FC;
Qi = PA+A]P—WC—CIW + P +Ny
3
+Nj + ) O,
j=1
@12 = PAgi—Nin+My—Si+Nb,
o — PB—CIET-ATCTE,
P = (d_l)eiathB_Niz_N,€+Miz+Ml€
—Sin— ST,

then, for the switching signal o(¢) with average dwell
time satisfying

«_ Inp
Ty > T, = o (15)
where
u =1 with P, < uP;, Qi < uQj1,0n < UQj,
O3 S UQj3,Zin S UZj1,Zip < UZjp.  (16)
the following diagnosis algorithm
f(t) = =TF(#(t) +r(t)) (17

can realize

lime(t) = 0;

t—o0

lim f(1) = £(0)

where W; = P,L;, x denotes the symmetric elements in a
symmetric matrix, and I’ = I'" > 0 is a given weighting
matrix.

Proof. Construct the following piecewise Lyapunov
function candidate as

e’ (t)PG(t)e(t)

!
+/ eT(s)QG(,)3ea(s_’)e(s)ds
t—d(t)

Vo(t) (t) =
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“(Y De(s)ds

+Z/

o/ hz/w
Lo L

+fT (0T f (1)

Set 6(t) = i and taking the derivative of (18), we obtain

Zo(1) e é(s)dsd®

,)2(3 D¢ (s)dsd6

(18)

Vi(r) < 2T (t)Peé(r) + el (t)Qpe(t) — (1 —d) x
T( —d(1))Qize” (1 —d(1))
+Z Qlje (l—]’lj)Qin

eiah/e(l‘ —h )] +é (l‘)(hzZ,‘] +}_lZ,'2)é(l‘)
_/t—hz (s)Zire=*"é(s)ds

t—hy
—/ ¢ (8)Zne 6 (s)ds
t—hy

+oe’ (1)Pe(r) — aVi(r) —2f7 (1) FiCié (1)
—2f" (t)FCie(r) =2fT ()T ' f() ~ (19)

From the Newton-Leibniz formula, the following

equations are true for any matrices N;;, Np, M;, M,
Si1, and S with appropriate dimensions.
206" (1N + € (1 — (1)) N x
[()—et— 1) — / ds}_o 20)

2l (t)Mi + € (¢ *d(t))Mi [e(t—d(2))

t—d(r)
—e(t =) — / é(s)ds] —0
t—hy
2[e” (1)Si +e (1 —d(1))Sn] [e(t — hy)
t—h
—eft—d)- [
Jr—d(r)
Moreover, the following equalities hold:

t
/ ¢l (8)Zie "¢ (s)ds
t—hy

t—d(t)
- L

i
+/ ¢l (5)Zye "¢ (s)ds
t—d(r)

21

e'(s)ds] =0 (22)

T (5)Zine ™6 (s)ds

t—hy
/ T (5)Zine "™ (s)ds
t—hy

t—d(t)
— / el
t—hy
l—hl
!
t—d(t)

(5)Zne *"2¢(s)ds

éT(5)Zne *é(s)ds (23)

Thus, from (20) and (23), we can obtain that
t
- / &7 (5)Zne " é(s)ds — 267 (1)N; x
t—d(t)
t t
/ é(s)ds < — / [ET (6)N; + é(s)Zne "]
t—d(r) t—d(t)

X (Zile_ah2)_1 [(:T([)Ni + é(S)Zile_ahz]dS

+hET (H)N;(Zine ) IN:E (1) (24)

where

e(t) Niy
e(t—h)
e(t—hl) ,
e(t~—h2) 0

f(1) 0

&) = (25)

By using the same methods as (24), from (21)-(23), we
obtain

t—d(t)
I

t—d(t) o
L

~287(1)M

¢T (s)Zine ¢ (s)ds

(5)Zine™*"2¢(s)ds

t—d(t)
é(s)ds

t—hy

[ M+ e(0) 2+ Z)e (2
+Zi2)€7ah2]71

+hET (1)

IN

[ET (1) M; + é(5) (Zit + Zin)e™ 2] ds
Mi((Ziy + Zin)e 2] 7' MiE (1) (26)

and

()Zze ahz](zze ahz) 1

IA
|
T\‘~
o
Pﬂ
—
-~
N—
&
_l’_
Q.

Jt—d
X [ET(1)S; + é(s5)Zine *"ds

+h&ET (1)Si(Zine %) 718, (1) 27

where

M=[M, M5, 00 0]

Si=[sh s, 00 o] (28)

By Lemma 2, one can get that

') < Fr(0GF()
+  FAma(TIGTIT

—2fT (1)~
) (29



International Journal of Control, Automation and Systems Vol. x, No. *, % *x 5

From (19), (24), (26), (27), and (29), one can get that
Vi(t) + aVi(7)

EN({Ei+AT (haZin +hZp)A,;
+hyNi(Ze” *2)INT

—Hlei[(Zil +Z,‘2)€_ah2]_1MiT

IN

+hSi(Zpe ®2)7ISTIE() +8  (30)
where
01 Q12 Sit
L %)) AY)
E o= * *  —e *MmQy —
* *
k %
—M; 015
—Mi2 AgiCiTF;'T
0 0 :
—e 20 0
* —2FCB;+G
A = [A Ay B 0 0],
P15 PB;—Cl'F' _XiTCiTF;‘Tv

§ = flu(T'GT'TT.

Set W; = P,L; and use Schur complement lemma, one can
get that matrix &; is equivalent to the following formula

0
0
IT; + 0
0
FC;
cwl
0

P'[WcC 00 0 0]

+ P7'[0 0 0 0 CI'FT |31

0
0
0

Set T = min{e,£~'} and use Lemma 1, if the matrix P,
satisfies (12), one can see that (14) implies (31) < 0.
By using (13), (14), and (30), one obtains that

Vi(t)+ aVi(t) < —€|E@)|P+ 68 (32)

where € is the minimum eigenvalue of —W¥;. It follows
that

Vi(t) +aVi(t) <0 for €|&(1)]>> 6 (33)

witch means that & (¢) converges to a small set according
to Lyapunov stability theory.

Integrating the inequalities (33) gives that V;(z) <
e~ =1V, (1) for any given € [ty,f,1). From (16) and
(18), at the switching instant #;, it follows that

VG(,k)(tk) < MVG(t]:)(t]:), k=0,1,2,--- (34)

Thus, using (34) and Ng (9, 1) < % one can get

Vi(r) < efa(tftk)uvc(t;)(tk*) <.

< e—a(f—lo)uNc(foJ)VG(tO) (t0)
e—oc(t—to)eN(7 (to,t)lnuva(to) (to)

< e_aa_t())e%lnuvc(to)(to)

—(o— By
= (o= IO)VG(tO)(tO)

= e My, (t) (35)

where A = }(a — h;—a“)

Set
a = min )Lmin (Pl) )
b = max A (P)+hy max Ay, (Qin)

+hy max Apgyx ( Qi2) + hy max Apax ( O3 )
h2 h2 _ hZ
+ 32 max Apgy(Zi1) + 2 2 ! max Monax (Zi£36)

It follows (35) and (36) that

@|le(t)|]* < bPe 2 10)||gq |2 37)

That is

b i
le(@)l] < =e 70 ley .

(38)

witch means that the state error e(#) — 0 and the fault
error f(¢) — 0. Then the proof is completed.

Remark 1: From the adaptive fault estimation algo-
rithm (17), one can get that it contains the derivative of
r(t) and 7(¢). It is feasible when #(¢) can be obtained.
But if the signal #(¢) can not be easily obtained from cer-
tain systems, we should resort to other alternative meth-
ods. In order to deal with this problem, 7¢(¢) is intro-
duced to be a substitute for /() [24]. The relationship is
defined as follows:

_1
&

(ry(t) = r(z))
From (39), one can get that under zero initial condition,

using Laplace transform yields

1
es+1

7y(t) (39)

Fr(t) = (1) (40)
Therefore, it it easy to show that the substitute 7¢(¢) can
approximate to 7(¢) with any desired accuracy as € — 0.
Meanwhile, when s — 0, that is t — oo, r'f(t) asymptoti-

cally converges to 7(z).

Remark 2: In the proving process, we set f (t) =

f (t) — f(t). If the fault is a constant, which means that
f(¢) =0. Under this case, the fault estimate algorithm
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will be changed into f(r) = —['Fii(r), which is only
adaptive to estimate constant faults. From the above dis-
cussion, one can get that the estimate algorithm in (17)
is not only adaptive to estimate constant faults, but also
adaptive to estimate time-varying faults.

Remark 3: It can be seen that the conditions (12) and
(13) are not strict LMI formation due to the equation
PX;=1,R;Y; =1, and U;V; = I, which can not be solved
directly by Matlab linear matrix inequality Control Tool-
box. However, we can solve this nonconvex feasibility
problem by formulating it into a special sequential op-
timization problem subject to LMI constraints. In the
following, a specific algorithm is given by utilizing the
result in [25].

Algorithm 1:
Step 1: Find a feasible set {P © l(o) R(O) YU,
V0,080 0 2929w F, 60 N
Ni(2)7Mi(1)7

© 0

MO S S0 0} atistying (12). (13
and (14). Set k = 0.
Step 2: Solve the following LMI problem

min tr (
i=

Ry v Ul )

M=

(X + PO, Ry

—_

subject to (12), (13) and (14).

Step 3: Substitute the obtained matrix variables
{Pi>Xi7Ri7Yi7Ui>‘/i7 QiluQi27 Qi?)?ZilaZinvVhF}u GvNiU
Nip,M;1,Mp,Si1,Sn,7,} into (12), (13) and (14). If the
condition (12) is satisfied with

N
jr(Y (PXi + RiYi+UiVi)) —=3(N+ 1)n| < p
i=1
for some sufficient small scalar p > 0, then output the
feasible solution {BaXiv Ri7 Yi7 Ui7 Vi7 Qila Qi2a Qi3 ) Zil )
Zp,W;, F;,G,Ni1,Nip,M;1,Mp, Si1,Si2, 7, }, EXIT.
Step 4: If k > N where N is the maximum number of
iterations allowed, EXIT.
U( ),V.( 7

.04 ,Q,?,Z(" z,<2>,w’<> F<k G() WG

il » ll 24V
k
Ml(1>7Ml(2)7Sl(l>7 1(2 7 } {PHXl?Rl?Yl?Ul?‘/l?Qllv
0i,0i3,7Zi1, lZavvl7E7G Nit,Nip1,Mi1 ,Mp1,8i1,8i2, 7T, },

and go to Step 2.

k)

3.3.  Fault accommodation

Since the state x(¢) is unavailable, the estimation value
£(¢) is substituted for x(¢). Therefore, the observer-based
normal controller is given

ur(t) = —Ko(n)2(t) +d(1)

where K ;) is the feedback gain matrix and d(t) is the
reference input.

(41)

Once a fault occurs, based on the accurate and rapid
estimation of the fault , the following observer-based
fault-tolerant controller is activated to compensate for
the fault.

u(t) = uy(t) = f (1)

Assuming d(¢) = 0 and substituting (42) into (1), one
obtains

(42)

x(t) = (As(r) — Bo(r)Ko(r))x(t)
+Ad(f(z)x(t —d(t))+p(t)

¥(t) = Co)x(2)

where p(1) = —Bg (1)Ko (1)e(t) = Bo() f (1)

From the result of Theorem 1, one can get that e(r) —
0 and f(¢) — O when t — oo. The signal p(f) can be
treated as a disturbance of the system (43). So, if only
the feedback gain K; can ensure that the following sys-
tem is asymptotically stable.

(43)

X(t) = (As() — Bo() Ko ) )x(2)
+Ago@nx(t —d(t)) (44)
y(t) = Con)x(t)

Construct the corresponding piecewise Lyapunov func-
tion as

Vo (1) = xT () Py(p)x(t)

+ xT(s)QG(S)ea(S_’)x(s)ds(45)
t—d(t)
where Pg () and Qg(;) are positive definite matrices.
Thus, we have the following theorem.

Theorem 2: For the time delay d(¢) satisfying the
condition C1 and a given scalar ¢ > 0, if there exist pos-
itive definite matrices X;, T;, matrix J;, such that

(1> 1) AhiT; Xi
*  —(1—d)e %1, 0 | <0 (46)
* * —T;
where (1,1) = A;X; + X;,AT — BiJ; —JI Bl + aX;, J; =

K;X;. Then, for the switching signal o (¢) with average
dwell time satisfying

. Inp
Ta 2 Ta - 7 (47)
where
1> 1with P, < upP;, Q; < uQ;. (48)

such that the system (44) is asymptotically stable.

Proof. Taking the derivative of V() along the trajec-
tories of the system in (44) is

Vi(r) < 2xT(1)Pi(A; — BiK;)x(t) +x" (t)Qix(r)

+2x7 (1) PAgix(t — d (1)) + oxT (1) Pix(t) —
—(1—d)x" (t—d(t))Qie” *"2x(t —d(1))
= n'(O)Ym() - av; (49)
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where

10 = | i) ]

Y, = (171) PiAgi
= «  —(1—d)Qe % |
(1,1) = P(A;—BiK;) + (A; — BK) P+ aP + Q.

Let P, = Xl.*l, 0, = Tfl, one can get that the LMI in
(46) means that V;(t) + aV;(t) < 0.

Integrating the inequalities gives that V;(t) <
e~ =1V (1,) for any given € [fg,f,1 ). From (46) and

(48), at the switching instant #, it follows that

VG(tk)(tk) < ,U,VU(tk—>(t]:), k= 07 ]727 e (50)
Thus, using (50) and Ny (9,1) < % one can get
Vi(t) < e—a(l—fk)uvo(t]:)(tk_) <.
< e elmNeloy (1)
— e*“(’*lo)eNc(foJ)lnﬁlVG([O)(to)
< e_a(t_l())e%lnuva(to)(to)
In
= Ry, (1)
e MV 0 (to) (51)
where A = J(a — lr;f)
Set
a = mink,, (Pl)a
b = max A (P)+hymax Ay, (0;). (52)
It follows (51) and (52) that
@ |lx(t)||* < bPe™ M0 g | 2 (53)
That is
b _ju-
Il < =™ 70 g e (54)

Therefore, the system (44) is asymptotically stable ac-
cording to standard Lyapunov stability theory.

4. AN ILLUSTRATIVE EXAMPLE

Consider a switched electrical circuit model borrowed
from [26], which is shown in Figure 1. This circuit has
two modes, that is, N = 2,0(¢) : [0,0) — {1,2}. In
mode 1, called the ‘on’ time, Swl is closed and Sw2
is open. In mode 2, called the ‘off’ time, Swl is open
and Sw2 is closed. In this system, Sw1 is often a bipolar
transistor and Sw2 is a diode. V, is used to denote the
capacitor voltage equal to the output volt age delivered

Rs Swl Sw2

Vs
4
ve i ¢

(M)

/
YWwv

|

1

Figure 1. A switched electrical circuit

to the load R, and I; denotes the inductor current. Dur-
ing the ‘on’ time, the inductor current is also equal to
the input source current. During the ‘off” time, the input
source current is zero. On the other hand, time delay can
enter into this system due to the existence of inductor
and/or the transmission channel. Thus, it is reasonable
to describe this electrical circuit into a switched time-
delay system as system (1). The parameter matrices are
chosen as follows:

[ —0.54 1.02 0.1
A= 07 —0.31]731—[0.2]’
[ 0.18 036
A = | o6 0.12]’C‘:“"1 02 ],
001 0.1 0.2
A =1 o0 0.04}’32:{0.4]’
[ 0.11  0.18
an = | 1L _0‘04],@:[0.2 03 .

Choose time-varying delay signal as d(r) = 0.5 +
0.2sin(z), we can get the upper bound of h; = 0.3,
hy = 0.7, and d = 0.2, respectively.

For given ¢ =1 and u = 2.5, we have 7, = 0.9163.
Taking 7, =2 > 7, and the learning law I" = 200, the
sampling period is chosen as T = 0.1, and the control
input u(z) is a unit step function. In this example, two
cases of faults are considered. When the fault is a con-
stant described as

fl(f)Z{ 2:

In this case, the simulation result is shown in Figure 2.
When the fault is a time-varying function described as

A0 ={

The simulation result is shown in Figure 3. From the
above simulation results, we can conclude that whether
the fault is a constant or a time-varying function, the esti-
mate algorithm proposed here can estimate them quickly
and exactly.

By solving the LMI in Theorem 2, one obtains

Ky = [ —38.6732 —26.639 ],
K, = [523254 —30.7370 .

0<r<s
5<t<30

0, 0<t<5
0.3sin(2r)4+0.5, 5<r<30
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Take the learning law I" = 100, the time delay is assumed
as d(t) = 0.5+ 0.2sin(¢), and the initial condition is se-
lected as x(0) = [ 0.3 —0.2 ]T. If there is no fault,
the state response of the closed-loop system is given in
Figure 4. If a fault occurs and is supposed as follows:

0, 0<r<20
f3(l)_{ 6, 20<1<100

the state response of the closed-loop system is given in
Figure 5. It can be seen from the figure that the closed-
loop system is asymptotically stable.

5. CONCLUSION

In this paper, the problem of fault estimation and
accommodation against actuators failure in switched
system with time-varying delay has been addressed.
Firstly, an adaptive fault estimation algorithm is pro-
posed, which can exactly and fast estimate the fault.
Based on the fault estimation information, observer-
based state feedback fault tolerant controller is designed
such that the closed-loop system is asymptotically sta-
ble. An example is given to illustrate the effectiveness
of the proposed method.

REFERENCES

[1] G. H. Yang and D. Ye. “Adaptive reliable H.. fil-
tering against sensor failures". IEEE Trans. Signal
Processing, vol. 55, no. 7, pp. 3161-3171, 2007.

[2] S. L. Dai and J. Zhao. “Reliable H.. controller de-
sign for a class of uncertain linear systems with ac-
tuator failures". Int. J. of Control Automation and
Systems, vol. 6, no. 6, pp. 954-959, 2008.

[3] Y. Q. Wang, D. H. Zhou, S. Qin, and H. Wang. “Ac-
tive fault-tolerant control for a class of nonlinear
systems with sensor faults". Int. J. of Control Au-
tomation and Systems, vol. 6, no. 3, pp. 339-350,
2008.

[4] C. Edwards, S. K. Spurgeon, R. J. Patton. “Sliding
mode observers for fault detection and isolation".
Automatica, vol. 36, no. 4, pp. 541-553, 2000.

[5] Z. Gao, B. Jiang, P. Shi, and Y. Xu. “Fault accom-
modation for near space vehicle attitude dynamics
via T-S fuzzy models". Int. J. of Innovative Com-
puting, Information and Control, vol.6, no.11, pp.
4843-4856, 2010.

[6] D. Ye and G. H. Yang. “Adaptive fault-tolerant dy-
namic output feedback control for a class of linear
time-delay systems". Int. J. of Control Automation
and Systems, vol. 6, no. 2, pp. 149-159, 2008.

[7] M. M. Polycarpou. “Fault accommodation of a
class of multivariable nonlinear dynamical systems
using a learning approach". IEEE Trans. Autom.
Control, vol. 46, no. 5, pp. 736-742, 2001.

[8] A. Fekih, H. Xu, F. N. Chowdhury. “Neural net-
works based system identification techniques for
model based fault detection of nonlinear systems".

Int. J. of Innovative Computing, Information and
Control, vol. 3, no. 5, pp. 1073-1085, 2007.

[9] D. Du, B. Jiang, and Shi Peng. “Fault diagnosis
for switched systems with time delay". Proceed-
ings of the 8th IEEE International Conference on
Control and Automation, Xiamen, China, June 9-
11, pp. 2162-2165, 2010.

A. L. Bako, E. Duviella, K. M. Pekpe, and S.
Lecoeuche. “Fault diagnosis for switching system
using observer Kalman filter identification". Pro-
ceedings of the 17th World Congress The Interna-
tional Federation of Automatic Control, Seoul, Ko-
rea, July 6-11, pp. 10142-10147, 2008.

Z. Xiang, R. Wang, and Q. Chen. “Fault tolerant
control of switched nonlinear systems with time
dealy under asynchronous switching". Int. J. Appl.
Math. Comput. Sci., vol. 20, no. 3, pp. 497-506,
2010.

H. Yang, B. Jiang, and C. Vincent. “Observer-
based fault tolerant control for constrained
switched systems". Int. J. of Control, Automation,
and Systems, vol. 5, no. 6, pp. 707-711, December
2007.

S. Shi, Z. Yuan, and Q. Zhang. “Fault-tolerant H.,
filter design of a class of switched systems with
sensor faults". Int. J. of Innovative Computing, In-
Sformation and Control, vol. 5, no. 11, pp. 3827-
3838, 2009.

D. Du, B. Jiang, and S. Zhou. “Delay-dependent
robust stabilization of uncertain discrete-time
switched systems with time-varying state delays".
Int. J. of Systems Science, vol. 39, no. 3, pp. 305-
313, 2008.

X. Lin, S. Li, Y. Zou and Y. Qian. “Generation of
stable limit circles for linear systems via switch-
ing linear controllers". ICIC Express Letters, vol.3,
no.3 (B), pp. 663-668, 2009.

G. Zhai, Y. Sun, X. Chen and A. N. Michel. “Sta-
bility and L, gain analysis for switched symmet-
ric systems with time delay". Proc. 2003 American
Control Conference, Denver, June, 2003, pp.4-6.

D. K. Kim, P. G. Park, and J. W. Ko. “Output-
feedback H., control of systems over communi-
cation networks using a deterministic switching
system approach". Automatica, vol. 40, pp. 1205-
1212, 2004.

C. Meyer, S. Schroder and R. W. De Doncker.
“Solid-state circuits breakers and current limiters
for medium-voltage systems having distributed-
power systems, IEEE Trans. Power Electronics.
vol. 19, pp. 1333-1340, 2004.

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]



International Journal of Control, Automation and Systems Vol. x, No. *, % *x

[19] X. Sun, J. Zhao, and D. J. Hill,. “Stability and L,-
gain analysis for switched delay systems: a selay-
dependent method". Automatica, vol. 42, pp. 1769-
1774, 2006.

[20] D. Du, B. Jiang, P. Shi, and S. Zhou. “H.. filtering
of discrete-time switched systems with state delays
via switched Lyapunov function approach". IEEE
Trans. Autom. Contr., vol. 52, no. 8, pp. 1520-1525,
2007.

[21] 1. R. Pertersen. “A stabilization algorithm for a
class of uncertain linear systems". Systems and
Control Letters, vol. 8, pp. 351-357, 1987.

[22] Y. Niu, J. Lam, X. Wang, and D. W. C. HO.
“Observer-based sliding mode control for nonlin-
ear state-delayed systems". Int. J. of Systems Sci-
ence, vol. 35, no. 2, pp. 139-150, February 2004.

[23] J. P. Hespanha, and A. S. Morse. “Stability of
switched systems with average dwell time". In
Proc. 38th Conf. Decision Control, Phoenix, AZ,
pp- 2655-2660, 1999.

[24] M. Mahmoud. “An H.,, stabilizing controller for
discrete time fault tolerant control systems with
state delays". ICIC Express Letters, vol.3, no.l,
pp-1-6, 2009.

[25] L. El Ghaoui, F. Oustry, and M. Ait Rami.
“A cone complementarity linearization algorithm
for static output-feedback and related problems".
IEEE Trans. Autom. Contr., vol. 42, no. 8, pp.
1171-1176, 1997.

[26] A. Allison, D. Abbott. “Some benefits of random
variables in switched control systems". Microelec-
tronics Journal, vol. 31, no. 7, pp. 515-522, 2000.

)

5 10 15 20 25 30
Time in second
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Figure 3. Fault f>(¢) (dotted line) and its estimate f>(r)
(solid line)
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Figure 4. Time response of the state viable x;(¢) and
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Figure 5. Time response of the state viable x; (¢) and
x2(t) with fault f3(r)
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